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Introduction

Although outcomes have improved recently, cancer is the 
leading cause of death in modern society (1). Personalised 
medicine aims to optimise outcomes by individualising 
cancer treatments. Numerous studies have demonstrated 
that extracting descriptive features of the cancer from 
radiological imaging data, a technique known as radiomics, 
can indicate the likely outcome for the patient (1-5). 

Radiomics is expected to be central to precision medicine 
due to its ability to gather detailed information describing 
tumour phenotypes (6).

Patient outcome measures vary depending on the type 
of cancer, different outcomes are important for different 
patients so it is important to design personalized cancer 
therapy treatments on a patient-by-patient basis. For 
example, non-small cell lung cancer (NSCLC) has been 
found to have poor 3-year survival, as it has a high chance 
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of metastasizing to other organs (7). Furthermore, survival 
is not the only relevant outcome. The site of disease 
recurrence, toxicity from treatment, physical function 
and quality of life are all relevant in improving the cancer 
patient journey. Ultimately, survival is important but other 
outcomes worth noting are distant metastasis and local 
recurrence of the cancer. For some cancers, these would 
be considered more relevant to the success or failure of the 
treatment whereas a patient’s survival could be influenced 
by many other factors over a long follow up period.

This review explores the application of machine 
learning, particularly deep learning, to radiomics. Machine 
learning techniques can explore the relationships between 
images processed using radiomics, clinical outcomes and 
radiation dose data to help improve cancer treatment 
with radiotherapy. Machine learning techniques have 
recently been applied to medical imaging due to two main 
factors. The first is attributed to the significant increase in 
available labelled medical imaging data, the second is due to 
computers having increased data processing power because 
of parallel processing (8).

The term “radiomics” was coined by Lambin et al. (2) to 
describe automatic identification of unique prognostic and 
diagnostic features in cancer imaging data. The four main 
processes of radiomics include; imaging, segmentation, 
feature extraction and analysis, see Figure 1. It is important 
to note, that while Lambin et al. (2) formally raised this 
area, the concepts described by radiomics have been 
considered in many forms, many years previously through 
the study of tumour volumes and textures in imaging (9-11). 
Features are specific image characteristic (patterns) that may 
not be visible to a human but are recognised by a computer 
algorithm. Radiomics are the features that are extracted 
from medical images, these features can then be compared 
to end point data such as 2-year survival for improved 
prediction. The ultimate goal of radiomics is to provide a 
decision support system (DSS), that aids clinical decision 
making by providing accurate diagnosis that enables 
personalised radiotherapy, hopefully leading to improved 
treatment outcomes (3). Radiomics is primarily employed in 
the field of radiotherapy, however, the potential benefits of 
radiomics are not limited to this field.

Computer vision is a general term used to describe 
the broad range of techniques for processing images by 
computers to understand or derive some useful information 
from digital images, these image processing techniques 
include pattern recognition, analysis, classification 
and segmentation. Computer vision may be used to 

automatically segment images, discover textural patterns 
that correlate with known materials, as well as detect and 
track objects in real-time. In the context of radiomics, 
these may correspond to tumour or organ segmentation, 
histopathology of cancers or real-time tumour tracking and 
radiotherapy delivery.

This review will focus mainly on the last two aspects 
of the radiomics work flow, namely feature extraction and 
analysis. Section I introduces the field of radiomics. Section 
II provides an overview of how imaging and segmentation 
are applied to radiomics and its importance in cancer 
research. Section III details the importance of feature 
extraction including what this is, how it has been applied 
in radiomics and how it has yet to be applied. Section 
IV details how machine learning based classification can 
be used to improve the analysis and prediction of cancer 
outcomes including how these techniques have already 
been applied to radiomics and what has yet to be applied 
to radiomics. Section V discusses how deep learning 
techniques may be applied to the field of radiomics by 
improving radiomics feature extraction and analysis of 
tumours. Section VI concludes this review.

Radiomic imaging and segmentation

Imaging

Imaging refers to the acquisition of a clinical image to 
assist in medical management. Imaging modalities include 
computed tomography (CT), positron emission tomography 
(PET), magnetic resonance imaging (MRI), and cone beam 
CT (CBCT). The imaging may reveal metabolic data (PET, 
MRI), or structural data (CT, MRI), and have variable 
image resolution.

CT imaging is a common, frequently used method for 
diagnosing, staging and following cancer. Large volumes 
of this imaging data are available. However, technical 
compatibility issues such as resolution and manufacturer’s 
settings impair the collation of this data into comparable 
forms, hence imaging data frequently requires preprocessing 
before analysis. 

CBCT scans are acquired during treatment and suffer 
poorer tissue differentiation and resolution than diagnostic 
CT scans, however CBCT scans may be repeated frequently 
during treatment. Timmeren et al. (12) found that by 
extracting radiomic features from CBCT scans at different 
points during treatment, the presence or change in the 
delta radiomics features could be used to inform treatment 
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options effectively. 
MRI is an advanced, less frequent, more expensive 

technique than CT imaging which provides better tissue 
discrimination, multiple views, namely T1 and T2 and 
spectrography information which make it more likely to 
provide insights into cancer prognosis. Magnet strength has 
an impact on the quality of MRI imaging.

PET scans are obtained less frequently and have 
relatively poor resolution compared to CT imaging. PET 
scans can provide functional information about tumor 
metabolism, hypoxia and proliferation which are not evident 
from a CT. 

The wide availability and use of CT imaging in diagnosis, 
radiotherapy planning and follow up of cancer patients 
makes it the preferred modality for applying radiomics and 
machine learning within radiotherapy as this means there is 
a large number of datasets available for analysis (8). Table 1  
summarises the reasons for focusing on CT images. The 
feasibility for radiomic analysis is determined based on the 
image resolution and number of scans available. 

Vallières et al. (13) fused FDG-PET and MRI scans in 
this radiomics approach with improved results, it may be 
that through combining multiple imaging modalities better 
cancer outcome prediction can be achieved. 

Figure 1 An implementation of computer vision in radiomics. A radiomics process could extract and detect many features and feature types, 
however because of the amount of data produced, subsequent machine learning is required to analyse the correlation between the presence 
and position of clinical imaging features and clinical outcomes data. Deep learning is a technique for implementing machine learning and 
can also be considered a form of pattern recognition that can be used to detect important imaging features.
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Table 1 Comparison of the of different medical imaging modalities

Imaging modality Resolution No. of scans available Feasibility for radiomic analysis

CT High Medium High

PET-CT Medium Very low Low

MRI High Low Medium

CBCT Medium Very high High

CT, computed tomography; PET, positron emission tomography; MRI, magnetic resonance imaging; CBCT, cone beam CT.
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Segmentation

Segmentation or delineation, involves selecting a part of 
the image for analysis, typically it contains the tumour so 
as to isolate the tumour signatures from the rest of the 
image for further analysis. Currently, the tumour volume 
is delineated visually by the radiation oncologist using 
specialised software such as Pinnacle (14). This software can 
provide assistance for semi-automated tumour delineation 
using various drawing tools and Hounsfield number-
based pixel selection. Automated contouring of major 
organs at risk (OAR) (breast, liver, kidneys, lungs, spinal 
cord, brain, etc.) can now be achieved using an atlas-based 
segmentation approach (15,16). However, an accurate 
method of automatically delineating the tumour volume 
with no interaction from a radiation oncologist has yet to be 
determined for most cancer types.

Semi-automatic imaging segmentation has been 
compared to the macroscopic tumour seen after a surgical 
resection of NSCLC. Rios Velazquez et al. (4,5) uses the 
freely available 3D-slicer tool to delineate CT images, 
while Schaefer et al. (17) uses a contrast-oriented algorithm 
(COA) to determine the region of interest (ROI) in CT and 
PET images. Both of these papers report promising results 
in comparing the delineations to the gross tumour in the 
surgical specimen. Both studies utilised small sample sizes 
of 20 samples for Velazquez et al. (5) and 15 samples for 
Schaefer et al. (17). Haga et al. (18) also studied the problem 
of inter-observer variability in their study of 40 NSCLC 
patients where a semi-automatic gross tumour volume 
(GTV) contour is compared to the observations from three 
oncologists. 

Sun et al. (19) have recently used Gaussian kernel support 
vector machines (SVM) to predict the tumour location in 
prostate cancer with high results. Deep learning has also 
been applied to this problem of atlas-based segmentation 
of breast and brain cancer (20,21) with success, to extract 
learned imaging features and then train a classifier to 
predict the tumour location. This area is a growing field, 
which has vast scope for improvement. For the purposes 
of this review, only papers that analyse the GTV defined 
by an oncologist will be considered as the ground truth in 
analyzing the tumour volume via radiomics. 

Radiomic feature extraction

Feature extraction in radiomics

It is important to note the difference between feature 

extraction and feature selection. The goal of feature 
extraction is to find as many features as possible that 
describe the collected data. The purpose of feature selection 
is to reduce the multitude of extracted features to as few as 
possible, so that these in turn can be generalised as patterns 
that robustly identify the concepts hidden within the data, 
while at the same time avoiding over-fitting the data. Over-
fitting the data is a problem in machine learning where 
the analysis may have excellent results when applied to the 
training data, but when new data is presented for analysis, 
the model has a degraded performance.

Feature selection is currently the main method for 
determining radiomic signatures, and is commonly used in 
the literature (1,2,13,22,23). Additionally, Ypsilantis et al. (24)  
has employed Convolutional Neural Networks (CNN) for 
feature extraction in the field of radiomics.

There are numerous dimensionality reduction methods 
for selecting and minimising the number of features once 
found. These include Principal Component Analysis (PCA) 
(10,25,26), covariance matrices or linear discriminant 
analysis (LDA) (27-29).

The previous proven method of deterministic feature 
extraction was based on Haralick textural feature 
analysis (9). There are two main approaches for feature 
extraction: deterministic and nondeterministic extraction. 
Deterministic feature extraction is the most common 
method where a mathematical formula is employed to 
extract features relating to imaging features such as texture, 
intensity or shape, this method is employed in the following 
papers (1,22,23,28,30-34). 

The current literature suggests that texture features are 
the one of the most important imaging features for the 
field of radiomics (1,13,35), hence state-of-the-art texture 
detection computer vision algorithms will be explored in 
detail in section IV. Sollini et al. (35) extensive review of the 
literature yielded that PET CT imaging is crucial for the 
analysis of cancer data due to the additional information it 
can provide relating to tumour staging and response, with 
textural radiomics features being the most prognostic. 

The application of feature extraction techniques to radiomics

The feature extraction process utilises a variety of image 
processing techniques and mathematical analyses to find 
common patterns within the images. It has been found that 
texture features are the one of the most important imaging 
features for the field of radiomics (1-5,13,17), hence state-
of-the-art texture detection computer vision algorithms will 



807Translational Cancer Research, Vol 7, No 3 June 2018

© Translational Cancer Research. All rights reserved.   Transl Cancer Res 2018;7(3):803-816 tcr.amegroups.com

be explored in detail in section IV and V. 
Kumar et al. (36) describe that there are a vast number 

of extractible radiomic features for each patient analysed, 
hence the quantity of features needs to be reduced to avoid 
overfitting the data. They suggest that only 39 of their 327 
quantitative features found were reproducible, informative 
and not redundant. The extraction of features in this paper 
required applying a statistical formula or imaging filter to 
determine the radiomic features. They found the ability to 
relate a specific feature to a specific cancer type or outcome 
is very difficult to achieve.

The relationship between radiomic features and the 
prediction of cancer survival rates, was examined in Aerts  
et al. (1) who extracted 440 radiomic features from four main 
categories (I: texture, II: wavelet or image transformations, 
III: shape and IV: tumour intensity), but ultimately found 
that only four radiomic features (absence or presence) were 
needed to determine a patient’s likelihood of 2-year survival 
with moderately high accuracy (1). Many other authors 
have undertaken the extraction of various radiomics features 
from images to determine if there is a correlation between 
these mathematically determined features and survival, and 
many have found recurring features, also strongly correlated 
with survival (3,13,22,23,28,30,36-38).

Vallières et al. (13) introduced a novel radiomics approach 
by fusing FDG-PET scans with MRI imaging to accurately 
predict the occurrence of lung metastasis in patients with 
soft tissue sarcoma (STS). Even with data loss with low 
resolution FDG-PET scans relative to MRI images, the 
fusion of these two modalities allowed the texture and 
shape of the tumour to be clearly highlighted and clearly 
predicted patients who developed lung metastasis compared 
to those who would not. This allowed for the discovery of 
new radiomics features, which were found to be strongly 
correlated with patient survival outcomes. They found that 
the maximum Standardized Uptake Value (SUVmax) was 
significantly associated with lung metastasis risk, which is 
not unexpected since this is used to measure the tumour 
size and aggression. Other radiomics studies (39-41)  
had independently determined that SUVmax is strongly 
correlated with tumour heterogeneity. The development of 
lung metastasis portends a very low 3-year survival rate, so 
the group predicted to have lung metastases can be defined 
as being at high risk of recurrence. It is then possible to 
apply additional treatments to this group to see if the 
incidence of lung metastasis recurrence can be lowered.

Mi et al. (42) introduced a robust feature selection 
technique known as hierarchical forward selection (HFS) 

in the hope of overcoming the issue of small sample sizes 
faced by medical imaging datasets. Where an SVM is 
employed to evaluate each of the features obtained and only 
retains features that are strongly correlated with improved 
prediction accuracy. This method proved to be highly 
accurate when applied to PET images.

Feature extraction techniques yet to be applied to radiomics

The Fisher vector (FV) and 3D shape invariant feature 
transform (3D SIFT) have been combined with CNN to 
perform traditional machine learning based classification 
for improved feature extraction (43,44). Sánchez et al. (45)  
introduce FV as an alternative supervised learning 
classification technique based on Gaussian mixture 
modelling (GMM) that has been found to offer advanced 
competitiveness in classifying images. The FV is based 
on the Fisher kernel patch encoding technique, which 
uses GMM to describe an image as a finite number of 
clusters. This is an alternative to the comparable popular 
representation, the bag of visual words (BoV). The FV is a 
high dimensional vector which has been found to have high 
accuracy and speed for classifying various image datasets 
with over 8 million images (45). This method employs 
product quantization to improve efficiency and accuracy by 
reducing the data with negligible losses.

The FV is computed by, separating the image into 
windowed voxels of the tumour. The size of the window 
may be varied experimentally to determine the window 
size that achieves optimal results. Local features can be 
calculated using radiomic analysis, such as a gray-level 
co-occurrence matrix (GLCM) or logarithmic features, 
which have been found to be optimal for predicting distant 
metastasis in lung adenocarcinomas by Coroller et al. (23).

3D SIFT presented by Scovanner et al. (46) may be 
employed as a feature descriptor for 3D images to interpret 
the words (areas) in the 3D tumour image into biometric 
signatures. These signatures can be utilised for improved 
efficient linear classification. Paganelli et al. (47) have 
successfully employed SIFT features for tracking tumours 
in 4DCT scans and for image registration of CBCT scans.

Radiomic analysis using machine learning

Machine learning

Machine learning can be used to determine which of a 
plethora of features alone or in combination are strongly 
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correlated with outcomes for any cancer type. More 
importantly, machine learning techniques such as deep 
learning and other neural networks allow for the discovery 
of relationships that have not been considered within the 
radiomic feature set extracted. Machine learning can be 
separated into three categories: supervised, unsupervised 
and semi-supervised learning.

Supervised learning requires a labelled imaging and 
outcome dataset that may be used to find the image 
representation features that most closely relate to the 
classification or outcome. Conversely, unsupervised learning 
does not involve a labelled imaging dataset but does 
require an outcome; in this case one is looking for image 
representation features that best describe the image as a 
whole. Semi-supervised learning involves a labelled imaging 
and outcome dataset which may be missing information 
that can be inferred to enable an accurate classification. 
Supervised and unsupervised learning techniques are often 
combined to achieve superior results. 

Supervised feature extraction starts with a defined feature 
and determines if it is significant for predicting ground 
truth data such as survival outcome. Unsupervised feature 
extraction involves a machine learning method, whether 
deep learning or clustering, to extract textual features that 
form repeatable models of sub concepts in the data, before 
determining if any of these discovered features predict 
ground truth data such as survival outcome. Unsupervised 
feature extraction is ideal when the useful, important 
features of a dataset are unknown.

The application of machine learning to radiomics

Table 2 summarises the advantages and disadvantages of 
various machine learning techniques that have already been 
applied to the field of radiomics. The machine learning 
techniques listed in this table are compared and discussed in 
this section. Machine learning has been rapidly applied to 
radiomics, but it is important to note that these techniques 
focus mainly on analysing the radiomic features compiled 
by other authors in the field (1,13,36), but they do not focus 
on using deep learning to add to these known features. 

The analysis process includes utilizing the discovered 
features in a classification model to predict the likely 
outcome using classifiers such as decision trees (DT), 
random forests (RF) or GMM to predict important patient 
information including 2-year survival or likelihood of cancer 
spread. DT are a machine learning technique that separates 
outcomes based on the statistical significance, displayed as 

a probability tree. DT are ideal for classification as they can 
identify and provide additional contextual information to an 
oncologist to support and improve their decision making by 
using medical expertise to justify the prediction. Modelling 
can help inform experts about disease processes which they 
can match with their clinical expertise.

Radiomic features extracted from imaging data, tumour 
volume and radiation dose data (all available in a digital 
imaging and communications in medicine-radiation therapy 
(DICOM-RT) standard file describing radiotherapy 
treatment) can be combined with other visual data such as 
histopathological images (1), to correlate with outcome data, 
whether survival or toxicity. Observed patient outcomes 
are used in the training data set to establish a machine 
learning model which is able to predict outcomes of patient 
treatments. The tumour volume is used as it represents the 
domain expert’s visual conclusion about tumour location. 

A promising radiomics-based lung cancer DSS was 
developed by Dekker et al. (3) The DSS was based on 
routine care data in an attempt to personalise decisions 
about appropriate curative or palliative radiotherapy doses 
based on outcomes in NSCLC. This study analysed 322 
patients from the Netherlands in the training cohort and 
159 patients from Australia in the clinical cohort, using 
clinical data (tumour volume, radiotherapy dose, lung 
function, age, gender) to predict 2-year survival. The DSS 
separated the patients with high accuracy (P<0.001) into 
2 groups—a poor/medium prognosis group and a good 
prognosis group. In the course of this study, it was found 
that Bayesian Networks (BN) produced superior results for 
the imputation of missing features, as they can be used to 
impute missing data by inferring from existing data. This 
is useful in clinical data analysis, since it is common for 
medical databases to contain missing data.

The Dekker DSS (3) provided the useful clinical finding, 
that patients classified as “good prognosis” do poorly if 
treated with palliative radiotherapy (20–30 Gy in 1–2 weeks) 
but well if treated with curative radiotherapy (60 Gy in  
6 weeks). The difference was a 40% improvement in 2-year 
survival. Secondly, that “poor/medium prognosis” patients 
do poorly whether treated with curative radiotherapy or 
palliative radiotherapy. The ability to classify lung cancer 
patients allows the survival of “good prognosis” patients to 
be optimised, and the time of “poor/medium prognosis” not 
to be wasted on lengthy unhelpful radiotherapy.

Machine learning techniques such as BN, Neural 
Networks (NN), DT and SVM have been employed in 
numerous studies to predict 2-year survival (3,28,30,37). 
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The majority of these studies have chosen to use SVM, 
which are limited to providing only two classification 
options. This output is adequate to predict a patient’s 
likelihood of 2-year survival, however other machine 
learning techniques such as DT can produce more detailed 
informative analysis of medical images.

A promising early radiomics study by El Naqa et al. (10) 
used PCA to uncover non-linear behaviour, which was then 
combined with a SVM kernel method to achieve superior 
results in predicting disease endpoints. This approach 
validates the potential for statistical learning in radiotherapy 
to improve personalised treatment outcomes.

Parmar et al. (28) investigated various machine learning 
and feature selection techniques for NSCLC cancer 
patients. This paper compared twelve machine learning 
techniques, including but not limited to, NN, DT, SVM, 
RF, kNN and LDA. In this study, RF were found to have 

the highest overall accuracy for determining 2-year survival. 
The study included a 310-patient training cohort and 
a 154-patient validation cohort. Unsupervised learning 
techniques, such as clustering or self organising maps 
(SOM), have better performance when very large datasets 
are provided. Larger cohorts of patients will improve the 
credibility of this applied research to reliably predict 2-year 
survival in NSCLC patients.

Hawkins et al. (37) compared four machine learning 
techniques including DT, Rule Based Classification, Naive 
Bayes and SVM with various feature selection techniques 
such as test-retest, relief-F and correlation-based feature 
selection. This study included 81 lung patients with 
adenocarcinoma (one histopathological type of NSCLC) 
in the training cohort, and concluded that the decision 
tree once validated with a leave-one-out-cross validation 
approach obtained the best accuracy for predicting 2-year 

Table 2 Several state-of-the-art machine learning techniques which have been applied in the field of radiomics

Machine learning 
technique

Cancer site
Endpoint or  
pre-diction target

Input data
Article Ref. that has used 

this machine learning 
technique in radiomics

ANN Head and neck, lung 2-year survival Labelled CT image data and survival 
outcome data

(28,30,48)

BN and Naïve Bayes 
Classifier

Lung Survival Labelled CT image data and survival 
outcome data

(3,28,30,37)

CNN (49) Oesophageal Neoadjuvant 
chemotherapy 
effectiveness

Labelled F-FDG PET image data 
and clinical patient data and survival 
outcome

(24)

DT Head and neck, lung Survival Labelled CT image data and survival 
outcome data

(28,30,37)

kNN Head and neck, lung 2-year survival Labelled CT image data and survival 
outcome data

(28,30)

LR Lung 2-year survival Labelled CT/FDG-PET image data 
and survival outcome data

(1,13,38)

RF Head and neck, lung 2-year survival Labelled CT image data and survival 
outcome data

(28,30,48)

SVM Head and lung neck, 
prostate 

Survival Labelled CT/MRI/FDG-PET image 
data, dose-volume histograms and 
survival outcome data

(10,11,19,28,30,37,48)

Rule-based or ripple 
down rules

Lung Survival Labelled CT image data and survival 
outcome data

(37,48)

Bootstrap aggregating 
or bagging

Head and neck, lung 2-year survival Labelled CT image data and survival 
outcome data

(28,30,48)

ANN, Artificial Neural Network; BN, Bayesian Network; CNN, Convolutional Neural Networks; DT, decision trees; kNN, k-nearest neighbor; 
LR, logistic regression; RF, random forests; SVM, support vector machines; CT, computed tomography; PET, positron emission tomography; 
MRI, magnetic resonance imaging.
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survival. Two key draw backs of this study are the small 
dataset and the lack of separation between training and 
validation datasets.

Machine learning techniques yet to be applied to radiomics

There are many alternative classification methods in 
machine learning that are yet to be explored fully through 
radiomics analysis such as DT, SVM and LR. Their ability 
to perform well in radiomics depends more on the type 
of output required. SVM and LR are useful in separating 
cohorts into two different groups, for example good and bad 
prognosis, but they fail to provide further information. DT 
can be used to separate cohorts into multiple groups, and 
the results are completely interpretable, allowing an expert 
to understand and implement the result in the treatment of 
patients.

For future research in radiomics, suitability for distributed 
learning is an essential criterion. Radiomics requires large 
amounts of data to develop robust models; this volume of 
data will need to be collected from multiple hospitals in 
multiple state and national jurisdictions in order to achieve 
a generic model which can be applied in all situations to 
support personalised cancer therapy. Lambin et al. (50) 
stresses the need for a distributed DSS where instead of 
sharing data, institutions may share a model to describe the 
data such as the result from a supervised machine learning 
technique. The models from each individual institution can 
then be combined to form a consensus with higher accuracy 
(51,52). On the other hand, Skripcak et al. (53) discussed 
the implementation of a federated international database 
containing thousands of de-identified patient data sets from 
multiple institutions around the world to serve the same 
purpose. This type of international database would be ideal 
for unsupervised learning techniques such as CNN.

Some unsupervised classification methods yet to be 
applied to radiomics include variational Bayesian Gaussian 
mixture modelling (VB-GMM) and minimum message 
length (MML). VB-GMM has been proven to perform 
better linear classification than BoV, thereby making it far 
more suited to distributed learning (54).

Clustering is another form of unsupervised learning used 
to categorise and analyse data. Clustering techniques, such 
as k-means, GMM or FVs, can be used to divide the tumour 
into windows or regions grouped by similarity of the image 
features. These clustered areas can then be classified into 
different clinical tissue types, such as necrotic tissue, normal 
tissue and proliferating/aggressive tumours. Using clustering 

to locate regions of interest within a tumour allows for the 
identification of normal tissue to assist with reducing normal 
tissue toxicity by identifying regions to be avoided during 
radiotherapy such as OAR. Even et al. (55) successfully 
employed clustering using mutli-parametric functional 
imaging to detect metabolic activity (FDG-PET/CT)  
and hypoxia (HX4-PET/CT), which allowed them to group 
regions into phenotypic clusters which found that clusters 
that were highly hypoxic and metabolic had poorer survival 
outcomes.

GMM may be used to cluster features into a finite 
vocabulary. This is a key difference between the BoV 
approach and the FV as the BoV method employs k-means 
clustering instead of GMM. The main difference between 
k-means and GMM is in how membership to clusters is 
assigned. K-means assigns data points to a cluster based 
on the minimum (Euclidean) distance. GMM uses a “soft” 
probabilistic assignment of a data point to the cluster. The 
feature vector generated from GMM calculates two very 
important GMM variables, the mean and variance, for each 
windowed region, the regions are then clustered based on 
closest means and furthest variance. This ensures that the 
clusters similarities and differences are accentuated so that 
the clusters are as precise as possible.

GMM or k-means may be used to compute the clusters 
into a finite vocabulary a histogram can be generated to 
form words (areas) inside the tumour region. Ideally, this 
form of recurring patterns or motifs can be extracted for 
classification purposes.

Supervised classification may be employed to predict 
the overall survival likelihood model from the resulting FV, 
through comparison with outcome data.

Clinical perspective for clustering

Prise et al. (56) reviewed the state-of-the-art research 
in radiotherapy by analysing the “by-stander” effect of 
radiotherapy on healthy tissue. The by-stander effect occurs 
when cells, which were not irradiated, receive a signal from 
an irradiated cell that leads to the un-irradiated cell dying, 
thereby producing unforeseen tissue damage. The authors 
suggest that future studies should focus on using multiple 
small beams to irradiate a tumour rather than using a 
uniform large beam of the target area, in order to minimise 
damage to healthy tissue.

The prevailing radiomics techniques can be applied to 
regions clustered around the irradiated regions, attempting 
to find textural features and radiomic signatures that may 
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be related to likelihood of cell death. The comparison of 
clustered regions with genomic data, might indicate that 
certain clusters have a different prognosis depending on the 
patient’s genes. This would allow greater personalisation of 
treatment with the hope of improved patient outcomes.

Radiomic analysis using deep learning 

This section will explore state-of-the-art deep learning 
techniques such as CNN, Deep Belief Networks (DBN) 
and Deep Autoencoders which have the ability to service 
radiomics as they can detect textures in images. It is 
important to note that deep learning is another form 
of machine learning, the potential for deep learning in 
radiomics will be explained in this section. 

Deep learning 

Research applications in medical imaging using deep 
learning have increased recently due to the amount of 
available medical imaging data increasing, and also because 
parallel processing by computers have allowed increased 
computation speeds. However, a main hurdle in applying 
deep learning to medical imaging remains, namely that deep 
learning requires extensive amounts of labelled medical 
data and this is difficult and time consuming to obtain 
within the medical field (8). Another issue is that experts 
can sometimes contradict each other. Despite this CNNs 
show the most promise in extracting features from medical 
images for classification especially for the image registration 
or segmentation of tumours (57). 

There are many different deep learning architectures 
or methods including but not limited to; DNN, Deep 
Autoencoders, DBN, Deep Boltzmann Machines (DBM), 
Recurrent Neural Networks (RNN) and CNN. The 
majority of these architectures perform better with a 
single data stream of data rather than imaging data, 
and so are unsuitable for medical imaging applications. 
However, CNN are ideal for analysis of 2D imaging data. 
Recently CNN has been successfully used to analyse 3D 
imaging data, which is important, as tumour detection 
and delineation is a 3D imaging problem. It is therefore 
essential to utilise machine learning techniques that can 
handle this type of data well (8).

A recent paper by LeCun et al. (49) provides a detailed 
review of how deep learning is revolutionizing computer 
vision through the use of CNN. CNN is a biologically 
influenced technique inspired by how the human brain 

translates its own visual inputs; it was originally developed 
in the late 90s but was considered too slow for efficient 
pattern recognition. However, with the advancement of 
fast computing, this technique has now been found to be 
superior to other traditional supervised machine learning 
techniques in interpreting and classifying raw image data. 
The conventional supervised machine learning techniques 
struggle to process raw data in one step as the data needs to 
be firstly pre-processed, then features extracted and selected 
using mathematical models, and then finally prediction 
algorithms can be applied. In addition to this expert 
knowledge of the data is often required to interpret such 
features correctly, which is very time consuming.

CNNs are feed-forward networks that have been 
applied to image processing with impressive results and 
can be employed to process information for 3D video 
or volumetric images, which equips them as promising 
feature selection technique for volumetric tumour imaging 
data. This technique is limited in that it requires a large 
amount of processing power and is highly dependent on the 
information that is fed into the training algorithm. For this 
reason, the training data must be a good representation of 
all the different types of outcomes, to avoid over-fitting.

The process for creating a CNN has three main steps. 
Firstly, the convolutional layer is formed where the input 
data or image is convolved into several small kernels or 
filters. Secondly, the pooling layer is formed where the 
resulting kernels from the previous step are down-sampled, 
often via a max pooling process. This involves separating 
the image into regions with the highest kernel value from 
each region being selected and conveyed to the next step. 
These first two steps combined will produce a one-layer 
CNN. The third step involves repeating the first and 
second steps, with the output from the second step serving 
as input to the first step.

The key benefit of CNNs is that despite the lengthy 
training time, they can classify images extremely quickly 
as the features that are extracted are simple non-linear 
functions and convolutions (58). The first layer often 
detects primitive patterns such as edges; the next layer 
finds larger patterns and so on. Higher layer CNNs can 
often produce higher level features similar to the features 
extracted in the field of radiomics. In this way a CNN can 
be used to convert 3D images into 1D vectors to allow 
formal classification through conventional machine learning 
methods (8).

There is a question about how much data is required 
to produce useful results in deep learning. While most 
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deep learning applications such as CNN require very large 
data sets in the order of thousands of examples, this does 
not necessarily imply thousands of patients are required 
to produce useful results. In the case of radiomics, this 
involves very large radiology imaging data sets which may 
only have a few hundred individual patients. In these cases, 
CNN can be employed to segment the radiology images 
into smaller patches (sub-images or voxels) that can be used 
to train and classify the data, thereby supplying hundreds 
of thousands of images from only a few hundred patients. 
Recent deep learning studies have involved the use of CNN 
on radiology, histopathologic and cell images for less than 
100 patients, including the validation data set, and produced 
superior classification results (43,44,59).

The application of deep learning to radiomics

DBN are  o f ten  combined  wi th  CNN,  to  c rea te 
Convolutional Deep Belief Networks (CDBN) that model 
the data more effectively. Hinton et al. (60) developed an 
advanced learning algorithm for DBN which integrated 
with CNN. The DBN methodology develops a generative 
model of multiple tiers that finds statistical similarities 
between tiers to increase the speed of overall training while 
maintaining data integrity. It is likely that CDBN may 
provide improved results for image analysis in radiomics (8).

Lee et al. (61) and Wu et al. (62) have combined CNN 
and DBN with promising results. Lee and colleagues (61)  
introduce a technique known as “probabilistic max-pooling” 
that reduces the data to be analysed and thereby increases 
the efficiency, and demonstrated high accuracy for multiple 
pattern recognition tasks for large image sets (61). Wu et al. (62)  
avoided max-pooling on a CDBN to recognize 3D shapes 
on a 3D voxel grid, as it increased the uncertainty of shape 
reconstruction for pattern recognition of 3D point cloud 
images, and were able to recognize 3D shapes with high 
precision and efficiency from low quality input data with 
state-of-the-art performance in numerous tasks. CDBN 
have also been applied successfully to medical imaging tasks 
(63,64).

Deep Autoencoders have been applied in medical 
imaging for feature extraction through data driven learning 
(65,66). Since this method employs unsupervised learning, 
labelled imaging data is not required for training. There 
are variants of Autoencoders, and the Convolutional 
Autoencoder is the main type that is likely to be useful for 
radiomics. A Convolutional Autoencoder preserves spatial 
locality and can be applied to 2D images (8).

Radiomics is a growing field that is based on the analysis 
of hand-crafted features which depend on an arbitrary 
decision to apply a statistical analysis to an image, as a form 
of feature engineering. Deep learning has the potential to 
extract learned features from images which may be more 
useful in determining the required outcome. By combining 
the learned features extracted via deep learning along 
with the current hand-crafted radiomic features it may be 
possible to improve outcome prediction. Machine learning 
techniques such as DTs may also be useful in determining 
which learned features are most prognostic. Deep learning 
can also be employed to segment the tumour out from the 
image. Several authors have already looked into applying 
deep learning to radiomics with improved results, leading to 
a higher potential for personalised cancer treatment (24,67). 
Li et al. (67) employed a six-layer CNN to extract features 
along with the FV to classify the features and found an 
improvement on the traditional radiomics method obtaining 
95% accuracy compared to 86%. 

Limitations of deep learning in medical imaging

The availability of open source deep learning packages 
(68-77) has led to its rapid adoption in the field of medical 
imaging, however deep learning still has limitations in the 
field of radiomics and medical imaging. In order to interpret 
and apply these deep learning effectively significant 
expertise in biology and computer science is required (8). 
This is due to the black box nature of deep learning where 
a result is generated with high model accuracy with no 
specific medical based reason. Hence, the results from deep 
learning can be difficult to interpret clinically, which can 
limit their use in decision making. However, deep learning 
is useful for generating radiomic features which can then be 
interpreted using another machine learning method such as 
DT. DTs can show how the results were generated, which 
factors are most important in influencing the final result, 
and lend themselves to being validated by clinical trials. DTs 
also permit the inclusion of other medical data (diagnosis, 
stage, grade, etc.) to aid in interpreting the results obtained 
through deep learning (8).

Deep learning tends to suffer from the issue of over-
fitting, where it performs well with minimal errors on 
the original training data. However, the inherent model 
learnt can be overly specific and not representative of the 
underlying concepts captured in the data. Hence, when 
new data is introduced to the over-fitted model, the model 
struggles to perform well. This problem can be solved by 
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introducing a larger and more representative training set 
that models the population more accurately.

Conclusions

The potential of radiomics as a clinical tool exists wherever 
radiotherapy is used with contemporaneous imaging. Modern 
planning uses CTs, PETs, CBCTs and MRIs. The MRI-
Linac is the state-of-the-art device which allows a tumour 
to be MRI-scanned and irradiated at the same time (78).  
Combining radiomics with machine learning through the 
implementation of real-time image processing, analysis 
and identification of cancer will support clinical decision 
making, possibly during the delivery of radiotherapy 
through technologies such as the MRI-Linac (79).

Radiomics is a rapidly advancing field of clinical image 
analysis with a vast potential for supporting decision making 
involved in the diagnosis and treatment of cancer (80). The 
realisation of this goal of more effective decision making 
requires significant individual and integrated expertise 
from domain experts in medicine, biology and computer 
science to allow advances in computer vision and machine 
learning techniques to be applied effectively. Deep learning 
combined with Machine learning has the potential to 
advance the field of radiomics significantly in the years to 
come provided the raw data is made available for the results 
to be determined robustly across all patient and tumour 
types (81). 
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