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Abstract 

Proteins are dynamic entities that undergo a plethora of conformational changes that 

may take place on a wide range of length- and time-scales. These changes can be as 

small as the rotation of one or a few side chain dihedral angles or involve concerted 

motions in larger portions of the three-dimensional structure; both kinds of motions 

can be important for biological function and allostery. It is becoming increasingly 

evident that “connector regions” are important components of the dynamic 

personality of protein structures. These regions may either be disordered loops, i.e. 

poorly structured regions connecting secondary structural elements, or linkers that 

connect entire protein domains. Experimental and computational studies have, 

however, revealed that these regions are not mere connectors, and their role in 

allostery and conformational changes has been emerging in the last decades. Here we 

provide a detailed overview of the structural properties and classification of loops and 

linkers, and a discussion of the main computational methods employed to investigate 

their function and dynamical properties. We also describe their importance for protein 

dynamics and allostery using as examples key proteins in cellular biology and human 

diseases such as kinases, ubiquitinating enzymes and transcription factors. 

 

 
 

Table of Contents 

1. Introduction 

 

1.1. Multi-domain proteins and modular architectures 

1.2.  A heterogeneous repertoire of protein conformational changes 

1.3. Allostery and conformational changes in proteins 

 



2. Structural properties, role and classification 

2.1. Loops 

2.1.1. Loop classification and properties 

2.1.2. Time scales of loop dynamics 

2.1.3. Relationship between local motions in loops and global protein 

dynamics 

2.1.4. Triggering and triggered loops 

2.1.5. Omega loops 

2.1.6. Modulation of protein dynamics by shortening of loops 

2.2. Linkers 

2.2.1. A general overview on linkers 

2.2.2. Soft linkers 

2.2.3. Rigid linkers and molecular rulers 

2.2.4. Cleavable linkers and linker design 

2.2.5. Linkers as a vehicle to propagate allosteric effects 

2.3. Hinge motions 

2.3.1. How to define a hinge 

2.3.2. An example of hinge motions: lactoferrin 

3. Examples of allostery and structural communication where loops, linkers and tails 

play an important role  

3.1. Enzyme function and regulation 

3.2. Ligand and cofactor binding 

3.3. Activation and inhibition of protein kinases 

3.3.1. The structure of protein kinases 

3.3.2. Protein kinases regulation 

3.3.3. Allosteric modulation of kinases 

3.4. Ubiquitination pathway  

3.4.1. Hinge motions in E3 complexes: the cullin case 

3.4.2. An omega loop in E2 enzymes that is activated by post-translational 

modifications at distal sites 

3.5. Transcription factors and DNA-induced conformational changes 

4. Computational methods to study structure and dynamics of loops and linkers 

4.1. Molecular dynamics simulations 

4.2. Enhanced sampling atomistic simulations 



4.3. Elastic Network Models 

4.4. Methods based on higher-order statistics  

4.5. Protein structure networks 

5. Integration between simulations and experiments  

5.1. Validating simulations 

5.2. Improving biophysical models 

5.3. Restraining molecular simulations 

5.4. Targeting experimentally observed processes 

5.5. Specific examples of combining experiments and simulations 

6. Concluding remarks 

  

1. Introduction 

Proteins are highly dynamic entities that may undergo different types of 

conformational changes, ranging from those involving single residues to large regions 

of their three-dimensional (3D) architecture. These conformational rearrangements 

can occur on different timescales and many of them are tightly related to the 

biological function of the protein and to its capability to interact with specific 

biological partners. Conformational changes or perturbed dynamical properties at 

sites that are spatially distant to a site where a modification or binding event occurs 

are fundamental components that relate allostery to protein function. It is thus 

important to study these motions and their complexity, by experiments, computational 

techniques or combinations of the two. Important components of protein architectures 

are not only the well-folded secondary structural elements but also the more 

disordered flexible regions such as loops or, in multi-domain proteins, linkers and 

their relative motions. This contribution will thus provide an overview of the 

structural properties and classification of protein loops and linkers, along with their 

relationship to allostery and conformational dynamics. In addition to illustrating 



examples from both our own work and that of others we also include discussion on 

the main computational methods currently employed to investigate allostery. Our 

premise is that the structure–function-dynamics paradigm is biologically compelling 

and cannot be compromised. That paradigm posits that function is executed by 

distinct states which may be controlled by allostery. 

 

 

1.1. Multi-domain proteins and modular architectures 

Domains are the basic functional and structural modules of proteins.1,2 Most protein 

domains are autonomous folding units and each unit is often associated with a distinct 

function.3 Protein domains can be defined portions of a polypeptide sequence, often in 

a single segment, that assume a stable 3D structure.4 The majority of proteins are 

multi-domain: 2/3 of all the prokaryotic and more than 80% of the eukaryotic proteins 

include more than one domain.5 Only a limited number of domain families exist in 

nature and thus the large number of domain combinations observed in proteomes 

suggests that domain shuffling is a major source of evolutionary innovation for new 

protein functions, together with domain duplication and recombination events.2,6,7  

Signaling proteins are typically modular. Via their modular domains their scaffolds 

can interact with multiple partners to regulate the signaling pathways in space and 

time.8 Signaling scaffolds direct the assembly of multiple proteins into larger 

complexes, which control the propagation of information in the cell. They offer ideal 

platforms protein engineering studies aiming to alter the signaling programs, for 

example, via recombination of libraries of signaling domains.8 Shuffling of a catalytic 

domain with different regulatory domains can result in novel regulation or 

localization of the catalytic domain, leading to distinct changes in signaling behavior 



and cellular phenotype. Multi-domain proteins are often at an advantage compared to 

single domain proteins, since they increase the effective local concentration of 

substrates (or products) along metabolic and signaling pathways.5 This is expected to 

shorten the time and increase the specificity for cellular responses to environmental 

changes. The observation that catalytic units, which previously existed separately in 

simple organisms, have been linked covalently during evolution is likely to be related 

to these properties.9 In addition, multi-domain proteins also enable more complex 

patterns of regulation. 

 

Not only folded domains are discrete functional units, but also the linkers that connect 

the modular domains. Such structural elements should not be merely considered as 

flexible linkers that keep the domains together.5 A deeper understanding of the 

functional role of linkers has, however, been hampered by the fact that they are often 

‘invisible’ to X-ray crystallography, due to their intrinsic dynamical properties.10 

Nevertheless, multiple conformations attained by protein domains in different 

crystallographic structures help reveal the role of linkers in modulating the 

conformational changes occurring in different domains.4 In many cases, it is also 

possible to identify ‘supra-domains’ i.e., combinations of two- or three-domain blocks 

that recur in different contexts and have a certain functional and spatial relationship. 

In several supra-domains, the geometry of the two blocks and the constraints on the 

domain-domain interfaces are crucial. Therefore, linkers and hinge regions between 

them are expected to play important roles.11  

 

1.2. A heterogeneous repertoire of protein 

conformational changes 

  



Proteins are dynamic entities, and their folded structures are mainly consolidated by 

non-covalent intramolecular interactions that can break and re-form, providing a high 

degree of inherent flexibility and plasticity. For many years we used to think in terms 

of static and rigid structures, in part because this is the view provided by X-ray 

crystallography. More recently, however, time-resolved crystallographic methods, 

nuclear magnetic resonance spectroscopy, a range of other biophysical techniques and 

computational methods have provided a finer-grained view of the multiple 

conformations involved in protein function, as well as the interconversion between 

these states which may occur on a broad range of timescales.12–16  

Databases of protein movements and motions, such as the Database of 

Macromolecular Movements,17 provide an impressive overview of hundreds of 

distinct protein motions; presumably even more types are possible but cannot easily 

be resolved structurally. The repertoire of protein conformational changes continues 

to increase. It encompasses cooperative movements of subunits as well as structural 

rearrangements that range from subtle changes in residue conformations to marked 

structural changes at the quaternary level.18 Many of these changes can be triggered 

by distal sites in a cascade of events that occur throughout the protein architecture and 

are the key to understand protein allostery and its role in function. Disordered or 

poorly structured regions such as linkers and loops are important structural players for 

these mechanisms that provide the proper degree of structural flexibility and 

malleability. 

 

1.3. Allostery and conformational changes in proteins 

Research during the last decades provided ample evidence that protein motions are 

not just random but related to biological functionality.19–22 The current scenario is that 



proteins feature a predisposition and intrinsic capability to undergo conformational 

changes of functional relevance. The relative population of these different pre-

existing conformers can change after a binding event, and evolutionary pressure is 

likely to preserve such conformational transitions.23–26 

This conformational scenario has stimulated new questions that are far from the old 

and established concepts, even if the hypothesis that conformational changes are the 

key to understand allostery was proposed more than 50 years ago.27 Mechanisms such 

as induced fit28 and conformational selection by two discrete ‘open’ and ‘closed’ 

states29 continue to be discussed and studied; however, main questions are if and to 

what extent conformational changes are induced by a ligand or a substrate and the 

thermodynamic and kinetic effects that determine whether a ligand can drive a change 

in a protein structure if the protein structure itself were not predisposed to undergo 

that change. Is it likely that the substrate or ligand can stabilize pre-existing 

conformations of the protein – which may have low population in the unbound state – 

and where the conformational free energy change thus has a direct impact on ligand 

affinity. 23–26 The same questions hold when we aim to elucidate allosteric changes, 

i.e. functional conformational alterations that are driven by local phenomena such as 

ATP binding or hydrolysis,30,31 cofactor binding,32 post-translational 

modifications33,34 and exert their perturbation effect over long distances in the 

structure from the allosteric site that is generally far away from the site where the 

functional consequences are read. In such cases it is important to understand how a 

predisposition towards structural changes helps to elicit these allosteric responses. 

Related is the identification of structure-encoded networks of interactions in 

cascading events, which could be achieved thanks to the possibility of identifying 



certain key residues and interactions that modulate the propagation of a signal in 

many proteins.  

Several earlier works have focused on common mechanisms that allow one to point 

out the pre-existence of protein conformations that resemble the bound or modified 

states of a protein even in the absence of the ligand triggering the structural 

rearrangements (for reviews see for example35–39). Protein motions are not random but 

finely defined and intimately linked to the 3D architecture,40,41 suggesting that 

motions pre-exist, and proteins have evolved to achieve their intrinsic dynamics.22,42 

Finally, there is accumulating evidence to suggest that there are intra- and 

intermolecular pathways of communication that help ensure the propagation of 

perturbations to distal sites and trigger the allosteric responses.15,43–45 This may occur 

through a cascade of collisions between residues that change their rotameric states 

during the allosteric propagation, as observed in the transition between the major and 

minor states of cyclophilin A.46–48 In other cases, different classes of intra- and 

intermolecular interactions can break and new ones can form upon a structural 

perturbation at a distal site. Even the formation of transient nonnative interactions, 

such as hydrogen bonds, which partially compensate for the loss of native contacts, 

can allow a decrease of the energetic barrier for conformational transitions induced by 

an allosteric effect, as observed in NtrCr.39,45 Since proteins are tightly packed, atoms 

cannot move freely and independently, but they can vibrate. In this view, an energetic 

perturbation can be observed so that the modification or ligand binding result in local 

strain, and that this strain may dissipate throughout the structure in a 

nonhomogeneous way. The dissipation involves the propagation of changes in atomic 

interactions to relieve the strain and can occur through multiple major and minor 

pathways that will strictly depend on the protein topology and the population of 



conformations in the ensemble. Perturbation at any site of the protein will thus 

reshape and shift in the distribution of the pre-existing conformational states.39,49,50  

Such a redistribution of states can be described and understood through statistical 

thermodynamics.51,52 The states are separated by energetic barriers and the height of 

the energy barriers defines the time scale of the conformational exchange. 

Conformational changes in flexible regions of the proteins can have low barriers, 

which lead to a fast interconversion between the different states. This thermodynamic 

description implies that allostery can be expressed in terms of changes in both entropy 

and enthalpy and thus allostery can take place even in absence of evident 

conformational changes.53–55 In this general scenario, to provide an atomic-level 

description and a full understanding of the complex mechanisms related to allosteric 

events and structural communications in proteins, we must also consider the 

contributions of the unfolded or partially disordered and often heterogeneous 

dynamics of a protein structure, which are the focus of this review. 

2. Structural properties and classification 

2.1. Loops 

2.1.1. Loop classification and properties  

Loops describe a diverse class of structures that include both well-defined turns and 

more disordered random-coil-like structures, that often connect the more regularly-

folded secondary structures (α-helices and β-strands).56 Loops are much more than 

mere connection elements between other secondary structural elements. The lengths 

of loops often exceed what one would expect if they were to serve merely as 

connectors.57 Surface-exposed loops, for example, often play a crucial functional role 

since they have the potential to interact with solvent, ligands and other biomolecules. 



Loop regions generally belong to the most flexible parts of a protein structure, though 

they may also be as rigid as α-helices and β-strands. They are also associated with a 

higher variability in terms of sequence composition, even in proteins that have 

conserved architectures and are homologs. They thus contribute by generating the 

required diversity and variability to acquire new or different functions to support 

diversification within different families of the same superfamily.58 For example, 

enzyme evolution often involves sequence changes in loop regions.56
 Nevertheless, it 

is not possible to rule out the possibility of a variable level of structural heterogeneity, 

which may reflect limited flexibility, as well as the fact that they can accommodate 

short regions with a well-defined structure.  

2.1.2. Time scales of loop dynamics  

The determinants of loop plasticity and the associated time scales of motions are thus 

key elements for their biological function.59 To answer fundamental open questions in 

biomolecular recognition related to mechanisms such as induced fit, conformational 

selection and population shift requires both an understanding of the conformational 

ensemble of loops as well as the associated time scales for their dynamics.39,59 Loop 

motions can occur on broad range of time scales from few picoseconds to 

milliseconds or beyond. 

In a recent work, Brüschweiler and co-workers59 performed an extensive study of time 

scales of dynamics in 169 loops (in 38 different proteins) defined as regions that 

neither adopt a  β-strand or α-helical conformation. They used molecular dynamics 

simulations to probe loop motions and a machine learning approach to classify the 

loops according to their overall flexibility. They divided loops into ‘static’ and 

‘dynamic’, the former further divided into ‘fast’ and ‘slow’ according to correlation 

times that were smaller or larger than 10 ns (Figure 1). They also identified key 



factors for loop dynamics, such as lengths, composition, hydrogen-bond patterns, 

atomic contacts and structural patterns in loop regions, such as turns, β-bridges, 310 

helices and bends. With these characteristics in hand, they developed a prediction 

algorithm for the timescales of loop dynamics (ToeLoop, Time scale of every Loop). 

The study also sheds light on amino acid propensities in ‘fast’ and ‘slow’ loops. 

Residues such as methionine, aspartate and lysine, have clear propensities for fast 

loops, whereas amino acids such as leucines, cysteines, tyrosines, isoleucines, 

phenylalanines, are important components of loops classified as static. Three polar or 

bulky residues (threonine, tryptophan and histidine) are representative of slow loops 

and this can find a rationale in the fact that they are able to participate in processes 

that involve the formation and breaking of hydrogen bonds, which can occur on 

timescales from tens to hundreds nanoseconds.59 The authors also observed a 

correlation, albeit quite weak, with ‘unfoldability’ scales in databases of intrinsically 

disordered proteins60 with residues in dynamic (or static) loops having a lower 

tendency to folding (or unfolding). The relatively modest correlation might, however, 

also suggest revisiting the ‘unfoldability’ scales in intrinsic disorder databases, and 

the relationship between propensities for various loop properties and intrinsic 

disorder.61 Fast loops are generally shorter and with more negatively charged residues 

and lower hydrophobicity index, whereas static loops are characterized by larger 

lengths, more atomic contacts and increased hydrophobicity. Slow loops are more 

ambiguous to determine with respect to length and physico-chemical properties and 

they tend to fall between the two categories above. The statistical analysis provided 

by Gu et al.59 does not necessarily establish a causal relationship between residue type 

and time scale of loop dynamics. It remains unclear, for example, whether methionine 

‘actively’ accelerates loop dynamics or whether other evolutionary mechanisms result 



in preferences of methionines in loops that were already intrinsically fast. Similar 

considerations hold for other residues. The composition of some loops is highly 

heterogeneous and can account for residues classified in either slow or fast loops. 

Despite the progress made by such studies it remains limited by the fact that with 

conventional MD, the authors have been able to only sample up to 500 ns. Further, 

while the average properties of the loops were validated by chemical shift 

calculations, the main experimental parameters used to probe loop dynamics are 

NMR relaxation order parameters (S2) that are mostly sensitive to relatively fast 

dynamics occurring on a timescale shorter than that of the overall rotational motion 

(typically around 5-10 ns for small globular proteins). All loops that displayed 

correlation times slower than 10 ns but faster than 500 ns were classified as slow. One 

should also keep in mind that those loops identified as static, may undergo 

conformational dynamics on the micro/millisecond timescales or even slower, which 

is beyond the time scales probed by conventional MD simulations used in this 

pioneering study. Despite this, the work is important since it builds the foundation 

towards a better understanding of not only the structural heterogeneity of loops, but 

also the complex and heterogeneous dynamics of loops by combining simulations 

with experiments and machine learning approaches. With further increase of 

computational power, or with new applications in the field of enhanced sampling 

applied to MD (see Chapter 4.2), we will be able to cover larger time scales and thus 

examine even slower dynamics which we can then compare to a broader range of 

NMR measurements including paramagnetic relaxation enhancement, relaxation 

dispersion measurements and residual dipolar couplings. 

Analyses of protein loops in terms of their time scales and conformational changes are 

crucial to unravel their functional roles, such as the sequence of binding events during 



protein-protein or protein-ligand recognition processes, as well as the effects of 

mutations and modifications on protein ensembles and their functions. Fast loops are 

expected to be characterized by a relatively flat energy surface that can be easily re-

shaped by binding partners or modifications. Slow loops have higher free-energy 

barriers between different conformational substates. Whether such higher barriers 

manifest reduced ability to be reshaped and lowered by the presence of binding 

partners is unclear, as well as whether the existence of minor populated states that 

resemble cofactor-bound conformations is important for their binding mechanism.  

2.1.3 Relationship between local motions in loops and global protein dynamics 

Loop motions are often thought not to be collective and instead confined to specific 

segments of the polypeptide backbone. If so, they can be attributed to local rather than 

global protein dynamics.62 One way to analyze loop dynamics is to assume that 

conformational changes in loops are predominantly determined by local interactions. 

In a recent work using Principal Component Analysis (PCA) and Elastic Network 

Models (ENM), Bahar and coworkers demonstrated that local conformational changes 

at loop regions are not necessarily independent of the soft global modes of motions 

that are intrinsically embedded in the protein architecture, thus providing a 

mechanism for coupling between loop motions and motions in the remainder of the 

protein. Based on an analysis of more than 100 proteins they suggested that the highly 

collective soft modes can contribute more to rearrangements in loops along the 

directions stabilized than the high frequency modes, for example, by ligand binding.62 

Network theory applied to conformational ensembles of proteins also provided a link 

between local changes and global dynamics.63 NMR studies similarly demonstrated a 

connection between different timescales of protein dynamics and the corresponding 



amplitude of motions, so that motions on the ps- or ns- timescale facilitate motions 

occurring on larger scale with slower conformational changes.20  

2.1.4. Triggering and triggered loops 

A special class of loops that are important for catalysis are the so-called ‘triggered 

loops’.64 They have been identified in proteins that do not feature detectable structural 

or sequence homology. These classes of enzymes possess functional loops (i.e., the 

triggered loops), whose conformational changes can be triggered by a second smaller 

interacting loop (i.e. a triggering loop, Figure 2). The triggering loop is highly 

conserved within each enzyme family and is even more conserved than the triggered 

loop. Mutations that modify the interactions between the triggering loops and the 

target loops are able to alter the enzyme activity. The triggering loops are generally 

the ones that show little or no structural changes in crystallographic structures. They 

are generally rich in glycine residues and are able to ‘communicate’ flexibility to the 

triggered loops, i.e. the ones presenting the largest conformational changes. Nussinov 

and coworkers64 showed examples of triggering loops in very diverse enzymes, such 

as β1,4-galactosyltransferase-I, enolases and lipases. For example, in β1,4-

galactosyltransferase-I, the long functional loop undergoes a conformational 

displacement of more than 20 Å and this is facilitated by changes in the interaction 

with a shorter loop (Trp loop) that shows remarkably smaller conformational changes. 

Moreover, other loops in the surrounding region have coupled motions with the Trp 

loop and can contribute to modulate long range the triggered functional loop.65 Not all 

enzyme loops are equally correlated and conserved in terms of loop-loop interactions, 

making it challenging to predict through the analysis of correlated motions the loops 

that can have a triggering function.65 The authors suggested that triggering loops 

could lower the energy barriers for conformational changes of the functional loops 



through loop-loop interactions such as hydrogen bonds or hydrophobic interactions. 

Altering selected loop-loop interactions may be a practical strategy to design new 

proteins with different dynamical patterns in the functional loops thus exerting effects 

on protein activity and ligand binding. Triggering loops are often elusive for X-ray 

crystallography and are thus not observed in different conformations in apo- and holo- 

structures of the same enzyme since they are subjected only to minor displacements 

from the average structure. Chloride-dependent α-amylases might provide a new 

example of triggering loops. The dynamics of α-amylase loop 7, which acts as a lid 

on the active site, can be modulated by a more solvent exposed loop (loop 8).66–68 In 

this context, loop 8 would act as a triggering loop for the functional loop 7. Triggering 

loops can thus be a general property of proteins in diverse protein architectures and 

evolution might have adapted the same overall dynamic scaffold for different types of 

functions. 

In other cases, it is not only the loop dynamics that matter. Structural rearrangements 

of the active site can be accompanied or facilitated by conformational changes of 

secondary structural elements in the proximity of the active sites, such as entire  α-

helices, which often precede or follow a flexible and disordered ‘lid’ region.56 An 

example of this class is the cap domain of a haloalkane dehalogenase.69 

2.1.5. Omega loops 

Another special class of loops is the so-called ‘omega’ loops. They fold into a loop-

shaped conformation where there is a small and specific distance between their end 

points (hinge points). The main chain of these loops, which is connected to the rest of 

the protein structure by the hinges, assumes a conformation that resembles a Greek 

omega, from which the name of these loops derives (Figure 3). They were discovered 



in 1986 where a survey of more than 60 proteins identified 270 omega loops.70 They 

are often associated with regulatory functions and biomolecular recognition.70,71 

Omega loops are defined by their length, the maximum distance between the Cα-Cα 

atoms of each pair of residues in the loop, the absence of secondary structure and the 

distance between the two hinge residues at the extremity of the loop. The hinge 

distance is often found to be in the range of 3.7-10 Å and is shorter than two-thirds of 

the longest Cα-Cα distance observed between the residues forming the omega loop. 

In few omega loops, turns or 310 helices can be formed by few of the residues of the 

loop. Omega loops also show preferences for specific amino acids, such as glycine, 

proline, tyrosine, aspartate, serine and asparagine.72,73. Omega loops can often belong 

to allosterically regulated regions of proteins, such as the Tyr181 to Tyr188 omega 

loop of HIV-1 reverse transcriptase.74 In cytochrome c, the loop between residues 40 

and 57 acts as a cooperative unfolding/refolding unit and was classified as an omega 

loop.75 Another example is loop 7 together with its acidic insertion in Cdc34-like E2 

ubiquitin-conjugating enzymes,76 whose role is discussed in Chapter 3.4.2. 

2.1.6. Modulation of protein dynamics by shortening of loops 

Using atomistic simulations Levi and coworkers recently investigated how shortening 

a loop region in four different proteins influences protein dynamics.77,78 They 

analyzed different deletions in loop regions that are solvent-exposed and quite long 

and not necessarily expected to affect the structural integrity of the proteins. They 

could not identify a consensus in the effects on the different proteins. For some of 

them, such as AcP and Ubc7, loop deletions stabilized the native state of the protein 

and the effects become more pronounced with increase in the length of the deletion up 

to a certain threshold. The results on Ubc7, a Cdc34-like E2 ubiquitin conjugating 

enzyme (see Chapter 3.4.2.) fit the experimental observation that deletion of the entire 



acidic loop provides a functional protein and only abolish the capability to be 

regulated by phosphorylation.79 In contrast, in other proteins, such as SH3 domains, 

small deletions did not affect the dynamics, and deletion of six residues disturbs the 

native structure. The authors concluded that these differences can be due to several 

factors, such as the fold and topology of the protein structure, the protein size, and the 

networks of intermolecular interactions that are mediated by the loops. The magnitude 

of the net stabilization upon the reduction of loop length may depend on the increase 

in conformational entropy required to balance a reduction in enthalpy due to the loop 

deletion. Even if solvent exposed, some of those loops can populate states in which 

they directly or indirectly affect the network of intramolecular interactions, including 

long distances, and in principle they would also be able to increase the conformational 

entropy of other distal loops. One example is the acidic loop of E2 enzymes Cdc34 

and Ubc7, where in solution the loop interacts with the area surrounding the active 

site, in the open and solvent exposed states, as well as in the closed states.76,79 In the 

earlier study by Levi and coworkers, the truncation of six residues in the AcP loop 

increased the protein thermodynamic stability with major contributions related to 

changes in conformational entropy.77 In SH3 domains the shortening of the loop did 

not result in changes in conformational dynamics, although stabilization could result 

from other mechanisms, such as loop length affecting the entropy of the unfolded 

state, in agreement with pervious results from Viguera and Serrano.80 

2.2. Linkers  

2.2.1 A general overview of linkers 

The different modules of multi-domain proteins (see Chapter 1.1) are connected by 

short or long stretches of amino acids, which are often characterized by a certain 

degree of disorder. These are referred to as linkers. Early examples starting from the 



1960s established a relationship between linker peptides and the functional dynamics 

that they enable in the protein, and since then much effort focused on understanding 

the basis of such motions and on defining protein regions that are involved.4,81,82 

Protein linkers are not merely covalent connectors between different domains of the 

same protein. They i) contribute to cooperative modulation of inter-domain and 

protein-protein interactions,81,83 for example acting as adaptors to fit and regulate 

different folded domains; ii) establish distal communication between different 

functional modules of multi-domain proteins;4,81 iii) direct the correlated movements 

of domains acting as hinge elements (see Chapter 2.3.), iv) in spacers that maintain 

end-to-end distances between attached domains.4 Linkers also contribute, together 

with domain shuffling, duplication and domain combinations, to generate 

structural/functional variability within the proteome.84 Considering the limited 

number of domain families and architectures in nature, linkers may provide diverse 

collections of structural assemblies. At the same time, alterations in linker regions 

affect stability, oligomeric states, proteolytic resistance and solubility of single-chain 

proteins.85  

Analyses of datasets of linkers provided by structural databases reveal lengths 

between 2 and 21 residues with an average length of 6.5 or 10 residues, depending on 

the dataset used for the study.82,86 Such statistics might however be severely biased by 

the inherent difficulties in determining structures of highly flexible molecules. 

Solvent accessibility is related to linker length and the average hydrophobicity 

decreases with the increase in the length of the linker.82 Proline is the main terminal 

residue of linkers followed by residues such as arginine, phenylanine, threonine, 

glutamate or glutamine. Thus, in general, preferable residues in linkers are uncharged 



or charged polar residues even if, depending on the dataset used for the analyses, 

different results could be achieved.  

It is generally difficult to define amino acid propensities in linker regions since this 

depends on their function, again attesting to the importance of these structural 

elements in modulating protein properties. In many cases linkers are glycine-rich and 

this residue is known to promote flexibility due to the absence of a β-carbon, which in 

turn allows glycine to access dihedral angles that are otherwise energetically 

forbidden. Different modules of a protein often need to act in a highly orchestrated 

manner, where linkers contribute to regulate the reciprocal interactions and 

functionalities. In these cases, linkers need to be provided a certain degree of 

flexibility and glycine-rich peptides are an optimal solution to provide hinge regions. 

Hinge properties will be discussed in Chapter 2.3 together with methods proposed to 

predict softness of a linker-related hinge motion. 

2.2.2. Soft linkers 

An important consequence of the flexibility allowed by soft peptide linkers is the 

ability of linked domains to move to and from spatial proximity. A classic example of 

this is represented by the diphtheria toxin where the entire 15 kDa “R” domain rotates 

by 180° from a detached open, dimeric swapped form to a closed, monomeric form 

through conformational changes occurring in a six-residue loop (Figure 4).87  

Due to their ability to break and form contacts between adjacent domains, soft linkers 

often facilitate essential functional events for the protein. For example the NFκB 

glycine-rich hinge region is flexible enough to bring the p50 and SWI6/ANK domains 

into contact and these interactions are important to regulate the intracellular transport 

of the transcription factor.88 The glycine linker of NFκB literally allows one terminus 

of the protein to ‘fold back’ on to other. The fold-back property of polyglycine has 



been investigated through pulse-radiolysis experiments.89 In this experiment, the 

electron donor and acceptor were separated by either proline or glycine linkers of 0-3 

residues in length. The kinetic constant for the electron transfer between the donor 

and acceptor correlated with the length of the proline but not with the length of 

glycine bridges. This observation was interpreted to imply that a moiety attached to 

the glycine linker was able to transfer energy via direct collision rather than electron 

transfer through the linker backbone; that is, the glycine linker folded-back so that the 

electron donor could come into direct contact with the electron acceptor on the 

opposite side of the molecule. The concept of soft linker has been also used to 

engineer new linkers within proteins designing them as stretches of amino acids 

where at least four of every six residues were glycine (see for more details Chapter 

2.3.).90 However, a high linker flexibility can also be detrimental for single-chain 

protein stability, folding kinetics and function, where preferred orientation is 

advantageous.85 In a recent study different results have been also obtained in linker 

design for engineered antibody fragments, suggesting that caution has to be taken in 

the design when the linker is required to enhance structural stability or maintain 

functionality of a construct.91 Maximum stabilities were observed when randomized 

linker regions of more than 15 residues contained alternating alanine and glycine 

residues with alanine being the predominant component.92 Flexible linkers also favor 

serine residues.92 A typical case are the so-called GS linkers (e.g. Gly-Gly-Gly-Gly-

Ser)n. They are a suitable choice when certain movements or interactions are required 

for domain fusion. Flexible linkers can serve as passive connectors between domains 

or allow reciprocal motions; but they might also destabilize the protein and result in 

poor expression yields or loss of biological activity.92  

2.2.3. Rigid linkers and molecular rulers 



Rigid linkers can be applied to allow a fixed distance between domains and maintain 

their independent functions. One example concerns α-helix-forming linkers with the 

sequence (EAAAK)n which have been applied to the design of recombinant fusion 

proteins.93 (EAAAK)n linkers display a mostly α-helical conformation that is 

stabilized by N- and C-terminal capping provided by Glu and Lys residues and their 

electrostatic interaction.94 Their capability to separate domains was assessed by 

fluorescence resonance energy transfer (FRET) experiments.95 

Rigid linkers are often rich in prolines. Proline is unable to donate hydrogen bonds or 

otherwise contribute to regular secondary structural elements. It can provide a rigid 

separation between the domains and prevent unfavorable interdomain contacts thanks 

to increased structural stiffness. Most prolines in proteins are in trans conformation 

and this helps to maintain rigid interdomain separation. Examples are (XP)n linkers 

where X can be Ala, Lys or Glu.92 The main chain conformation in proximity to 

prolines is neighbor-dependent and there are cases where cis-trans isomerization of 

the proline is favored, thus making even a proline-rich linker flexible.4 A linker with 

low proline content can adopt a polyproline type II helical conformation, such as the 

14-residue SH2-kinase linker of Src-family kinases (Figure 4).81 The polyproline 

helix of SH2-kinase linker is fundamental for the regulation of domain-domain 

interactions aimed at activating/inhibiting the kinase activity (see Chapter 3.3.). A 

similar mechanism has been suggested for the intra-polypeptide linkers of polyketide 

synthase enzymes (PKSs), which contain one or more proline residues.81 Many linker 

regions between protein domains can have appropriate residue propensity to form α-

helical coiled-coils, which are known to be suitable structural motifs to promote 

heterodimerization.96–98  



Linkers that act as spacers are often rigid peptides and they are called molecular rulers 

since they serve a ‘metric’ function, for example keeping domains apart.4,99–101 

Molecular rulers often include stably folded α-helices in the linker region, not only 

polyprolines.4  Rigid linkers with stiff structures can be generated either using 

sequences that promote helical structures or by multiple Pro repetitions. However, 

quantitative analyses of single-molecule Förster resonance energy transfer (FRET) 

using polyproline of different lengths as spacers between donor and acceptors carried 

out by three studies in 2005-2007102–104 reported higher mean FRET efficiency than 

expected for polyproline stretches acting as rigid spacer. The authors suggested that 

flexibility of polyproline, i.e. existence of species containing cis-prolines could 

contribute to the observed effects. Overall, these studies pointed out that the exact 

stiffness and distance distribution of polyproline peptides remains difficult to 

determine. 

Small angle X-ray scattering (SAXS) experiments have also demonstrated that short 

linkers (less than three residues) often cause multimerization, whereas longer linkers 

(more than five residues) allow monomeric chimeric proteins,94 obeying the rule of 

molecular rulers. Chimeric proteins where the linker has a helical structure can 

assume a more elongated conformation than the ones where the linker is disordered 

and flexible, even though exceptions were identified with flexible and elongated 

linkers. Natural linkers can also adopt a variety of other secondary structures, not 

necessarily only helical or disordered conformations but also coils/bends and turns.92 

The concept of linker can be extended even further if one considers that many 

multimeric complexes recruit folded domains or proteins. These proteins - functioning 

as adaptors or scaffolds - can sometimes be viewed as linkers, as for example in the 

case of the cullin domains of E3 enzymes in the ubiquitination pathway. There the 



cullin links the two arms of the Cullin-RING ubiquitin ligase (CRL) molecular 

machine (see Chapter 3.4.). 

Mutations within stiff linkers do not necessaryly affect function.105 Molecular rulers 

keep the other amino acids’ interactions in a proper registry and the nature of the side 

chains that compose the linker may play a marginal role. Many molecular rulers 

include repeated rigid monomeric units with low sequence complexity. Nevertheless, 

in the case of molecular rulers with sequences of increased complexity, the side 

chains might play a crucial role in defining the nature of the molecular ruler itself. For 

example, if the stiff linker is an α-helix, the properties of residues at the N- and C-

capping of the helix are crucial for the stability and structure of the helix.106 

Molecular rulers with functional roles have been found, especially in transcription 

factors, such as bacterial transcription elongation factors of the Gre families that 

promote elongation by stimulating a specific transcript cleavage activity of the RNA 

polymerase.107 

2.2.4. Cleavable linkers and linker design 

The linkers described above generally provide stable peptide sequences that are not 

cleaved in vivo. However, under some circumstances, cleavable linkers might be 

needed to release free functional domains in vivo. Cleavable linkers are challenging to 

design as the design should take advantage of the in vivo processes, so that they can 

be cleaved under specific conditions, such as the presence of reducing reagents or 

proteases.92,108 One way is to exploit the reversible nature of the disulfide bond in vivo 

together with sites for protease cleavage to design cleavable disulfide linkers.108–110 

Other cleavable linkers can be designed so that they are sensitive to proteases only. 92 

Thanks to structural genomics initiatives and the consequent increase in the number 



of available structures, automated methods to identify domains and linkers have 

become an important tool in structural analyses.4 In this context, the compilation and 

curation of linker databases82 and the availability of tools for linker predictors or 

modelling111,112 are fundamental not only to store available information on these 

structural elements but also to design new linkers and domain assemblies. Domain 

identification and linker design are important for gene fusion techniques94 with the 

aim of increasing the expression of soluble proteins, facilitating protein purification, 

designing gene reporters, performing immunoassays, and engineering bifunctional 

enzymes. Selection of suitable linkers to join protein domains is not straightforward 

and is too often neglected in the design of fusion proteins.92 Information about the 

compactness and global shape of a chimeric protein is necessary for optimization of 

linker design. For de novo linker design, geometric analysis and modelling are not 

sufficient and need to be accompanied by biophysical validation. This issue becomes 

even more critical if one considers that the linkers are not only connectors but can 

play an active role in distal structural communication between domains (see Chapter 

2.2.5.). 

2.2.5. Linkers as vehicles to propagate allosteric effects. 

Recently, it has been suggested that linkers are not merely flexible and they not only 

serve to prevent interdomain steric effects or for spatial domain rearrangement. 

Flexibility on its own is unlikely to be sufficiently productive.5 The dynamics of 

linkers can mediate the propagation of a perturbation that arises at a specific site of 

one domain, i.e. a ligand binding site or a post-translational modification site, to a 

distal site. The outcome can be a reorientation of a second domain or of part of the 

domain itself. Such a model thus suggests that linkers themselves can encode a series 

of successive preferred states, in which each state encodes a subsequent one. The high 



flexibility of linkers and the existence of pre-encoded conformational substates of the 

linker, which are regulated by allosteric propagation, can allow lower barriers for 

conformational transitions in the connected domains that otherwise would be much 

slower (Figure 5).  

In the free state of a multi-domain protein in solution, one may depict the 

conformational ensembles with linker regions that are fluctuating and domains that 

sample different conformations (β1, β2, β3…). In order to have a functional form of 

the protein, the domains may need to be in a well-defined relative orientation (for 

example β1), which will also depend on the linker conformation. The linker thus has 

to be in its ‘functionally favored’ conformation too. This state can have a very low 

population in the free ensemble and binding events can thus cooperatively increase 

the population of this state with respect to the populations of other states. The 

redistribution of the states in the ensemble will be reflected in a series of observed 

conformational changes of the linker leading to the favorable functional state β1 for 

the association of the protein domains.5,113 The barriers between these series of 

hierarchically populated states are lowered thanks to the linker motions achieving a 

faster time scale for the conformational changes of even entire protein domains. 

Different residues in different locations of the linkers can have an impact on its 

conformations and dynamics in many diverse ways, and their individual contributions 

can be assessed by for example mutational studies.  

To avoid a scenario in which the conformational ensemble only rarely samples 

functionally-relevant linker states, evolution is likely to have selected the linker 

sequence so that it can successively follow the states that lead to the functional 

conformation. Residues at certain positions that hold the key for such structural 

changes are likely to be conserved even in linker regions that one would expect to 



have a highly variable sequence.5  

An important consequence of this model is that we would need to study not only 

conformational substates of individual domains but also conformational propensities 

of the linker regions themselves for a better understanding of structural transitions in 

proteins and their time scales. Moreover, from the standpoint of applications it also 

implies that in multi-domain proteins linker regions can be suitable candidates as 

targets for allosteric drug discovery.114,115 In this view, linkers would be one more 

example of pre-encoded conformational states in a protein that can also be observed 

for other protein regions within folded domains.23–25,39 Thus, from the theoretical 

point of view these considerations can be applied to allosteric propagation pathways 

in any part of a protein structure. 

The function of a linker as a vehicle for allosteric propagation is especially important 

if we consider metabolic and cellular signaling pathways that require fast responses 

upon a stimulus.  Indeed, signaling proteins are generally modular proteins116–118 and 

to transmit a signal among components of the pathways the information needs to be 

communicated between different protein modules. We may thus consider these 

modules as signaling units and will need to understand how the information is 

transferred from one module to another. In multi-domain proteins, single modules are 

connected by linkers, which become one of the keys to understand allosteric 

propagation. They are crucial for an efficient and fast transfer of information, for 

control of protein function and they are also responsible for the coordination between 

the module that receives the signal (e.g. the binding site of an allosteric ligand) and 

the output module to which the signal is transmitted. In this view, linkers can encode 

successive conformational substates, which allow them to fulfil their function. These 

states pre-exist even in the inactive protein, but their relative populations change 



during allosteric propagation in the linker following a signaling event.5 To validate 

the model of allosteric linkers, efforts should be devoted to the study at the atom-level 

with experimental techniques and molecular simulations to accurately describe the 

conformational states of linkers in multi-domain proteins in the presence and absence 

of their allosteric modulators and their relative populations. 

2.3. Hinge motions 

2.3.1. How to define a hinge 

Movements in proteins can be complex and varied, and although a large repertoire of 

different conformational changes exists, some recurrent classes of motion can be 

identified.4,119–124 When there are many contacts between domains of a protein, the 

movements are the result of a series of small and subtle conformational changes that 

affect the whole contact area. In other cases, only few contacts affect different 

domains and the conformational changes will depend on large but localized hinge 

motions.  

How may one define a hinge? Hinges are regions that permit the rotation of parts of 

the protein, usually one or more domains, as rigid bodies around a screw axis. Hinge 

movements are similar to rotations around an articulated joint. A small number of 

residues can be directly involved in a hinge motion since even a single bond can 

provide sufficient rotational freedom.125,126 Hinge motions can thus allow major 

conformational changes without altering the internal packing of the single domains, 

and thus provides a mechanism for larger changes with only modest differences in 

free energies.  

Hinge motions are often localized in flexible regions such as loops (see Chapter 2.1.) 

and linkers (see Chapter 2.2.) between different domains of multi-domain proteins. 

They are also often associated with highly conserved sequences, attesting to their 



importance for function.81 Due to their flexibility, linker regions are generally 

optimally suited to act as hinges since steric constraints on the main-chain atoms are 

absent to allow the hinge motions.126 Indeed, flexible linkers generally do not feature 

packing constraints and easily allow changes in the torsional angles of the polypeptide 

main chain, in turn permitting proper motions and rotations of the domains that are 

connected through the linker. In this way, the deformations associated with the 

motions are confined to the hinge and overall the domains maintain their structure. 

Hinge regions thus need a certain degree of ‘softness’ to allow for conformational 

changes. It was also suggested127–129 that changes in the torsional angles of hinge 

regions have very low energy barriers and easily allow rotations involving a small 

number of residues in the flexible regions and do not require major effects such as 

local denaturation or unfolding. This is a necessary property to permit a sufficiently 

fast change in the relative orientation of the domains, giving rise to the description of 

multi-domain proteins as an ensemble of different interconverting conformations in 

solution.  

As a consequence of the linker’s softness and hinge motions, protein domains can 

move in proximity and tightly pack against each other, changing from open/extended 

to more compact and collapsed states. This is the case, for example, in lactoferrin (see 

Chapter 2.3.2) and diphteria toxin where hinge motions involve domain rotations and 

changes in packing of interaction interfaces, switching from open to closed states.4,122 

Hinge properties such as degree of unconstrained main chain have been extensively 

studied to classify and predict such structural scenarios. An early description was 

formulated by Schimmel and coworkers, who studied rotational freedom around main 

chain angles and predicted peptide softness by comparing angles of rotation in 

different polypeptide stretches with different amino acid composition.130 They 



estimated the so-called characteristic ratio, measuring the distance between the ends 

of the main-chain for peptides with different number and composition of amino acids 

before the polypeptide chain starts to deviate from a linear direction. In peptides 

characterized by random amino acid composition and distances lower than 40 

residues, the rotational hindrance potential of individual residues forces the separation 

between the ends of the polypeptide to increase proportionally with the number of 

residues. For a chain that includes only prolines, the distance shows a proportional 

increase up to 100 residues since polyprolines have large steric constraints on the 

main-chain torsional angles, at least in the all-trans form. By contrast, polyglycine 

chains are more flexible and do not maintain direction even after a few residues. This 

is common in glycine-rich hinges that are special class of hinges and can mediate a 

complete fold back in the direction of the main chain progression (see also Chapter 

2.2.2.). These results suggest that polypeptide chains are prone to changes in the 

rotational potential and their size is strongly dependent on these properties.  

Overall, the structural properties of a region in terms of extended or more collapsed 

states, as well as a hinge potential are dependent on the Cα-C bond and the main 

chain angle of rotation, explaining the importance of subtle structural characteristics 

that limit rotational freedom and their potential impact on protein conformation. 

Figure 6 presents a geometric approach to define hinges. In the figure, two moieties 

M and M’ are represented.4 They exemplify protein domains that act as rigid bodies 

connected by a hinge region with a pivot point P, around which the motions occur. 

The hinge region allows changes in the hinge angle β, which is named ‘latitude’, and 

permits the rotation of M and M’, which alters their relative positions. If the hinge 

were fully flexible, the distance between M and M’ would change depending on β. If 

the moieties were considered extended, the distances would also change as a function 



of the angle α, called ‘longitude’, and the twist angle γ. During the rotation, the 

distance distribution <d> between the two moieties M and M’ thus changes with the 

softness of the hinge region.4  

According to the description above, a rigid body movement of a protein domain can 

be described by six degrees of freedom. The screw axis of such movements is a 

shifted rotational axis that has an optimal position when any residual translational 

vector is parallel to the rotational axis,131 as defined by the theorem of Chasles. In a 

hinge motion the screw axis is located in proximity to the hinge region, allowing the 

identification of a hinge axis around which a rotation brings into register the M and 

M’ moieties. This axis was defined by Wriggers and Schulten132 as an ‘effective 

rotation axis’ Ω for hinge motions that is perpendicular to the distance PM’ and PM 

and has been used in computational tools for hinge axis prediction.  

2.3.2. An example of hinge motions: lactoferrin 

An early example of hinge movements induced by ligand binding was identified 

in the closure mechanism of the two domains of lactoferrin. It provides a 

molecular basis to explain its activity as an iron transport protein.122 Lactoferrin 

can be divided into two similar globular halves identified as the N and C-terminal 

lobes, which are composed by two domains each, N1, N2 and C1, C2 

respectively. Each pair of domains within the same lobe is connected by a 

flexible linker (Figure 7). The iron binding sites are located at the interface 

between the two domains of each lobe. Different experimental structures of iron-

free (apo) and iron-bound (holo) forms of lactoferrin have been solved and they 

showed that large conformational changes occur upon iron binding or 

release.122,133–138 In the apo states of the lactoferrin the domains of each lobe are 



separated by a cleft at their interface, defined as the “open” form, exposing the 

iron binding residues. The binding of iron induces conformational changes in the 

protein and the two domains in each lobe close into the “closed” state, filling the 

cleft between them and the iron binding site is sequestered from the solvent 

(Figure 7). Analysis of lactoferrin crystallographic structures pointed to rigid-

body motions of the two domains that are made possible by specific hinge 

elements. Here, we provide the example of movements of the N-lobe for the sake 

of clarity, but similar hinge movements have been reported for the C-lobe.138 The 

hinge region is located in the linker connecting the N1, N2 domains, behind the 

iron-binding site. During the hinge motion N1 and N2 move as rigid bodies with a 

rotation of 54° around a hinge axis that passes close to Thr90-His91 and Val250-

Pro251. The hinge motions are driven by changes in the torsion angles of Thr90 

and Val250 and allow for the formation of the complete iron binding site in the 

closed states of lactoferrin, formed by residues in the N1 and N2 domains and a 

carbonate ion (Figure 7).126 The residues of the hinge region are highly accessible 

to the solvent and feature a low number of atomic contacts with the rest of the 

protein. They are thus free from steric constraints, and this can facilitate hinge 

motions. X-ray solution scattering experiments on lactoferrin and transferrin, as 

well as on the isolated N- and C-lobes, and upon binding or release of iron, 

showed alterations consistent with conformational changes associated with the 

opening or closing of the cleft between the two domains.139 According to X-ray 

crystallography, apo-lactoferrin from different species can populate a diverse 

array of states, with the N- and the C-lobes in open conformations, or with the N-

lobe in an open state and the C-lobe in a closed conformation.122,133–138 These 

results suggest that in the absence of the metal lactoferrin is highly flexible. Thus, 



even if SAXS experiments suggested that both lobes are mainly in the open state 

in the apo form,139 it is more likely that apo-lactoferrin can populate minor states 

in the closed or partially closed conformations.137 One suggestion is that the 

interaction with iron shifts the equilibrium towards the closed states through 

hinge motions and then the metal stabilizes this state thanks to favorable 

intermolecular interactions. The hinge motions and the related conformational 

changes observed in lactoferrin are likely to be a general and conserved 

mechanism for transferrins since the residues important for hinge motions and 

metal binding are highly conserved.134,138 More broadly, they provide an example 

of hinges that modulate the transition between ‘open’ and ‘closed’ apo and holo 

states or vice versa. They have been pointed out in many other proteins, including 

lactate dehydrogenase, adenylate kinase, maltose binding protein and other 

perisplasmic binding proteins.129,140–146 Hinge motions regulating changes from 

open to closed states and vice versa can also be observed within single domains 

thanks to conformational changes occurring in loop regions, as the example the 

acidic loop of Cdc34-like E2 enzymes (see Chapter 3.4.2.). 

 

3. Examples of allosteric signaling where loops and linkers play 

important roles 

3.1. Enzyme function and regulation 

Over the past few years, considerable interest centered on loops and their impact on 

enzyme function and catalysis. Many studies have focused on the role of surface and 

lid loops that can cover/modulate the active site of an enzyme and their functional 

role in substrate and cofactor binding, or in enzyme stability. Residues in loop regions 



can be exploited to design enzymes with different substrate specificities, temperature 

or salt dependence, or even new or promiscuous catalysts. Point mutations can be 

introduced into loop regions, modulating not only intra- and intermolecular 

interactions but also backbone preferences with a high impact on enzyme function 

and specificity. Moreover, improving loop rigidity may improve enzyme 

thermostability, even if this relationship is not straightforward and unpredictable side 

effects can arise, often due to long-range structural effects.56,147–149 

Conformational changes in loop regions are frequently observed to be an important 

component of enzyme mechanisms, with substrate or ligand binding associated with 

structural rearrangement of the protein. Many examples showed that diverse protein 

motions are critical for enzymatic function; however little is known about their 

precise role in catalysis (Figure 8).  

The rigid-lid in triosephosphate isomerase, for example, allows motions important for 

enzyme activity.150–153 An extremely flexible flap region acts as a gate for ligand entry 

and exit in HIV protease.154–156 Enolases or aldolases feature loop movements that 

allow the catalytic residues to be oriented in the proper position for catalysis.65,157–160 

In a similar way, protein tyrosine phosphatases (PTPs)161 are characterized by a WPD 

loop that includes a catalytic aspartate (Figure 8). This loop closes over the active site 

upon binding of the substrate and loop closure allows the correct positioning of 

functional residues around the ligand and protect the site from bulk solvent during 

catalysis.162–164 In lipases, helical loops open or close the hydrophobic active site 

acting as lids.165–171 A displacement of more than 20 Å in a long loop of  β1,4-

galactosyltransferase creates binding sites for different ligands.65,172 

Different groups have used experimental and theoretical strategies to suggest that the 

dynamics of flexible loops play a role in the catalytic mechanism of the enzyme 



dihydrofolate reductase (DHFR).56,156,173–179 DHFR has several loops in the proximity 

of the active site (Figure 8). The so-called Met20 loop works as a “lid” which closes 

over the cofactor, thereby allowing DHFR to adopt closed or occluded conformational 

substates. The Met20 loop conformational transitions are allosterically accompanied 

by changes in the patterns of hydrogen bonds of other distal loops, which surround the 

catalytic sites.  

 In agreement with the importance of the Met20 loop dynamics for DHFR function, 

removal of the side-chain steric hindrance of central residues in the loop through 

glycine mutations resulted in a striking 500-fold decrease in the rate of hydride 

transfer.180 Different experimental biophysical techniques have showed that in the apo 

enzyme the Met20 loop can fluctuate between the two conformations. Experimental 

and computational studies, including mutations of many residues of the protein, 

support a role of remote sites and a long-range dynamic network in DHFR in the 

enzyme mechanism.46,47,173,175  

Embedded dynamic networks in enzymes that are related to their catalytic activity are 

likely to be a broad and general scenario.46 During the catalytic cycle the enzyme has 

to pass through different conformational states, and these involve the environment of 

the active site.36 Intrinsic flexibility of the molecular architecture, the capability to 

exploit regions such as loops, which are also the regions where mutations can more 

frequently occur during evolution, for a transition between these conformational states 

is an optimal choice selected by evolution for enzyme activity and function. 

Flexibility in the proximity of the active site can also account for broad substrate 

specificity since the enzyme cavity can accommodate stereochemically diverse 

substrates.56 Substrates or ligands can induce conformational changes in the 

surroundings of the active site or select different substates of the dynamic 



conformational ensemble of an enzyme with different affinities. The notion that the 

conformation of loops in the proximity of the active site is a key determinant for 

substrate recognition is strengthen by the fact that experimental structures of apo- and 

holo-states of many enzymes only differ in the conformations of the loops in 

proximity of the active site.56 For example, once the substrate is bound the solvent-

exposed loops adopt a compact and ordered conformations since they can interact not 

only with different sites of the ligand/substrate but also with other residues of the 

protein itself, which they encounter during the conformational change. This is typical 

of enzymes undergoing opening to closure transitions. The closure of the loops 

around the ligand/substrate allows the substrate to be protected from the aqueous 

environment and from other reactive agents. It also protects or stabilizes reaction 

intermediates.  

3.2. Ligand and cofactor binding 

An example of a linker that plays an important role in ligand binding comes from a 

recent NMR study on calmodulin (CaM), 181 which is one of the prototypical calcium 

sensing proteins. CaM has two small domains divided by a short and flexible linker 

that allows the protein to assume a wide range of extended and compact 

conformations (Figure 9). CaM conformational plasticity seems to be important for 

Ca2+ signaling within the cell and CaM needs to bind hundreds of different peptide 

sequences.  

We are used to think almost intuitively that flexible linkers include low-complexity 

and poorly conserved sequences, whereas more rigid and structured protein segments 

can be more conserved in terms of primary sequence. CaM is one remarkable 

exception that challenges this view. The CaM linker is highly conserved and its length 

is invariant. With this observation in mind, Anthis and Clore examined the effects of 



changing either the length or rigidity of the linker through a very elegant mutational 

approach on the transient association between the two domains of CaM in the free 

state. They showed that as the length of the linker increases the domains become less 

constrained and tumble more rapidly in NMR experiments. They then employed 

paramagnetic relaxation enhancement (PRE), which is the technique to unlock minor 

populated states of a highly dynamic protein where the distances of the minor species 

are shorter than the distances in the major one for the different CaM variants. With 

this approach, they demonstrated that the transient association is maximal for a linker 

that is only one residue longer than the wild-type and decreases for lengths longer or 

shorter. Their results are likely to account for a more general mechanism exploited by 

many different proteins.85,182–184 In the absence of the ligand the transient and sparsely 

populated compact states of CaM correlate with the affinity of the protein for different 

target peptides suggesting that in the absence of the ligand the conformational 

dynamics mediated by the linker plays an important role in facilitating the binding of 

the target. This example attests to evolution finely tuning linkers’ lengths and 

composition to fulfill a functional requirement for such an important protein in the 

cell. 

 
3.3 Activation and inhibition of protein kinases 

3.3.1 The structure of protein kinases 

 
Protein kinases (PKs) are the typical examples of proteins whose loops, hinges and 

linkers play a major role in their allosteric regulation. PKs are present in both bacterial 

and eukaryotic cells, where they are the cornerstone of cellular signaling, catalyzing 

the transfer of a phosphate group from ATP to a wide range of substrates, including 

sugars and lipids.185 Deregulation of PK activity can lead to several pathologies, from 

diabetes to cancer.186,187 For this reason, kinase activity is generally highly controlled 



and the resulting signaling cascades tightly regulated, with a high level of robustness 

and redundancy.188 The catalytic domain of PKs (Figure 10) has a highly conserved 

sequence and fold; they all consist of two lobes, a smaller N-terminal one, with a 

predominance of β-strands, and a larger C-terminal one, mostly helical.189 The ATP 

binding site is located in the cleft between the lobes, in the proximity of the hinge 

region connecting the two. This region is essential for the opening and closure of the 

kinase catalytic domain (CD), the so-called “hinge motion”, which is essential for 

catalysis189,190 and can be allosterically modulated.191,192 Right above the hinge region, 

the flexible P-loop (the β1-β2 loop, also known as G-loop or Gly-rich loop), is crucial 

for the coordination of the ATP phosphates.193 Two hydrophobic ‘‘spines’’ (the 

regulatory and the catalytic spine) connect the two lobes of PKs and dynamically link 

all the elements important for catalysis.194 

The transition from an inactive to a catalytically active form involves complex 

conformational changes in at least three conserved structural motifs: the activation 

loop (A-loop), the Asp-Phe-Gly (DFG) motif and the αC-helix. In the inactive state the 

A-loop is folded onto itself mimicking the substrate. Its opening is required for full 

activation. This complex conformational change opens the ATP channel for cofactor 

binding and creates the main platform for substrate docking. The αC helix, the only 

helical element of the small lobe, might rotate assuming an inactive, “out” position. In 

the “in” active conformation it forms a hydrogen-bond with the β3 strand in the active 

form.195,196 Similarly the conserved DFG motif may assume a flipped or “DFG-out” 

inactive conformation.197 In some protein kinases, as those belonging to the AGC 

family, a smaller αB helix precedes the αC creating a cavity, the so-called PIF pocket, 

which is crucial for their allosteric regulation.198  

3.3.2. Protein kinases regulation 



Protein kinases exist in equilibrium between an active and one, or multiple, inactive 

states. Activation usually involves phosphorylation of the A-loop and protein-protein 

interactions inducing the active structure via an allosteric mechanism. While protein 

kinases share a high level of structural homology in their active state,193 the inactive 

states are generally more heterogeneous and diverse,194 and so is the regulatory 

mechanism that each family acquired through evolution.  

In several members of the Src family of tyrosine kinases as well as in Abl, two Src-

homology (SH) domains (SH3 and SH2) are responsible for locking the kinase into an 

inactive state. The SH2 binds to the C-lobe on the opposite side of the A-loop, while 

SH3 binds to the linker between the catalytic domain and the SH2.199,200 The flexible 

linkers between the domains and the C-terminal tail of the kinase play a key role in the 

regulatory mechanism. A phosphotyrosine in the C-terminal tail of the kinase domain 

binds to the SH2, locking the conformation and rigidifying the linkers.201,202 In this 

auto-inhibited conformation, the two domains act as a grip and suppress the hinge 

motion important for catalysis. Thus, activation of the kinase requires the disruption of 

the complex, e.g. through binding of (higher affinity) allosteric ligands to the SH2 or 

SH3 domains.203,204 Interestingly, an allosteric connection between the ATP pocket of 

the catalytic domain and the SH2-SH3 domains has been reported. When the inhibitor 

imatinib binds to the ATP pocket it counterintuitively dislocates the SH2 and SH3 

domains to form a dynamic open state.205 

 In Abl, the SH2 domain not only has an auto-inhibitory role but it is also involved in 

its full activation.200,206 X-ray structures have revealed a peculiar “top-hat” 

conformation, in which the SH2 domain sits on top of the kinase N-lobe,199 that 

enhances allosterically the activity of the kinase. A similar allosteric activation by the 

SH2 domain has been observed in other kinases, including Fes206 and Btk.207 The 



molecular mechanism of the activation of Abl by SH2 in the top-hat position has been 

elucidated by molecular simulations and mutagenesis. When sitting on top of the N-

lobe, the SH2 changes the dynamics of the catalytic domain, redirecting the hinge 

motion, stabilizing the P-loop and the αC helix, while favoring the A-loop switch to 

the open conformation and strengthening the catalytically-important salt bridge 

between the β3 lysine and the αC helix glutamate.192 Interestingly, the β3-αC loop 

appears to act as a switch, allowing the allosteric communication to take place. 

Allosteric effects resulting from the modulation of the dynamics of this area are also 

observed upon binding of cyclins to cyclin-dependent kinases,208 in the dimerization of 

the EGF receptor,209 and in some ACG kinases that are activated by the binding of a 

specific peptide to the PIF pocket.198 In some members of the AGC PK family (e.g. 

PKB) the C-terminal tail, whose length can vary significantly, folds on to the catalytic 

domain and binds to the PIF-pocket (Figure 11). In the 3-phosphoinositide-dependent 

protein kinase 1 (PDK1), which lacks the long C-terminal tail, its role is instead played 

by substrate-derived docking peptides (PIFtide). In PDK1, the PIF-pocket also plays a 

role in the specific recognition of its substrates. 198  

In other kinases, the C-terminal tail has an auto-inhibitory role by obstructing the 

entrance to the substrate binding site.210 Similarly to the C-terminal tail, the long 

juxtamembrane (JM) loop, present in most receptor tyrosine kinases (RTK) and 

connecting the trans-membrane helix to the kinase domain, can fold onto the N-lobe of 

the kinase and interact with the αC helix and the P- and A-loops, stabilizing the 

inactive conformation.211 Interestingly, a similar mechanism has also been observed 

for the linker of the SH2 domain in other kinases, like Syk or Zap70.212  

In a similar way, the FERM domain of FAK (Focal Adhesion Kinase) binds to the C-

lobe and stabilizes the inactive structure by blocking the access to the catalytic site and 



preventing phosphorylation of the A-loop.213 Regulation of the kinase activity is also 

mediated by allosteric interactions in extracellular (EC) regions of RTKs. For instance, 

the activation of FGFR, which requires the receptor autophosphorylation, is mediated 

by the binding of FGF and heparin to the Ig-like EC domains, which in turn promotes 

receptor oligomerization.214 

3.3.3. Allosteric modulators of kinases 

In recent years there has been growing interest in the development of allosteric 

drugs due to their many advantages with respect to classic “orthosteric” drugs such as 

increased selectivity, decreased susceptibility to drug-resistance causing mutations and 

the possibility of targeting otherwise “undruggable” targets.215 The efforts devoted to 

the development of allosteric kinase inhibitors have been at least in part 

successful.216,217 

One of the most interesting allosteric inhibitors reported so far was “SSR128129E” 

(SSR) the first small-molecule allosteric inhibitor that acts extracellularly for receptor 

tyrosine kinases (RTKs).218,219 By binding to an extracellular immunoglobulin-like 

domain of the fibroblast growth factor receptor (FGFR, a RTK) it inhibits FGF-

induced signaling linked to FGFR internalization in an allosteric manner. A 

combination of crystallography studies, nuclear magnetic resonance, Fourier transform 

infrared spectroscopy, mutagenesis, molecular dynamics simulations and free energy 

calculations were used to elucidate its complex mode of action. SSR induces the 

opening of a “cryptic” binding pocket on the Ig-like domain, and by binding to it, it 

modulates the protein-protein and protein-membrane interactions. The flexible linkers 

connecting the Ig-like domains and the juxtamembrane segment play a non-negligible 

role in the mechanism. 219  



Interestingly not only allosteric inhibitors but also allosteric activators have been 

reported in PKs (Figure 11). A rationally developed low- molecular-weight compound 

was shown to bind to the PIF pocket of PDK1 inducing local conformational changes 

that in turn had an allosteric effect at the ATP binding site and the activation loop. The 

conformational changes induced by the small compounds triggered the activation of 

PDK1.220 An altogether more worrying drug-induced allosteric activation effect has 

been reported in the B-RAF kinase, a therapeutic target for melanoma. ATP-

competitive inhibitors binding to a RAF monomer, inhibited it, but resulted in the 

induction of dimerization and transactivation of the drug-free protomer 

(paradoxical activation).221 By comparing the effect of inhibitors inducing the 

paradoxical activation with a new class of inhibitors that do not (paradox breakers) 

it was possible to identify that structural and dynamical differences at the level of 

the A-loop and of the αC-helix are involved in the dimerization and paradoxical 

activation.222 The importance of the conformation of the αC-helix and of the 

adjacent “regulatory-spine” in the allosteric regulation of B-RAF was also shown 

in a crystal structures of the functionally asymmetric dimer223 and of the 

monomeric “off” state of the kinase.224  

3.4. Ubiquitination pathway 

The ubiquitination pathway plays a central role in cellular biology and regulates the 

fate of substrates tagged with ubiquitin (Ub) or ubiquitin-like (Ubl) proteins. It not 

only allows to target proteins for proteasome degradation but it is also at the basis of 

many important regulatory and signaling processes, such as involvement in DNA 

repair, activation of protein kinases, endocytosis, autophagy and immune response.225–

230 The Ub pathway consists of three classes of enzymes acting in a cascade of 

multiple steps that result in targeting substrate proteins labeled with one or more Ub 



or Ubl molecules. E1 (Ubl-activating enzymes), E2 (Ubl-conjugating enzymes) and 

E3 (Ubl ligases) are the key player in the Ubl cascade.231 E1 initiates the pathway by 

recognizing and activating Ubls in an ATP-dependent reaction. E2 alone or in 

complex with E3 can conjugate Ubls and act in direct ligation of the target substrate. 

Several experimental and computational works demonstrated the importance of 

protein dynamics, allostery and conformational changes in the function and regulation 

of the enzymes of the Ubl cascade, where either loops or linkers play pivotal roles.232–

234 

3.4.1 Hinge motions in E3 complexes: the case of the cullin  

In the ubiquitination pathway functionally-important hinge motions have been 

described for cullin proteins. Cullins are essential components in a large class of E3 

ubiquitin ligase complexes, such as the cullin-RING E3 ligases (CRLs, Figure 12).235–

237 CRLs are macromolecular complexes generally composed by four proteins: cullin, 

an adaptor, RING-box (Brix) and substrate-binding proteins (SBP). CRLs can be 

described as two-arm machines, one arm that includes Brix, which in turn is the 

recruitment interface for the E2-Ub complex, and the other is where SBP is located. 

The two arms are separated by the cullin structure.238–241 These two flexible arms 

mediate the function of CRLs so that the E2-Ub complex and the substrate can be 

brought to a distance close enough for the ubiquitin transfer to the substrate. These 

conformational changes occur thanks to allosterically modulated motions.238–241 

Cullin is a well-folded protein but due to its collocation in the E3 quaternary 

architecture is considered as having a linker scaffolding function, providing an 

example of a whole 3D structure acting as a linker. Two domains compose canonical 

cullins in humans: the N-terminal (NTD) that interacts with SBPs and adaptor 

proteins, and the C-terminal (CTD) that interacts with Rbx proteins. Cullins were 



previously considered as mere spacers to separate the two flexible arms. MD 

simulations of different cullins showed that they undergo motions mediated by hinge 

elements in the NTD.241 The hinge motions are associated with changes in 

conformations of the structure of the cullins that, in turn, alter the distance between 

the two arms, showing that they work as flexible scaffolds. These hinges rely on 

changes in the torsion angles around glycine residues that are highly conserved across 

different cullins. This flexibility is essential for the cullins to accommodate different 

SBPs, adaptor proteins and substrates. Thanks to the hinge movements in NTD, 

cullins allosterically modulate the distance between the E2 enzymes and the specific 

substrate proteins to ensure high efficiency of the ubiquitination. Allosteric regulation 

shifts the conformational ensemble of cullin NTD towards states more favored to 

accommodate specific substrates that have to be mono-ubiquitinated or poly-

ubiquitinated. Also the CTD of cullins is flexible, as demonstrated by experiments 

and simulations.241,242 It has been shown that NEDD8 can bind cullins and 

allosterically modulate its conformational changes, inducing conformational 

rearrangements and activating the CRL complex.243,244 If a flexible linker is 

artificially introduced between the CTD and NTD of cullins, the ubiquitination 

process is abolished.245 This result suggests that motions of cullins are finely 

regulated since an extreme rigidity or flexibility would affect activity.  

3.4.2 An omega loop in Cdc34-like E2 enzymes is activated by post-translational 

modification at distal sites 

Ubiquitination pathways consist of a cascade of three classes of enzymes i.e., E1 

(ubiquitin-activating), E2 (ubiquitin-conjugating) and E3 (ubiquitinating ligase) 

enzymes. Critical steps in this process are either how ubiquitin can be recognized by 

E2 enzymes and how individual protein substrates are recruited by specific E2-E3 



complexes.231,246–248 We will illustrate examples of the two classes for which a major 

role is played by a conserved acidic insertion in a loop close to the catalytic site of 

Cdc34-like E2 enzymes. 

E2 enzymes are crucial for the Ub cascade since they can regulate the topology of the 

poly-Ub chain, account in part for the specificity of the substrate and influence the 

processivity of the reaction.231,246–248 E2 superfamily has been divided in 17 different 

families.249 E2s are mostly multi-domain proteins and share the catalytic core domain 

where the catalytic cysteine is located as well as a conserved histidine-proline-

asparagine motif.250 Cdc34 belongs to family 3 of E2 enzymes, which shares an acidic 

insertion of 12-13 residues in a loop (often called loop 7) in proximity of the catalytic 

site across many different species.  

The insertion turned out to be an ancestral and conserved motif for members of family 

3 and is characterized by alteration of hydrophobic and acidic residues.76 Loop 7 of 

Cdc34-like E2 enzymes has been classified as an omega loop (see also Chapter 2.1.5.) 

and it has been suggested to play a dual role during the Ub cascade.76 It carries out a 

regulatory role that can be allosterically activated by post-translational 

phosphorylation at distal sites79 and by interaction with the cognate E3.251 This loop, 

including in Ubeg2g and Ubc7, can act as a lid that modulates the accessibility of the 

catalytic site and impairs Ub-charging activity until a conformational change toward 

an open state is promoted by phosphorylation that induces electrostatic repulsive 

effects.79 Phosphorylation in the C-terminal part of the ubiquitin-conjugating 

domain79 or in the proximity of the catalytic cleft252 may have an impact on the 

dynamics of this loop .  

In the open state (Figure 13), the catalytic cysteine is accessible for Ub, and L7 

interacts through the hydrophobic residues with L4. L7 also plays a role in the steps 



that follow Ub-charging in the E2 catalytic cleft.76,79 Once displaced in the open 

conformation, loop 7 can provide an interface to interact with the positively charged 

face of Ub and to recruit the Cdc34 cognate Rbx domain of the E3 complex.76 In line 

with these suggestions, in a recent study based on Protein Structure Network (PSN) 

approaches (see also Chapter 4.5.), we identified communication paths from the loop 

to the known interface for recruitment of E3 enzymes and showed that these paths are 

reinforced and more ‘tunneled’ in the open active states of the protein.253 

Interestingly, open states are likely to be sampled also in the wild type non-

phosphorylated variant,79 suggesting that they are an intrinsic property of the Cdc34-

like E2 ensembles even if further studies are needed to better address this point.  

The mechanisms elucidated by our computational studies on Cdc34 and other related 

enzymes were supported by experimental validation. NMR and mutational studies 

show that the interface of Rbx1 for recruitment of Cdc34 includes the residues 

predicted by our model, and supported by a recent experimental study on the role of 

the acidic insertion in Cdc34.79,254–256 

 

3.5. Transcription factors and DNA-induced 

conformational changes 

Transcription factors (TF) are often multi-domain proteins and multiple cases have 

been reported where linkers and loops have crucial roles.257 For example, the 

glucocorticoid receptor (GR) structural dynamics relies on an important allosteric 

linker region. GR consists of N-terminal domain, a DNA-binding domain (DBD), a 

linker region, a ligand binding domain (LBD) and the C-terminal domain.258 The 

binding of hormones, which act as agonists, occurs in the cytoplasm and induces a 

major allosteric change. The GR then homodimerizes and translocates to the nucleus 



where the DBD can bind to specific DNA response elements (REs) to initiate 

transcription. DNA binding can induce a conformational change of the ‘lever arm’, 

which in turn alters the cofactor-binding site and modulates GR’s activity. Allosteric 

conformational changes can also further alter GR surfaces that interact with different 

coactivators, cofactors or other transcription factors. Thus, in a complex array of 

dynamics, GR provides an example of how a linker can tightly modulate through 

allosteric effects binding with multiple partners and DNA.5,259–261 Even a single base 

pair change in the RE leads to altered functional effects, which are also mediated by 

allosteric propagation.262  

These general importance of TF dynamics is also exemplified by p53. Binding of the 

p53 DBD to the p53 REs initiates a signal that propagates to the p53 activation 

domain (p53AD). Here, the DNA acts as an allosteric effector and the signal 

propagates from the DBD to the activation domain through a flexible linker.5 

Different REs provide different atomic contacts with the DBD, which result in 

different pathways.263–265 Moreover, DNA not only acts as allosteric effector through 

linker propagation in p53, but it might also induce effects within the p53 DBD 

domain itself regulating the conformation of distal loops that are likely to be 

important interfaces for recruitment of other binding partners.264,266 

Thus linkers in multi-domain transcription factors can have crucial and general 

importance.267 A DNA-binding protein needs not only to bind DNA with a certain 

affinity but it also has to scan with a reasonable speed the DNA sequence to identify 

the specific target site. In this context, multi-domain architectures connected by 

disordered loops are advantageous to accelerate the kinetics of search of the binding 

site along the DNA sequence.268 Two (or more) domains can be tethered together, 

through the linker so that one domain is characterized by high affinity for the DNA 



(i.e. high stability) and the other one has a lower affinity which allow for a search 

along the DNA sequence, providing a functional strategy for transcription factors.268   

Their action relies on a ‘monkey-bar’ mechanism in which the protein can form a 

bridged intermediate between two distant DNA regions.268 The dynamics of these 

biomolecular machines is highly dependent not only on the affinity of the domain 

components for DNA but also on the length of the linker region that connects them. 

These mechanisms have been proposed by computational studies269,270 and supported 

by experiments and mutational studies.271 The authors also demonstrated that when 

the asymmetry in the properties of the two different domains (i.e. high vs low affinity 

for DNA) is avoided, the proper functionality of the protein is lost. .271  

Another example of important structural communication between DNA binding loops 

and potential regions for cofactor recruitments are ARID/Bright DNA binding 

domains of different transcription factors including ARID3A and Dri.272–275 We 

employed PSN (see Chapter 4.5.) and MD simulations (see Chapter 4.1.) to study the 

conformational ensemble on the microsecond time scale of this poorly explored class 

of TFs.276 The definition of nodes and edges that occur with highest probability in the 

paths of long-range communication allowed identifying important residues in the 

dynamic ARID domain network. These edges and nodes are likely to be the most 

important component for transmitting the effects over long distances. We showed that 

structural communication to the DNA binding loops in ARID domains can pass 

through a subset of conserved hubs that are also known experimentally to affect 

protein function, stability and the interaction with DNA.277 The effects of single 

mutations on the communication paths helped identify helix 5 as a central region for 

allosteric communication. We identified pre-existing communication paths in the 

unbound ensemble to the DNA binding loops that are strengthened by the interaction 



with DNA. The region surrounding a tyrosine residue (tyrosine 119) of helix 5 has 

been proposed as hotspot for cofactor recruitment and it is likely to be allosterically 

regulated by DNA interaction through communication with the DNA-binding loop 

(Figure 14). This mechanism resembles the conformational modulation of cofactor 

recruitment interfaces in p53 DNA binding domain, suggesting that this can be a 

common mechanism for TFs’ DNA binding domains.  

 

4. Computational methods to study structure and dynamics of 

loops and linkers 

4.1. Molecular dynamics simulations 

Thanks to general advances in computer power, the development of dedicated 

hardware and advances in software and algorithms, atomistic molecular dynamics 

(MD) simulations are emerging as powerful approaches to characterize at the atom-

level protein dynamics on timescales from picosecond to microsecond and even 

milliseconds in few cases.14,16,278,279 Coarse-grained descriptions, where the physical 

model to describe the protein and the environment is further simplified, may also be 

used to describe general patterns in protein dynamics, for example when combined 

with elastic network models.280,281 Most other computational approaches classify 

protein dynamics according to the magnitude of the fluctuations and the 

conformational change but they lose the details of the underlying time scale. In 

contrast, MD has the potential to describe directly the dynamical properties, though 

further efforts are still needed to examine the extent to which MD simulations can 

capture the timescales and mechanisms of conformational dynamics. The MD 

community itself has often had to compromise to study in a statistically significant 



way conformational changes occurring on long time scales, relying for example on 

enhanced sampling approaches (see Chapter 4.2.).  

4.2. Enhanced sampling atomistic simulations 

The flexibility of highly dynamical elements, such as loops, hinges and linkers, can 

often result in their structure being difficult to observe with high-resolution structural 

biology techniques, such as X-ray crystallography or NMR. A typical example of this 

is the activation segment of protein kinases (discussed in Chapter 3.3.), which is 

missing in most deposited crystallographic structures and is mostly invisible in NMR 

spectra. Molecular dynamics simulations can be extremely helpful in these cases, 

recovering an atomic level description of the structure and dynamics of these elements 

and allowing investigating the complex underlying allosteric communication. MD is 

often based on a full-atom classical description of the system, whose dynamics is 

obtained by integrating Newton’s equations of motion.282 Complex potential functions 

involving a large set of carefully determined parameters (a so-called “force field”) 

allow mimicking the physical evolution over time for the system under consideration. 

The efficacy of MD force fields in predicting the natural dynamics of biological 

systems is continuously tested as more accurate potentials are constantly being 

developed.283–285  

Using long multi-µs MD simulations Shan and coworkers286 were able to identify an 

allosteric pocket between the αFG and αGH loops in Src kinase, invisible in the X-ray 

structures, able to bind the tyrosine kinase inhibitors Dasatinib and PP1. Similarly, 

Sahun-Roncero and coworkers191 were able to rationalize the allosteric effects and 

negative cooperativity of ligands binding to the choline kinase. The ligands were 

shown to affect the hinge motions of the protomers in the dimer. However, these 

successful examples were possible due to the intrinsically short time scales of the 



events observed and in some cases the use of special purpose machines, like Anton.287 

More generally, conventional MD simulations are limited by the time-scales that can 

be directly accessed. While a typical atomistic MD simulation lasts up to a few 

microseconds, the conformational changes involved in allosteric regulation can take 

place on much longer time-scales. Different approaches have been developed in the 

last decades to overcome this so-called “time-scale problem”. These methods, 

generally referred to as “enhanced sampling” methods, are numerous and discussing 

all of them is beyond the scope of this review. Here we will concentrate on the two 

categories that are often used to sample conformational changes linked to allostery: 1) 

those that run different replicas of the same system under different conditions (multiple 

replica methods) and 2) those that apply a bias potential to enhance the sampling of 

(and reconstruct the free energy as a function of) a set of collective variables (CVs) 

that describe the reaction coordinate (CV-based methods). 

The first class of methods is exemplified by Replica Exchange MD (REMD).288 In its 

most popular implementation, Parallel Tempering (PT),289 several copies of the same 

system are simulated at different temperatures. Exchanges of conformations between 

replicas are attempted periodically and accepted with Metropolis-like criteria. As the 

systems at higher temperatures are able to sample a larger portion of the 

conformational landscape, the exchange progressively enhances the sampling of these 

regions at lower temperatures as well. PT has been extensively used to study large 

conformational rearrangements involved in folding.290–294 Using a variant of PT, 

Kubitzki and de Groot were able to study the opening of the E. coli Adenylate Kinase 

(ADK).295 In that study, PT is used to sample the rearrangements of two small domains, 

AMPbd and LID, constituting respectively the AMP and ATP binding sites of ADK, 

and to investigate the chain of events occurring during the transition. Recently, PT was 



used by Palazzesi and coworkers to describe the allosteric communication in the KIX 

domain of the CREB binding protein.296 Two conformational states are possible when 

KIX is associated with the transcription factor Mixed Lineage Leukemia (MLL), one 

of which is “invisible” to experimental techniques due to the short lifetime. The 

authors were able to characterize the minor state and rationalize the higher affinity of 

ligands binding to KIX in the presence of MLL.  

One of the oldest CV-based methods, which are still frequently used, is umbrella 

sampling (US).297 In US simulations, a harmonic “umbrella-like” potential is added to 

the system as a function of a few collective variables (CV), which are, in turn, 

functions of all the atomic coordinates. As PT, US has been extensively used to study 

large-scale allosteric conformational transitions. For instance in adenylate kinase US 

was used to show that a population shift mechanism was involved in the allosteric 

transition.144 In dihydrofolate reductase, large scale functional rearrangements of the 

Met20 loop were observed.298 US was also used to study the hinge motion of the 

ribose-binding protein (RBP).299 RBP is formed by two homologous domains 

connected by a 3-strand hinge region. Binding of the substrate induces the closure of 

the two domains on the ribose. The reported results suggest that, while the open state is 

the most stable minimum in the apo structure, closed conformations are still relatively 

populated and, upon binding, a shift in population towards the closed structure occur. 

The authors were also able to establish that the higher stability of the apo open state is 

mainly due to the conformational entropy. Roux and coworkers also employed US to 

study the large conformational rearrangements of the activation loop of Src kinase (see 

also Chapter 3.3.).300 The authors observed that, in the absence of phosphorylation, the 

activation segment is highly dynamical, sampling several conformations, thus not 

being restricted to the catalytically competent one. Upon phosphorylation, a narrower 



region of the conformational space is explored, consistent with the kinase being locked 

in its catalytically competent state. US simulations of a kinase of the same family, Hck, 

also concluded that the closed A-loop conformation is the most stable in the absence of 

phosphorylation.301 

Besides US, another CV-based method that has gained considerable momentum in 

recent years is Metadynamics.302,303 This method and its variants are available for 

several MD simulation software thanks to the open-source PLUMED plugins.304,305 In 

metadynamics, a history-dependent bias is progressively added to the system in the 

form of small Gaussians gradually disfavoring regions of the conformational space that 

have already been visited. In this way, Metadynamics simulations both act to enhance 

sampling by driving the system to sample new regions of the conformational landscape, 

and at the same time provides an imprint of the free energy landscape of those regions 

that have been explored. Metadynamics was used to study and reconstruct the free 

energy landscape associated with the large conformational transition of the A-loop of 

EGFR required for receptor activation and the allosteric effect of oncogenic mutations 

on the equilibrium between the open and closed states of the loop.306 Metadynamics 

was also used to study the open-to-closed conformational transition of the A-loop in 

other bio-medically important kinases such as B-Raf.307,308 In Abl these methods were 

used to understand the activation by the SH2 regulatory domain in the “top-hat” 

position.192 Metadynamics has also been combined with RE to understand the mode of 

action of the allosteric FGFR inhibitor SSR (see also Chapter 3.3.).219  

4.3. Elastic Network Models 

Methods based on elastic network models (ENMs) have been extensively used to 

investigate flexibility in proteins,41,280 helping to predict dynamics and get insights 

into the molecular mechanisms of function and allosteric regulation.19,41 ENMs rely 



on harmonic models that describe molecular systems, like proteins, as networks 

composed by nodes, corresponding to the positions of atoms from the 3D structure, 

connected by edges that are the interactions between nodes. In such models the nodes 

usually correspond to atoms or single residues (the position of the Cα atoms), but 

some models use different levels of resolution, e.g. a single node for representing 

multiple residues.309 The existence of models with different level of resolution in the 

coarse-grained representation of the molecular system provides large scalability in 

ENM techniques. In ENMs, a contact is counted between a pair of atoms when a 

distance that is smaller than an empirically chosen cut-off separates them. The 

interactions are represented by springs, constituting harmonic restraints over the 

motions from the starting structure. Based on harmonic potential, ENM methods 

predict the collective motions starting from only the 3D structure of the protein and 

the associated network of native contacts. Such methods assume that the starting 

structure is a minimum energy conformation, e.g. variations from that structure result 

in an increase in energy and net force aimed to restore the equilibrium. With this 

approximate representation, ENMs can accurately predict motions and behavior only 

near the global energy minimum, such as for example starting from experimental 

structures. ENMs were used in combination with Normal Mode Analysis methods 

(NMAs) and approaches based on Principal Component Analysis (PCA).310 

Commonly employed ENM models are the so-called Gaussian network model 

(GNM),311,312 anisotropic network model (ANM),313 and torsional network models 

(TNM).314 For example, ENM-based approaches can identify protein dynamics at the 

equilibrium, e.g. describe from the slowest modes the changes between different 

substates of a protein, in agreement with X-ray crystallography and show 

correspondence with collective motions described from MD simulations.315,316 ENMs 



permit to predict motions that occur over timescales of microseconds or slower that 

are considered to be important for the global dynamics of the proteins and in some 

cases proposed to be functionally relevant.19 In this context, the ENM methods are 

useful tools to investigate global motions and predict the accessible conformational 

changes near the native state. ENMs have been used to get insights into a variety of 

motions and biological mechanisms associated with protein functions, where loops 

and linker regions or hinge motions play a crucial role.19,62,317–322 They also predict 

the residues or protein regions most involved in the protein motions.41 They can thus 

provide a suitable alternative to atomistic MD simulations when the study of slow 

timescale motions by MD becomes too computationally expensive, such as in very 

large macromolecular complexes. Since ENMs are simple approaches and depend on 

a small number of parameters they allow a fast analysis of complex biomolecular 

systems. An advantage of ENM models is that they can be applied to a wide range of 

biological systems, such as large protein complexes,323 membrane proteins,324–326 and 

ribosomes327–330 thanks to their relative simplicity, scalability and their low 

computational cost. Web servers have also been developed to apply ENMs to 

investigate motions in proteins and biomolecules, such as the recent ANM 2.0 

(http://anm.csb.pitt.edu) to cite an example.331 It is however important to keep in mind 

some limitations in the application of ENMs to avoid misleading interpretations. For 

example, ENMs do not provide information about the specific time scale of the 

predicted motions. Moreover, it is generally assumed that ENMs are most useful to 

predict global motions and investigate long-range processes and allosteric effects, but 

may lack accuracy in the identification of local motions; this assumption, however, 

appears in contrast to the fact that the harmonic expansion is inherently most accurate 

locally. Additional limitations can arise from the definition of distance cut-offs for 



harmonic contacts. Because of the harmonic approximation, ENMs can accurately 

predict only motions near the global energy minimum and are limited in predictions 

of conformational transitions to minor states, although recent applications are 

exploring this area.332 

4.4. Methods based on higher-order statistics 

To understand allosteric mechanisms it is essential to investigate conformational 

ensembles of proteins and quantitatively describe the populations of sub-states, as 

well as motions enabling the transitions between them.39,114 As mentioned above, 

MD simulations are promising tools to describe protein conformational ensembles 

at the atomic level (see Chapters 4.1. and 4.2.). The possibility to execute one or 

more microsecond-length, or indeed millisecond, MD simulations leads to a large 

amount of data. Handling the analyses of such large amounts of MD trajectories 

and making the best out of them is challenging. In particular, the community now 

needs new or enhanced tools to efficiently and accurately detect conformational 

changes in protein ensembles. Visual inspection of simulation trajectories is still 

a crucial initial component, but becomes difficult as the amount of data increases. 

Thus, semi-automated analysis methods are often necessary to focus attention on 

key events in simulations, and also provide the starting point for more 

quantitative analyses. Analysis tools based on principal component analysis of 

MD trajectories have long been used to detect major conformational changes in 

proteins.333 Despite their utility, such methods have shown limitations in their 

accuracy to identify populations and may not be sufficient to describe the 

complex conformational landscape of proteins.334–337  

To overcome these issues, novel methods based on the so-called higher-order 

statistics have been recently proposed for the analysis of highly multidimensional 



MD ensembles.338–340 Higher-order statistics methods can reveal motions and 

characterize sub-states, including minor and transient structural populations that 

are challenging to unveil with alternative analysis tools. The main advantage of 

these methods is that they are able to identify also the individual components 

underlying the global dynamics, such as specific structural regions or subset of 

residues. Here we provide examples of some of the most recent such methods, 

their major advantages and limitations, as well as their application in the study of 

allostery and structural communication. 

Shaw and co-workers developed TimeScapes, a package of analysis methods to 

structurally investigate micro-millisecond MD ensembles.338 The TimeScapes 

approach is based on the observation that structural events in proteins are 

frequently associated with alterations in the contacts between residues. 

TimeScapes provides a time-dependent measure of the evolution of 

intramolecular contacts, indicated as the “activity” of the system, measuring 

broken and formed contacts between side-chains of pair of residues during MD 

simulations. It uses a coarse-grained model to describe the residues and employs 

a contact metric based on a method to estimate time-dependent contact graphs 

and identify significant alterations in the ensemble of conformations. The 

measure of activity permits one to monitor the global evolution of the protein 

during the MD trajectory, identifying periods of low activity or “basin” that 

correspond to local stable sub-states of the protein, separated by periods of high 

activity or “transitions”. Moreover, the TimeScapes tools have the advantage of 

structurally localizing the individual components that underlie the conformational 

changes along time, where these are associated with the formation and breaking 

of contacts. Such analysis has higher sensitivity and describes detailed structural 



information that is difficult to extract with methods based on Cartesian 

coordinates. Since the TimeScapes analysis depends on variation of contacts, 

biological events that do not significantly alter the proteins cannot be investigated 

in detail. One example of TimeScapes applications is provided by the study of the 

effects of inhibitory peptides on the conformational ensemble of a bacterial toxin, 

describing the molecular mechanisms associated with the inhibition process and 

the related alterations in protein dynamics.341 In another application, it has been 

used to characterize the allosteric properties of kinesin motor domains associated 

with ATP hydrolysis.342 

Recently Shaw and collaborators also proposed another statistical method called 

“simultaneous penalized likelihood estimation” (SIMPLE).343 The SIMPLE 

method starts from a large number of time-series measurements, such as distances 

between atoms monitored during MD trajectory, and identifies the events 

corresponding to collective changes in a subset of specific measurements. 

SIMPLE describes which subset of input measurements are involved in each 

conformational change and the associated structural elements in the protein. The 

authors reported that SIMPLE has better performance and accuracy in detecting 

conformational populations and changes during protein simulations than other 

current methods used to analyze MD simulations, such as PCA. 

Agrawal and collaborators proposed quasi-anharmonic analysis (QAA) a tool 

based on the usage of higher-order statistics of positional deviations obtained 

from MD ensembles.337,339 QAA uses fourth-order statistics to investigate 

anharmonic fluctuations of atomic positions during MD simulations and organize 

the conformational landscape in a multi-level hierarchy of sub-states, which 

allows one to extract details related to structural changes. QAA has been used to 



analyze MD simulations of ubiquitin, 0.5 µs of sampling time and T4 lysozyme, 

highlighting the presence of substates that resemble those in molecular 

recognition of multiple binding partners and even substrates in the unbound states 

of the proteins.336. QAA approaches have been recently extended to develop a 

tool to analyze long time-scale MD trajectories, called Higher-Order Statistics 

Toolbox for Molecular Dynamics, or HOST4MD, which is based on higher-order 

statistics and QAA.339 HOST4MD was used to investigate allosteric motions in 

the enzyme adenylate kinase in its unbound forms, pointing out the dynamical 

coupling between sub-domains and structural transitions among open/closed 

states.  

The higher-order statistic methods discussed here require long simulations in the 

time-scale of micro- millisecond to provide effective results since they suffer 

from limitations in sampling performed during MD simulations and 

approximations that are still present in the force fields.14 These tools, however, 

can accurately analyze large and complex datasets as the one produced by MD 

simulations, in which there are many measured observables, permitting to 

efficiently capture the biologically relevant conformational changes. They 

provide an advantage in identifying the individual structural elements or even the 

individual residues involved in the conformational change, thus allowing 

dissecting the molecular mechanisms underlying the conformational changes and 

relating them to allosteric events and biological functions.  

4.5. Protein Structure Networks 

Methods inspired by graph theory and relying on the network paradigm have been 

used to describe dynamics and structural properties of proteins.15,43,44,344–346 The weak 

intramolecular interactions in a protein can be collectively represented in the form of 



a network, i.e. a Protein Structure Network (PSN), where the residues are the nodes of 

the network and they are connected by links (edges) that depend on their interaction 

strength or their energetic coupling. PSN can be derived in many different ways and 

recently many of them have been compared according to the way in which the edges 

are defined. PSNs are generally ‘small worlds’,347,348 a property important for fast 

transmission of the conformational change over long distances. The residues can 

communicate through the shortest paths available and multiple paths have been 

observed between the same pair of distal sites with many nodes in common.37,276 The 

capability of PSN methods to define paths of communication over long distances 

makes them a suitable technique for prediction of allosteric effects in protein 

structural ensembles. PSN methods can be, in principle, applied to conformational 

ensembles derived by NMR, MD, ENM or other coarse grained methods. PSN 

approaches can thus be used to provide a subset of paths of communication between 

distal residues that are likely to be the paths that allow the propagation of structural 

communication or even predict allosteric hot spots in a protein structure. Examples of 

these approaches are reported in Chapters 3.4 and 3.5. 

It is important to couple these methods to experimental validation. Indeed, we cannot 

know a priori if the paths that have been calculated in a structural ensemble are really 

relevant for the experimentally observed protein dynamics.15 Some examples are 

available supporting a relationship between calculated networks and the ones 

observed experimentally but they might still be limited to specific cases and 

additional studies are required.46,48  

5. Combining experimental biophysics and simulations to 

study structural dynamics and correlated motions 



Computational methods such as those described above have provided a wealth of 

information about the structural dynamics of proteins and their functional effects via 

allosteric regulation or long-range communication during functional cycles. Methods 

such as molecular dynamics or Monte Carlo simulations can provide an atomic level 

description of these processes and, in certain cases, the timescales and energetics 

involved. As discussed in Chapters 4.1. and 4.2, simulations are, however, inherently 

limited by the accuracy of the biophysical models (e.g. force fields and energy 

functions) as well as the timescales that can be sampled,278. There has been 

considerable progress in the accuracy of simulation methods and, combined e.g. with 

enhanced sampling procedures (Chapter 4.2.), one may study processes that occur on 

a wide range of timescales that include fast (ps-ns) local motions, loop motions on 

various timescales (Chapter 2.1.2.) as well as slower motions on the µs–ms, or 

beyond, that involve longer range correlations and cooperative dynamics. Despite this 

progress towards fully predictive computational approaches, experimental studies 

remain an integrated part of our understanding of structural dynamics and allosteric 

communication in proteins. Below we provide an overview of different kinds of 

approaches for combining experiments and simulations, followed by examples of how 

these approaches have been used to study protein motions. 

5.1.  Validating simulations 

In the simplest - but important - cases, experiments can provide detailed and accurate 

benchmarks for validating computational studies. Comparisons between experimental 

NMR relaxation order parameters and MD simulations provide increasingly strong 

evidence for the ability of simulations to model accurately fast motions in the 

polypeptide backbone when the simulations are sufficiently long, a suitable force field 

is used,349 and simulations and experiments are compared in an appropriate fashion.350 



Similarly, comparisons between simulations and NMR residual dipolar couplings 

(RDCs), scalar couplings285,351 or chemical shifts,352 suggest that simulations can also 

model reasonably well the slower motions. Such comparisons between simulations 

and experiments lend credibility to our ability to model e.g. loop motions, which in 

turn provides opportunities for purely computational procedures such as those 

described above (see Chapter 2.1.2.).59  

5.2. Improving biophysical models 

Sometimes the comparison between simulation and experiments leads to differences 

beyond the experimental uncertainty. Once it has been ruled out that such differences 

are not due to limited sampling or inaccuracies in the way experiments and 

simulations are compared, the results may provide useful clues about remaining 

deficiencies in the models (force fields, energy functions, statistical potentials) 

used.353,354 Importantly, such comparisons may subsequently be used as targets for 

force field optimization where the aim is to change the parameters in the energy 

function so as to improve agreement with experiments.355–357 As in any such 

optimization procedure it is important to separate the data used for optimization from 

that used in subsequent testing and validation of the resulting models. A particularly 

promising strategy is targeting directly biophysical data, often from NMR 

spectroscopy, measured on proteins or peptides. While such measurements do not 

provide restraints for all parts of the energy functions, they provide extremely useful 

supplements that probe and restrain the particular cooperative and long-range 

interactions that separate the properties of macromolecules from those of small-

molecule analogs. 

5.3. Restraining molecular simulations 



An alternative approach for using experimental data to modify simulations is to 

integrate the experimental measurements directly into the generation of 

conformational ensembles. Numerous methods for doing so exist, and a 

comprehensive overview is beyond the scope of this review. At the most general 

level, the different methods can be separated into two classes. In the first, one 

generates a large set of conformations by purely computational means without using 

experimental data, and then subsequently selects a subset of these structures to 

generate an ensemble that agrees with experiments.358 In other approaches, these two 

steps are merged so that the experimental data are used directly during the process of 

generating of the ensemble.359 While the two approaches differ in certain aspects they 

can often be thought of as two different strategies for obtaining the same goal. In 

particular, in a Bayesian framework, the two methods can be thought of as combining 

a set of prior information (typically a transferable force field) with new information 

(in the form of the experimental data on the system) to generate a posterior 

distribution (the final conformational ensemble).360–363 In this way, the approach can 

both conceptually and formally be regarded as modifying an existing, transferable 

energy function using experimental data to generate a new, system-specific energy 

function. Thus, in this way the experimental data is used to remove some of the 

uncertainty and potential errors associated with using non-perfect energy functions.340 

Recent developments have strengthened considerably our fundamental understanding 

of the theory behind such approaches, and they can in turn provide a mechanistic 

framework for understanding allostery.38 

5.4 Targeting experimentally observed processes 

The three areas described above represent well-defined approaches in which 

experimental data can be used to validate, optimize or modify molecular simulations. 



Such approaches require, however, quantitative data that can be compared with 

simulations. Often, a more informal approach is taken to combine experiments and 

simulations. In particular, one often has less easily quantifiable data that probe 

conformational dynamics or structural changes. These might include crystal structures 

of a protein in different states, but where the relative populations or energetics 

involved are not known. Mutational studies can provide hints towards long-range 

allosteric networks where e.g. a mutation is shown to have a quantified effect distal to 

the mutation site, but where again the structural or dynamical details are neither 

probed nor known. In such cases, the experimental data can sometimes be used to 

design simulation studies that target directly the processes probed by the experiments, 

but where quantitative validation or modifications are difficult. 

5.5. Specific examples of combining experiments and simulations 

Below we describe a few specific examples that illustrate the approaches outlined 

above, with a focus on how simulations and experiments together can be used to 

understand the molecular details and structural and dynamical origins of allostery and 

long-range communication in proteins. 

NMR relaxation methods can be used to probe local order parameters, S2, that report 

on the amplitudes of backbone and side chain motions in proteins. Such 

measurements provide valuable data for validating molecular force fields and have in 

particular been useful in highlighting how earlier force fields resulted in erroneously 

large amplitude loop motions at the relevant timescales.349 It is, however, much more 

difficult to probe correlated motions, in particular over longer length scales, using 

NMR relaxation measurements. In an elegant study, Mayer and co-workers combined 

mutagenesis and NMR measurements to probe correlated dynamics in the IgG-

binding B1 domain of protein G (Protein G).364 They measured local backbone 



dynamics in wild type Protein G as well as in ten mutants in which position 53 near 

the C-terminus was substituted for a range of different amino acids. The different 

mutations led to varying changes of the backbone dynamics, and by examining 

whether these mutation-induced changes of S2 at two sites were correlated they were 

able to provide a “correlation map” of the dynamics in Protein G. The results reveal 

both local and long-range correlated changes in S2 values and suggest that at least 

some of these report on correlated motions within the protein. However, such 

experiments can only provide indirect evidence for the correlated movements of 

atoms in a protein. To gain more direct atomic-level insight as well as provide a 

structural interpretation of the experimental data, Lange et al performed molecular 

simulations of wild type protein G and calculated both S2 values and a map of the 

correlated motions.365 The simulations revealed quantitative agreement with the 

experimental S2 values for the wild type protein. Analysis of the correlated motions 

suggested that these are mostly local, with only much weaker correlations between 

spatially distant amino acid residues. While the overall picture is similar, this 

observation differs from that obtained from the mutational analysis.364 As no 

simulations were performed of the mutant proteins, it is unclear whether the apparent 

wider spread of long-range correlations observed in experiments is an outcome of 

using mutations to probe correlations, or whether the simulations underrepresent such 

correlations. 

The issue of correlated motions in the polypeptide backbone has also been explored 

using NMR RDCs and trans-hydrogen bond scalar couplings, again using protein G as 

a model system.366 In that work, Bouvignies et al used a very large set of RDCs to 

generate an ensemble of peptide plane orientations that fit the data. Thus, in this work 

these experimental data were used directly to obtain the ensemble. The analysis 



revealed an intriguing pattern of motions with alternating small- and large-amplitude 

motions along each beta-strand that was repeated across the entire beta-sheet in 

protein G. This pattern suggests correlated motions across the hydrogen bonds that 

connect the beta-strands, an observation supported further by comparing the ensemble 

to trans-hydrogen bond scalar couplings that were not used in fitting. When the 

motions of pairs of hydrogen-bonded peptide planes were assumed to move in a 

concerted and correlated fashion these independent scalar couplings were more 

accurately predicted. 

The same kind of correlated, hydrogen-bond-mediated backbone fluctuations have 

also been studied more directly by MD simulations restrained with experimental 

RDCs. Using ubiquitin as a model system, Fenwick et al generated an ensemble of 

ubiquitin conformations that simultaneously represents the information encoded in a 

modern and accurate force field and at the same time satisfies the information in the 

experiments.367 Analysis of the resulting conformational ensemble clearly reveals 

correlated motions not only locally; but also between residues that were spatially 

distant across the entire beta-sheet. While such long-range correlated motions are 

extremely difficult to detect directly from the experimental data, both this example 

and that of protein G above demonstrate how computational models restrained by 

experiments can help extract such information from experiments. 

Allosteric effects often involve the ability of a protein to adopt two or more distinct 

and different conformations, whose relative stabilities depend e.g. on the binding of 

ligands or changes in the environment. Adenylate kinase is a multi-domain enzyme 

that converts ATP and AMP into two molecules of ADP. The enzyme has three 

domains and crystal structures reveal substantial domain reorganization between a 

central core domain and the two ATP and AMP binding domains when substrates 



bind. By generating collections of structures and selecting ensembles that fit the 

experimental RDCs, Esteban-Martin et al provided strong evidence for correlated 

interdomain motions where the two domains appeared to close in a concerted 

fashion.368 

Crystal structures may also be used as experimental data to study mechanisms of 

conformational exchange. Again using adenylate kinase as an example, Wang et al 

used a multi-state structure-based model to describe the conformational free energy 

landscape.369 In such an approach, a system-specific energy function is constructed so 

as to have distinct minima at the known crystallographically-resolved states. 

Combined with an additional physical description of protein electrostatics, this model 

allowed the authors to observe transitions between the various states and thus to 

describe the mechanism of exchange that could not be obtained directly from crystal 

structures. 

As structure-based models are based on the assumption that state-specific contacts 

dominate the shape of the entire free energy landscape it is desirable to be able to 

portray conformational exchanges by a more physics-based description. The 

functional effect of the structural dynamics in the enzyme cyclophilin A has recently 

been studied using a range of techniques. NMR experiments revealed extensive 

motions in this small enzyme with an exchange between at least two distinct 

conformations that occur on the timescale of catalysis both in the presence and 

absence of substrates.370 A detailed analysis of the electron density from room-

temperature X-ray diffraction experiments provided hints to a minor, transiently 

populated conformation.371 Based on the structural difference between the two states 

the authors designed a mutation that substantially perturbed the conformational 

exchange process. Intriguingly, despite the mutational site being ~15Å away from the 



central catalytic residue, the perturbed dynamics causes a several-hundred-fold drop 

in the catalytic efficiency demonstrating the long-range nature and functional 

importance of protein motions and conformational changes. To explore this 

conformational exchange process and the associated free energy landscape, Papaleo et 

al used all-atom, enhanced sampling metadynamics simulations with.48 The 

simulations used as starting point the experimental information about the regions in 

which the motions were expected. In particular, the authors used the key 

conformational differences between the two states, observed in the electron density 

maps, as collective variables to drive the simulations. The resulting physics-derived 

free energy landscapes revealed a very good agreement with the experimental 

structural information, and the relative populations of the two states - the wild-type 

protein and the mutant where the residue substitution perturbed the residue network. 

Analyses of the conformational ensembles suggested a communication pathway that 

transmits the structural information from the mutation site to the active-site residue; 

this pathway was also observed in an independent analysis of the experimental data,46  

again indicating that simulations and experiments can converge to the same answers. 

As described above X-ray diffraction data can be used to study not only the dominant 

structure of a protein, but also to reveal information about excursions away from this 

state. In the context of allosteric effects, diffuse (non-Bragg) diffraction is particularly 

appealing as it has the potential to provide information about correlated motions in 

proteins.372 An early application of this technique to Staphylococcal nuclease implied 

liquid-like motions with correlations up to distances of 10Å.373 Early simulations 

suggested that it might be difficult to sample these correlated motions,374 but with 

increased computing power and more efficient algorithms for simulations it has 

recently become possible to compare MD simulations and diffuse scattering 



experiments.375 While the simulations resulted in good agreement with the overall 

properties, less good agreement was observed with the anisotropic motions probed by 

experiments. This both suggests areas for improvement and points to the fact that 

additional information might be extracted by restraining the simulations with diffuse 

X-ray scattering data.372 

The examples described above provide a glimpse of the many ways through which 

experiments can be used to study allostery and correlated motions, and how a direct 

integration of experiments and simulations provides a powerful approach to extract 

information and provide structural models. As experimental and computational 

approaches continue to improve we expect that such integrative approaches may help 

reveal new principles and provide quantitative descriptions of protein allostery. A 

recent intriguing example has been provided by NMR spectroscopy that demonstrated 

very clearly how allosteric signaling may occur in the apparent absence of 

conformational changes, and how changes in protein dynamics may provide a 

powerful driving force for transmitting signals across proteins.376,377 However, 

noteworthy, even though it may seem that allostery took place through sheer 

dynamics because a structural comparison between the active and inactive states does 

not detect a conformational change, it does not mean that there is no such change.55 In 

general, the lack of observable conformational change may be due for example to 

crystallization conditions and crystal effects, because one of the states is disordered, 

due to structural comparisons disregard the quaternary protein structure, overlooking 

synergy effects among allosteric effectors including DNA and proteins and graded 

incremental switches,378 too short molecular dynamics simulations and more. New 

and improved combinations of experiments and simulations are needed to understand 



and fully describe the origins, modes and functional consequences of the expanding 

view of allostery. 

 

6. Concluding remarks 

Even when it comes to the function of mostly disordered regions, such as loops or 

linkers, unrelated proteins that are characterized by different sequences and folds can 

share common themes. These regions undergo many conformational changes in the 

free and in the bound states and by mediating conformational and dynamic changes 

they often exert their effects over long distances. It is challenging to unravel - in 

atomistic detail - these complex conformational changes and motions, which often 

occur over a diverse range of scales in time and space. Integrating computational and 

experimental techniques may help reach this aim, and systematic studies may help to 

identify common properties. Today it is clear that loops and linkers do not act merely 

as flexible connectors between distinct folded domains or secondary structural 

elements of a protein; instead they have an active – and critical - role in protein 

function and allostery. As such they provide powerful biological design principle.379 

Recall the age-old paradigm of ‘not observed does not imply that it is not there’. Even 

if subtle and not visually observed for all the reasons discussed above, allostery 

induces conformational and dynamic changes which control function, and loops and 

linkers – as well as chain termini not discussed here - are key components designed, 

optimized and retained by evolution to mediate and modulate its action.  
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Figure Legends  

 

 

 

Figure 1 Time scales of loop dynamics in proteins. The loops are classified as 

proposed by Brüschweiler and coworkers59 based on the Cα−Cβ bond vector S2 order 

parameters calculated from Molecular Dynamics trajectories and compared to NMR 

chemical shifts. The time scales of loop dynamics have been divided accordingly to 

their flexibility as “static” over the length of the MD trajectory (500 ns) indicated 

with azure, “fast” loops with correlation times smaller than 10 ns (red) and “slow” 

loops with correlation times larger than 10 ns (yellow). In the figure we reported five 

representative proteins studied in the work: A) Hsc20 (PDB 1FPO) B) CspA (PDB 

1MJC) C) C2 domain of synaptotagmin I (PDB 1RSY) D) S1 domain of RNase E 

(PDB 1SMX) E) Protein CC0527 (PDB 2O0Q). 



 

 

Figure 2. Triggering and triggered loops. The two crystal structures of the β1,4-

galactosyltransferase-I (β4-Gal-T1) in the unbound (green PDB 1FGX) and substrate 

bound state (orange PDB 1NKH). Upon the substrate binding the functional long 

(Ile345-His365, the triggered loop) loop undergoes to a large conformational change 

of more than 20 Å, important for enzyme activity. The displacement of long loop is 

triggered and controlled by changes in the interaction with a shorter and highly 

conserved among β4-Gal-T1 family, Trp314 loop (Tyr311-Gly316 the triggering 

loop), that undergo to little conformational changes. The two loops are highlighted as 

cartoon, and the Trp314 is indicated with sticks.    

 

 



 

 

 

Figure 3 Omega loops are often involved in molecular recognition and regulatory 

functions. Furthermore they are frequently associated with allosterically regulated 

regions of the proteins. The Ω loops of cytochrome c (PDB 1HRC) are here showed: 

20’s-30’s Ω loop (green) 40-57 Ω loop (yellow, residues Thr40-Ile57) and 71-85 Ω 

loop (red, Pro71-Ile85). It has been showed that the 40-57 Ω loop acts as a 

cooperative unfolding/refolding elements in the cytochrome c.75 The heme is 

highlighted with ball and stick representation. 

 

 

 

 



 

 

Figure 4 Soft and Rigid Linkers and molecular rulers. Left panel. Domain 

swapping of dimeric diphtheria toxin (DT). A) The DT monomer in the monomeric 

closed state (PDB 1MDT) and B) monomeric open state (PDB 1DDT). The DT 

domains are the catalytic (C, dark red), translocation (T, light green), and receptor 

domain (R, azure). B) The DT dimer in the dimeric state with two open monomers 

interconnected by their R domains (PDB 1DDT). The soft loop, highlighted in yellow, 

between the R and T domains of DT allow the transition from closed to peon forms 

and mediates the rotation and twists of the swapped R domain in the dimer.380 Right 

panel, examples of rigid loops. D) Structure of Human Src protein-kinase (PDB 

2SRC) shown with sphere representation. Src protein kinase comprises a catalytic 

domain, composed by the C-terminal (red) and N-terminal (orange) lobe, and 

regulatory domains SH2 (cyan) and SH3 (dark green). The polyproline type II helix 

of SH2 linker, shown in yellow, of Src family kinases is functionally important for the 

kinase activity. E) Structure of the bacterial transcript cleavage factor GreB (PDB 

2P4V), represented with cartoon. The protein has a C-terminal (dark blue) and a N-

terminal coiled-coil domain (azure). In 



the  bacterial  transcription  elongation  factors  of  the Gre families the N-terminal 

domain acts as a molecular ruler to helps in determining the length of RNA cleaved. 

  

 

 

 

Figure 5. Successive pre-encoded conformational states of linker regions in 

multi-domain proteins. α and β indicate two domains connected by a linker. β1 to 

β4 are different conformations of the second domain that are allowed through 

conformational transitions in the linker region.  

 



 

 

 

 

Figure 6. Geometrical representation of hinges. The hinge region is indicated as P, 

whereas the two domains of lactoferrin (PDB entry 1LFH) are shown as cartoon (N2 

domain blue, N1 domain cyan) and here indicated as M and M', to exemplify domains 

that move as rigid bodies attached by a hinge. Ω indicates the effective rotation axis 

between M and M'. The geometrical parameters to describe the hinge motions are the 

distance d between M and M', the hinge angle  β (named ‘latitude’), the angle 

α(named  ‘longitude’) and the twist angle γ. 

 

 

 

 

 

 



Figure 7.  Hinge motions induced by iron binding in human lactoferrin. The 

crystallographic structures of the iron-bound (holo) (PDB entry 1LFG) and iron-

unbound (apo) (PDB entry 1LFH) states are shown as cartoon in panel A and B 

respectively. The domains of lactoferrin are highlighted with different color: N1 cyan, 

N2 blue, C1 green, C2 green-cyan, while iron atoms are represented by red spheres. 

The two structures show that iron binding induces conformational changes in N1 and 

N2 domains of lactoferrin (similar motions have been reported also for the C 

domains), closing the cleft between them and sequestering the iron-binding site from 

the solvent. The hinge motions permit the formation of the complete iron-binding site 

of lactoferrin, shown in panel C. The binding site is composed by residues in the N1 

domain, Asp60 and His253, N2 domain, Tyr92 and Tyr192 and a carbonate ion. The 

metal coordinates are represented as sticks. 

 

 

 

 



 

 

Figure 8. Examples of loops and linkers involved in allosteric regulation of 

enzymes. A) Dynamics in the dihydrofolate reductase (DHFR). The crystal structures 

of E. coli DHFR, shown as cartoon, point out that the active site loop (Met20 loop, 

residues 9-24) can assume occluded (1RX4, blue) and closed (1RX2, green) 

conformations. In the occluded conformation the Met20 loop extends towards the 

active site blocking the nicotinamide-binding site, while in the closed conformation it 

moves near the nicotinamide ring of NADPH. These motions of the Met20 loop are 

involved in the regulation of different phases of the catalytic cycle. The two cofactors, 

NADPH and folate, are represented in yellow and purple, respectively.  B) The 

Yersinia protein tyrosine phosphatase (PTP) YopH is a highly active virulence factor. 

The crystal structure of the ligand-unbound (PDB 1YPT) and the ligand-bound YopH 

in complex with a phosphate anion (PDB 1LYV) are shown as light yellow 

cartoon.YopH has a highly conserved catalytic site called “P-loop”, shown in orange, 

that includes the nucleophilic Cys403, highlighted with stick representation. As other 



PTPs YopH has the WPD loop (residues 351-361) that comprises the catalytic 

Asp356, shown as stick. For clarity only the WDP loop is shown for the closed 

structure. The WPD loop has open and inactive conformations, shown in purple for 

the ligand-unbound structure, and can assume closed and enzymatically active 

conformations, shown in green for the ligand-bound structure. Such motions of WPD 

loop are important to correctly orient the catalytic Asp356 for catalysis. 

C)Free (PDB 1YPI) and ligand bound (PDB 2YPI) crystallographic structures of 

yeast triosephosphate isomerase dimer. In the free triosephosphate isomerase the loop 

(residues 166-176) is in “open” state, shown in brown. In ligand bound state the loop 

moves for around 7 Å as a rigid lid towards the active site and assumes a “closed” 

conformation, shown in cyan. These motions of the rigid-lid near to active site are 

important for the catalytic mechanism of the enzyme. 

D) The Candida rugosa lipase, as several other lipases, has a  helical  loop (residues 

66-92) that is important for the enzyme function, working as a lid to 

open  or  close  the  hydrophobic  active  site. The crystal structures of Candida 

rugosa lipase for the open (PDB 1CRL) and closed form (PDB 1TRH) are shown as 

cartoon and the lid is highlighted in azure and red, respectively. For clarity only the 

lid is shown for the closed structure. The residue in the active site that are shown as 

green sticks.  

 
 

 

 

 

 

 



 

 

 

Figure 9. The calmodulin (Cam) has a linker important in cofactor binding. The 

crystal structure of Ca2+ unbound (A, PDB 1QX5) and Ca2+ bound (B, PDB 1EXR). 

The protein structures are shown as cartoon and surface and highlighted as rainbow 

gradient from N-terminal (blue) to C-terminal (red). The Ca2+ atoms are represented 

as black spheres. The Cam has two globular domains, each one contains a pair of Ca2+ 

binding motifs called EF-hands, connected by a flexible linker. The interaction with 

Ca2+ is associated with changes in the linker conformation and in the orientations of 

the helices in EF-hands, corresponding to transition from a “closed” (A) to a “open” 

Ca2+-bound form (B). These motions expose a hydrophobic patch between the 

domains that forms a binding site to interact and activate with multiple cofactor 

proteins. The linker is highly conserved and its flexibility is essential for the Cam 

functions. 

 

 

 

 

 



 

 

 

Figure 10. Structure of the Src protein kinase. The catalytic domain (on the right) 

shows the typical structural features of protein kinases: the αC-helix (red), the P-loop 

(or glycine-rich loop, green) and the activation loop (A-loop, yellow). The two lobes 

are highlighted in light grey (N-terminal lobe) and dark grey (C-terminal lobe). The 

long C-terminal tail typical of Src is shown in cyan with the phospho-tyrosine in sticks. 

The two domains SH2 and SH3 involved in the regulation of Src and other kinases are 

shown in purple and orange, respectively. The long flexible (and functionally relevant) 

linker between SH2 and the catalytic domain is shown in blue. 

 



 

 

 

Figure 11.  (left) the structure of the AGC kinase PDK1 bound to the allosteric 

activator PS210 (in cyan). PS210 is bound in the PIF pocket, a pocket formed by the 

αB and αC helices. (right) Residues forming the PIF pocket and interacting with PS210. 

Hydrogen bonds and polar contacts are shown with dotted lines. 

 

 

 

 

 



 

 

Figure 12. Cullin RING E3 ligases (CRLs) are multisubunit proteins composed 

by different proteins: Cullin (CUL), adaptor protein, substrate binding protein (SBP) 

and RING-box (RBX) proteins that binds the E2-Ubiquitin complex. We here shown 

a model of an assembled CLR with an E2-ubiquitin intermediate (A). The model is 

composed by superimposing the crystallographic structures of CUL1–RBX1–SKP1–

SKP2F-box, SKP1–SKP2–CKS1–p27 phosphopeptide and RING–UBCH5–E2 (PDB 

1LDK, 2AST and 4AP4 respectively). The panel A shows the cullin N-terminal 

domain (green) and C-terminal domain (greencyan), adaptor protein SKP1 (azure), 

SKP2 (cyan), CKS1 (dark red),  p27 phosphopeptide (orange), RBX1 (purple), E2 

(magenta), ubiquitin (yellow), NEDD8 (red). NEDD8 binds to the cullins and 

allosterically activates CRL. B) Proposed schematic model for the CRL mechanism 

and the role of hinge region linker in cullins. S indicate the substrate, Ub 

ubiquitin,  Upper left CRL is a flexible two-arm machine and both cullins, Rbx, SBP 



are flexible and can populate wide range of different conformations. Different 

shifts into the populations of  the ensemble of conformations available to CRLs 

promote conformations suitable to initiate the ubiquitination of the substrate from the 

E2 ubiquitin complex (Upper right), chain elongation (bottom right) and formation of 

longer ubiquitin chain thanks to population shifts in the cullins.241  

 

 

 

 

 

 

 

 

 

Figure 13. Open (green) and closed (magenta) states of the acidic loop of Cdc34-like 

E2 enzymes. The loop conformation can regulate the accessibility of the catalytic site 

(in red) and open states might be observed in the free state of the wild type enzyme but 

they are further enhanced by phosphorylation. 

 



 

 

 

 

Figure 14. In ARID DNA-binding domains (showed as cartoons of different colors), 

the DNA binding loops are long-range coupled to a tyrosine residue (red stick) that is 

located in a potential region for cofactor binding. DNA is shown as a reference to 

orient the view. 
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