
JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 99, NO. C12, PAGES 24,995-25,008, DECEMBER 15, 1994 

The sea state bias in altimeter estimates of sea level 

from collinear analysis of TOPEX data 

Dudley B. Chelton 

College of Oceanic and Atmospheric Sciences, Oregon State University, Corvallis 

Abstract. The wind speed and significant wave height (H1/3) dependencies 
of the sea state bias in altimeter estimates of sea level, expressed in the form 

AhssB -- bHi/3, are examined from least squares analysis of 21 cycles of collinear 
TOPEX data. The bias coefficient b is found to increase in magnitude with increasing 
wind speed up to about 12 m s -1 and decrease monotonically in magnitude with 
increasing Hi/3. A parameterization of b as a quadratic function of wind speed 
only, as in the formulation used to produce the TOPEX geophysical data records 

(GDRs), is significantly better than a parameterization purely in terms of Hi/3. 
However, a four-parameter combined wind speed and wave height formulation for 

b (quadratic in wind speed plus linear in Hi/3) significantly improves the accuracy 
of the sea state bias correction. The GDR formulation in terms of wind speed only 
should therefore be expanded to account for a wave height dependence of b. An 
attempt to quantify the accuracy of the sea state bias correction AhssB concludes 

that the uncertainty is a disconcertingly large 1% of Hi/3. 

1. Introduction 

The sea state bias (SSB) remains the altimeter range 
correction that is least understood theoretically. Qual- 

itatively, it is known that altimetric estimates of sea 

level are biased low because of a greater backscattered 

power per unit surface area from wave troughs than 
from wave crests. Although there have been signifi- 
cant advancements in the theoretical understanding of 

this bias [e.g., Jackson, 1979; Barrick and Lipa, 1985; 
$rokosz, 1986, 1987; Lagerloef, 1987; Rodriguez, 1988; 

Fu and Glazman, 1991], empirical models derived from 
analyses of satellite, aircraft and tower-based altimeter 
measurements continue to offer the most accurate es- 

timates of the sea state bias presently available. The 

uncertainty of the sea state bias is large (comparable to 
the orbit error for TOPEX/POSEIDON). Assessment 
of the accuracy of the sea state bias correction is there- 

fore important to all scientific applications of the data. 
The objective of this study is to obtain an empirical 
estimate of the sea state bias from the NASA altime- 

ter (hereinafter referred to as TOPEX) on board the 
TOPEX/POSEIDON satellite. 

Because all empirical studies have found that the sea 

state bias increases with increasing wave height, the bias 
is traditionally formulated as a linear function of sig- 

nificant wave height H1/3, which corresponds approxi- 
mately to 4 times the standard deviation of the sea sur- 
face elevation within the altimeter footprint. Barrick 
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and Lipa [1985] and $rokosz [1986] provide a theoreti- 
cal basis for this formalism. Altimetric measurements 

of sea level can thus be written as 

hmeas = htrue q- herror q- AhssB, (la) 

where 

AhssB = bill/3 (lb) 

is the sea state bias, htrue is the true sea level, and herror 
includes all sources of measurement error other than the 

sea state bias. As summarized by Chelton [1988], AhssB 
expressed in the form (lb) includes the electromagnetic 
(EM) bias, the tracker bias, and any contribution of 
the skewness bias that is proportional to H1/3. The 
sea state bias likely depends on characteristics of the 

wave field other than H1/3, but this is the only wave 
characteristic easily and unambiguously extracted from 
altimeter data. 

For the NASA production of TOPEX interim geo- 
physical data records (IGDRs), Hevizi et al. [1993] de- 
veloped an expression for the sea state bias coefficient b 
based on a synthesis of all available sea state bias stud- 
ies from aircraft, tower, and Geosat altimeter data. The 
form adopted is a quadratic function of wind speed u, 

b(u) = ao + al • q- a2u 2 ß (2) 

On the basis of additional aircraft data and preliminary 

analyses of TOPEX IGDR data, the Hevizi et al. [1993] 
coefficients ao, al, and a2 were adjusted a small amount 
to obtain the values listed in Table I that were used in 

the production of the NASA geophysical data records 
(GDRs). 

There is some lingering uncertainty about the rele- 
vance of the sea state bias in the •10-m footprint radar 
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Table 1. The Parameters of the Quadratic Wind Speed Dependent Model b = ao + alu -•- a2u 2 for the Sea State 
Bias Coefficient 

Collinear Crossover 

G D R Regression Regression 

a0 -0.0029 -0.0047 -•- 0.0086 0.0036 -•- 0.007 

a• -0.0038 -0.0038 -•- 0.0007 -0.0045 -•- 0.0008 

a•. 1.55x10 -4 (1.6 •- 0.3) x 10 -4 (1.9 •- 0.3) x 10 -4 
VAR 7.67 7.67 7.35 

The three values for each parameter correspond to (1) the values used in the GDR processing, (2) the values derived 
here by regression analysis of collinear TOPEX Data, and (3) the values derived by Gaspar et al. [this issue] by regression 
analysis of crossover difference TOPEX data. The bottom row of the table gives the reduced variance (VAR) of sea level 
in cm •' after removal of the sea state bias. 

measurements from aircraft and towers to that in the 

much larger -•10-km footprint satellite altimeter mea- 
surements. Moreover, the parameter space spanned by 

the geographically and temporally limited aircraft and 
tower data does not include the full range of conditions 

sampled globally by a satellite altimeter. These con- 
cerns, plus the somewhat wizardly heritage of the GDR 
sea state bias algorithm, beg an empirical determina- 
tion of the sea state bias from in-orbit TOPEX GDR 

data. 

The objective of this study is thus to examine the 
validity of the GDR sea state bias algorithm by inves- 
tigating the sea state bias as a function of both wind 
speed and wave height from collinear analysis of 21 re- 
peat cycles of TOPEX data. This study compliments 

a similar empirical determination of sea state bias by 

Gaspar et al. [this issue] who used a completely inde- 
pendent approach based on crossover differences. In- 
deed, the present study was largely motivated by the 
surprising wind speed and wave height dependencies of 
the sea state bias coefficient obtained by Gaspar et al., 

as discussed in section 5. The collinear analysis pre- 

sented here provides an independent corroboration of 
the Gaspar et al. crossover results. 

2. Data Processing 

The data used in this study were obtained from cy- 
cles 9-30 of the TOPEX GDRs. Cycles 1-8 were not 
considered because of concerns that the satellite atti- 

tude control problems experienced during this period 
might affect the sea state bias estimation. Data from 

the French POSEIDON altimeter, including all of re- 
peat cycle 20, were also not considered because of in- 

sufficient data quantity to estimate the sea state bias 
separately for POSEIDON by the collinear method used 
here. 

The standard environmental corrections (wet and dry 
tropospheric corrections, ionospheric correction, inverse 

barometer correction, solid Earth tide correction, and 

the extended Schwiderski ocean tide corrections, includ- 

ing the loading tide) were applied to each TOPEX sea 
level estimate; only the sea state bias correction was 

omitted. All flagged TOPEX data were eliminated. 
The wind speeds used here to estimate the sea state 

bias coefficient were calculated from the normalized 

radar cross section (s0) using the modified Chelton and 
Wentz (MCW) wind speed model function developed 
for the Geosat altimeter by Witter and Chelton [1991a]. 
A 0.7-dB bias was subtracted from the TOPEX s0 val- 

ues in the GDRs in order to obtain a probability distri- 
bution function of s0 consistent with that of Geosat. 

The problem of uncertainties in the reference level 

(the marine geoid) in altimeter sea level estimates can 
be dealt with in collinear analysis by two methods. 

One approach is to eliminate the geoid by analyzing 
collinear differences between individual tracks. Another 

approach is to compute and remove the mean sea level 

at each observation location, thus eliminating the geoid. 

Although there are merits to both approaches, the lat- 
ter method was used here. The sea state bias coefficient 

was then estimated from the residual data as described 

in detail in the following sections. The method thus 
requires interpolating the TOPEX data to a fixed grid 

along the repeating satellite ground track in order to fa- 
cilitate calculation of the spatially dependent mean sea 

level. This was achieved by linear interpolation of the 

hmeas, H1/3 and s0 data to approximately 7-km inter- 
vals, as previously described for Geosat by Zlotnicki et 
al. [1990]. 

With all previous altimeter data, errors in orbit height 
have been so large (of order 50 cm or more) that it has 
been necessary also to remove orbit errors from the sea 

level estimates. An unsettling result obtained indepen- 
dently by Zlotnicki et al. [1989] and B. Douglas (per- 
sonal communication, 1990) is that estimates of the sea 
state bias coefficient b can be sensitive to the detailed 

form of the orbit error correction. Fortunately, this is- 
sue can be avoided with TOPEX/POSEIDON data be- 
cause the orbit errors are only 3-4 cm [Tapley et al., this 
issue], and can therefore be neglected in the estimation 
of sea state bias. 

3. Wind Speed Dependence 

3.1. Nonparametric Approach 

Ideally, a wind speed dependence of the sea state bias 

coefficient b should be determined nonparametrically, 
rather than by presupposing a functional dependence 
(e.g., quadratic, as in the GDR algorithm) on wind 
speed and evaluating the coefficients of the function by 
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regression analysis. This can be achieved by stratify- 

ing coincident estimates of hmeas and H1/3 according to 
their corresponding wind speed u computed from •0 as 
described in section 2. 

As noted in section 2, the mean value must be re- 

moved from hmeas separately at each grid location k- 
1,...,/4 because of uncertainties in the marine geoid. 

In order to estimate the sea state bias empirically from 
altimeter data, the mean value must also be removed 

from the right side of (la). Consider a wind speed bin 
of width Au centered on ui. The mean value of the 

measured sea level, for example, within this wind speed 
bin at location k can be expressed as 

(hmeas (t/i)) k -- 

-1 Nk(ui) 

Nk(ui)] • hraeas(tkj, Ui) . (3) 
j=l 

The angle brackets with subscript k are shorthand no- 
tation for the mean value at location k and the wind 

speed dependence inside the angle brackets indicates 
that only the Nk(ui) observations at location k that 
fall within the wind speed bin are included in the mean. 

The mean value of (1) then becomes 

(hmeas(t/,i)/k -- (htrue(Ui)lk -(herror(Ui)lk 

. (4) 

Define the residuals (denoted by primes) of each quan- 
tity in (I) at time t•j to be the deviations from the local 
mean values in (4), for example, 

h/rneas(tkj, ui) -- hmeas(tkj, ui) - (hmeas(Ui)lk . (5) 

The explicit dependence on wind speed indicates that 

the residuals are computed only from observations with- 

in the wind speed bin. Then (4) can be subtracted from 
(1) to obtain 

' + ' -- htrue herror ) 

- (6) 

In general, b cannot be passed through the angle 
brackets on the right side of (6). However, if b is a 
smoothly varying function of wind speed and the bin 
width Au is sufficiently small, then the sea state bias 
can be considered constant over the wind speed bin. In 
this case b(ui) can be passed through the angle brackets 
and (6) becomes 

-- htrue(tkj, ui) herror(tkj , ui) 

. 

For application here, wind speed bins of width Au = 
2 m s -1 were used. 

For estimation of the sea state bias coefficient, the 
residual wave heights for each wind speed bin at the dif- 
ferent locations k were then pooled over all/4 grid loca- 
tions. The resulting total number of observation times t 

in wind speed bin ui is thus N(ui) - •kK=! Nk(ui). An 
estimate • of the sea state bias coefficient at wind speed 
ui was then computed from the residual data for each 

wind speed bin by regressing the pooled residual sea 

level measurements on the pooled residual significant 
wave heights, as suggested by (7), that is, 

n'ms(t, -- + (S) 
The residual true sea level and residual mean errors in 

(7), as well as the misfit of the regression model, are 
included in the errors e. Note that it is necessary to 

assume that H•/3 and e are uncorrelated in order to 
evaluate • by minimizing the sum of squared errors in 
(8). 
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Figure 1. The wind speed dependence of the TOPEX GDR algorithm (thin solid line) and the 
nonparametric estimate obtained here (heavy solid line). The incorrect estimates based on the 
method of Witter and Chelton [1991b] are shown for TOPEX and Geosat by the dashed and 
dotted lines, respectively. 



24,998 CHELTON' COLLINEAR ANALYSIS OF ALTIMETER SEA STATE BIAS 

This nonparametric method of estimating the wind 
speed dependence of b has previously been applied to 
Geosat data by Witter and Chelton [1991b]. Unfortu- 
nately, that analysis is flawed in that the mean values 
in (4) were computed at each location k over all wind 
speeds, rather than just over the Nk(ui) wind speeds 
that fell within the bin of width Au centered on ui. 

The resulting Witter and Chelton [1991b] estimates of 
b(ui) for Geosat are shown by the dotted line in Fig- 
ure 1. The TOPEX estimates of b(ui) computed by the 
same (incorrect) method are shown by the dashed line 
in Figure 1. Although neither of these estimates of the 
wind speed dependence of the sea state bias coefficient 
can be considered valid because of the error in the com- 

putation of the residuals, there is at least some comfort 
in noting a general consistency between the results ob- 
tained for Geosat and TOPEX. 

For correct application of the nonparametric method, 

mean values (hmeas(Ui)lk and (H1/3(Ui)lk at each loca- 
tion k must be computed for each wind speed bin i from 

only the Nk(ui) observations that fall within the bin, as 
described above. This clearly imposes serious sampling 

problems with a limited data set. For the 21 cycles 
of data analyzed here, there are a maximum of 21 to- 

tal observations at each grid location k (fewer, in the 
event of data dropouts). This limited number of obser- 
vations is apportioned among the different wind speed 
bins. Typically, several wind speed bins at a particu- 
lar location are empty. The sampling problems were 
addressed here by discarding all observations that fell 
within wind speed bin i at location k for which there 

were fewer than N•(ui) - 3 observations over the 21 cy- 
cles of data. For bins with N•(ui) _• 3 observations, 
residual sea level estimates and significant wave heights 
were computed and pooled for the regression model (8) 
for wind speed bin i. 

The resulting numbers of pooled residual wave height 

values N(ui)in the lowest wind speed bin (0-2 m s -•) 
and in wind speed bins higher than 14 m s -• were too 
small to obtain reliable estimates of b. The regression 

estimates •(ui) for the other wind speed bins are shown 
by the heavy solid line in Figure 1. For comparison, the 
quadratic GDR formulation is shown by the thin solid 
line. It is evident that the nonparametric estimates of 

the wind speed dependence of b for wind speeds in the 
range 2-14 m s -• agree very well with the GDR al- 
gorithm. In contrast, the Witter and Chelton [1991b] 
estimates of b(u) are clearly in error, even showing an 
incorrect tendency for decreasing sea state bias with 
increasing wind speed. 

3.2. Parametric Approach 

If an analytical form is assumed for the wind speed 
dependence of the sea state bias coefficient, the coef- 
ficients of the analytical expression can be estimated 
parametrically by regression analysis without the need 
to stratify the observations according to wind speed, 
as in section 3.1. Such a parametric estimate has the 
advantage that it is not limited to the restricted (2- 

14 m s-1) range of wind speeds, as is the nonparametric 
estimate in Figure 1. 

The sea state bias (1) expressed in terms of residuals 
is 

-- htrue -[- herro r -[- bill/3 (bH1/3}k (9) 

The residuals in (9) differ from those in (6) in that, 
rather than being binned by wind speed, the mean val- 

ues are computed over all N• observations at location 

k, for example, 

h•meas(tkj) -- hmeas(tkj) - (hmeas)k, (10) 

where the mean value is defined as 

N• 

(hmeas}k -- N•-i •-• hmeas(tkj). (11) 
j=l 

The apparent success of the quadratic function of 

wind speed deduced from the nonparametric method in 

section 3.1 suggests adopting the GDR anal•ical form 

(2) for b(u). Substitution into (9) gives 

h•eas(tkj ) -- h•rue(tkj ) + h'error(tkj) + aoH•/3(tkj) 

+a• [u(t•j)H•/3(t•j)]t + a2 [u2(t•j)H1/3(t•j)] • , (12) 

where the primed square brackets are the residuals of 
the products inside of the brackets, for example, 

[u(t•)H•/a(t•j)] • - u(t•j)H•/3(t•j)-(uH•/3}•. (13) 

The residuals t t and [u2H•/3] • hmeas , H•/3, [uH•/3] t 
were computed at each location k and then pooled over 

all K grid locations. The parameters a0, a• and a2 were 
then estimated from the pooled residuals by regressing 

h• on the other three residuals, as suggested by (12), 
that is, 

- aoH/a(t) + a• [u(t)H•/3(t)] t 
+52 [u2(t)H•/3(t)]t + e(t) . (14) 

Here the estimates of the true parameters a0, a l, and 

a2 have been denoted with circumfiexes. As in (8), e 
includes the residual true se• level and residual mea- 

surement errors in (12), as well as the misfit of the re- 
gression model. 

The least squares estimates of the parameters ob- 
tained by regression analysis of the full 21 cycles of 
data considered here are listed in Table 1. The cor- 

responding quadratic dependence of the sea state bias 
coefficient is shown graphically by the heavy solid line 
in Figure 2a. It is difficult to quantify uncertainties in 
these least squares estimates. The classical formalism 
for determining confidence intervals for the regression 
parameters •sumes that the residuals e(t) are statisti- 
cally independent. This is clearly not the case in the 7- 

km gridded data analyzed here since e(t) includes large- 
scale true sea level and residual measurement errors. 

In principal, the effective number of degrees of free- 

dom in the regression model can be estimated from 
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Figure 2. (a) The three-parameter model equation (2) for the sea state bias coefficient used in 
the TOPEX GDR algorithm (thin solid line), obtained here from global regression analysis of 
residual collinear TOPEX data (heavy solid line), and obtained by Gaspar et al. [this issue] from 
regression analysis of crossover difference TOPEX data (heavy dashed line). The gray shaded 
region represents the il standard deviation uncertainty of the collinear regression estimates 
obtained here. (b) The percentages of global TOPEX observations in wind speed bins of width 
2ms -•. 

the decorrelation length scale of the residuals e(t) as 
described, for example, by Chelton [1983]. Such an 
approach could be applied to account for the "redun- 
dancy" of the data along the satellite ground track. 
Adjusting the effective degrees of freedom to account 
for correlations between e(t) from neighboring ground 
tracks that arise from the large zonal scales of the true 

sea level and residual measurement errors in e(t) is more 
problematic, as this requires knowledge of the spatial 
and temporal decorrelation scales (equivalent to speci- 
fying the full three-dimensional wavenumber-frequency 
spectrum of the residuals). 

A more practical and conservative approach was used 
here to estimate the uncertainties of the regression pa- 

rameters. Each of the 21 cycles of data analyzed in this 
study was considered to be an independent realization 

and the regression (14) was performed separately for 
each cycle. The error bars listed in Table I represent 
the standard deviation of the 21 individual estimates 

of the parameters. These error bars thus represent the 

stability of the regression model from one repeat cycle 
to the next. 

The overall uncertainty of the sea state bias coeffi- 
cient as a function of wind speed was obtained by com- 
puting the values of b from each of the 21 regression 

models at wind speed intervals of I m s -•. The stan- 
dard deviation of the 21 estimates in each wind speed 

bin, shown as a function of wind speed by the shaded 
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area in Figure 2a, is approximately 0.008 near the peak 
of the wind speed distribution shown in Figure 2b. This 
corresponds to a sea state bias uncertainty of 0.8% of 

H1/3, which represents an uncertainty of 1.6 cm in the 
sea state bias correction ZX/•SSB for a typical wave height 

of 2 m (see Figure 3b below). 
The agreement between the estimates of the param- 

eters obtained here from regression analysis of global 
residual collinear TOPEX data and the values used in 

the GDR algorithm (listed in Table 1 and shown by 
the thin solid line in Figure 2a) is remarkable, if not 
somewhat coincidental given the large uncertainty of 
the least squares estimate of a0; the GDR values of 

all three parameters are very nearly the same as the 
collinear least squares estimates, easily falling within 
the ranges of uncertainty of the least squares estimates 

obtained here. The reduction of sea level variance (bot- 
tom row of Table 1) is the same for both models. 

For comparison, the quadratic wind speed depen- 
dence of the sea state bias coefficient estimated by 

Gaspar et al. [this issue] from regression analysis of 
crossover difference TOPEX data is also listed in Ta- 

ble 1 and shown by the heavy dashed line in Figure 2a. 
The crossover estimate is everywhere smaller in mag- 
nitude than the GDR and collinear estimates but falls 

within the +1 standard deviation range of uncertainty 
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Figure 3. (a) The two-parameter model equation (15) for the sea state bias coefficient obtained 
here from regression analysis of residual collinear TOPEX data (heavy solid line) and obtained 
by Gaspar et aL [this issue] from regression analysis of crossover difference TOPEX data (heavy 
dashed line). The incorrect estimates based on the method of Witter and •l•e•tor• [1991b] are 
shown for TOPEX and Geosat by the thin dashed and dotted lines, respectively. The gray shaded 
region represents the +1 standard deviation uncertainty of the collinear regression estimates 
obtained here. (b) The percentages of global TOPEX observations in wave height bins of width 
0.5 m. 



CHELTON: COLLINEAR ANALYSIS OF ALTIMETER SEA STATE BIAS 25,001 

of the collinear least squares estimates obtained here. 
The difference is about 0.005 near the peak of the wind 

speed distribution. It is noteworthy that the uncertain- 

ties of the regression coefficients obtained by Gaspar et 
al. are nearly identical to those obtained here. The two 
totally independent approaches for estimating the sea 

state bias thus produce very similar results. 

The large uncertainty of the collinear regression esti- 
mate &0 merits additional discussion. This constant off- 

set term in the regression is apparently much less robust 
than the wind speed coefficients •1 and &2. This was 

investigated in greater detail by separating the TOPEX 
data set into two subsets and performing the three- 

parameter regression on each half of the data. Bias 
coefficients estimated separately from observations in 

the northern and southern hemispheres had virtually 
the same values of •1 and 52, but the two estimates 

of &0 differed by about 0.01. Similar results were ob- 
tained when bias coefficients were estimated separately 

from the even and odd cycles of data. For a typical 
significant wave height of 2 m, a change of 0.01 in 50 
corresponds to a 2-cm change in the sea state bias cor- 
rection AhssB. 

4. Wave Height Dependence 

Because the quadratic wind speed formulation for the 

sea state bias coefficient b is purely empirical, it is pru- 
dent also to investigate the possibility of a wave height 
dependence. Witter and Chelton [1991b] have previ- 
ously derived nonparametric estimates of b(H1/3) for 
Geosat. As shown by the dotted line in Figure 3a, 
they obtained an approximate constant -0.035 for wave 

heights smaller than about 3 m; for larger wave heights, 

b decreased in magnitude with increasing H•/3. The 
TOPEX estimates of b(H1/3) computed by the same 
method are shown by the thin dashed line in Figure 3a. 
The TOPEX and Geosat results differ in detail, but the 

two estimates are qualitatively consistent: both are sim- 

ilar in magnitude and both generally decrease in mag- 
nitude with increasing wave height. 

As discussed in section 3.1, the residuals were calcu- 

lated incorrectly by Witter and Chelton [1991b]. The 
dotted and thin dashed lines in Figure 3a therefore 

cannot be considered valid. Unfortunately, the non- 

parametric method outlined in section 3.1 cannot be 

used to determine the H1/a dependence of the sea state 
bias; stratifying coincident estimates of hmeas and H1/a 
into H1/3 bins yields residual H•/a values with dynamic 
range limited to the width of the H1/a bins. This results 
in very unstable least squares estimates of b within each 

H1/a bin. 
A wave height dependence of the sea state bias coeffi- 

cient b in (9) must therefore be investigated parametri- 
cally for a specified analytical form for b(H1/a). Gaspar 
et al. [this issue] have proposed a two-parameter model 
of the form 

b(H1/3) -- ao + allis2/3 ß (15) 
The estimates of the parameters of this model obtained 

Table 2. The Parameters of the Wave Height Depen- 

dent Model b - ao q-alH•2/a for the Sea State Bias 
Coefficient 

Collinear Crossover 

Regression Regression 

a0 -0.037 q- 0.007 -0.037 q- 0.004 

a, (2.5 q- 0.8) x 10 -4 (2.9 q- 0.7) x 10 -4 
VAR 7.30 7.16 

The two values for each parameter correspond to (1) 
the values derived here by regression analysis of collinear 

TOPEX data and (2) the values derived by Gaspar et al. 
[this issue] by regression analysis of crossover difference 
TOPEX data. The bottom row of the table gives the re- 

duced variance (VAR) of aea level in cm 2 after removal of 
the sea state bias. 

here from regression analysis of the residual collinear 
TOPEX data using the method described in section 3.2 

are listed in Table 2. The resulting H•/s dependence 
of the sea state bias, shown by the heavy solid line 

in Figure 3a, decreases in magnitude with increasing 

H1/s. The +1 standard deviation uncertainty of the 
two-parameter bias coefficient (shown by the shaded 
area in Figure 3a) is about 0.007 near the peak of the 
wave height distribution shown in Figure 3b. 

For comparison the estimates of the parameters ob- 

tained by Gaspar et al. [this issue] from regression 
analysis of crossover difference TOPEX data are listed 

in Table 2 and the resulting sea state bias coefficient 
is shown by the heavy dashed line in Figure 3a. The 

collinear and crossover regression estimates of the pa- 

rameters of the model (15) are virtually identical. The 
collinear estimates account for a slightly greater (but 
probably not statistically significant) reduction of col- 
linear sea level variance (bottom row of Table 2). 

It is evident from Figure 3 that a linear dependence 

of b on H1/3 would have worked nearly as well as the 
second-order dependence considered here. A similar 
conclusion was reached from the crossover analysis by 

Gaspar et al. [this issue]. The second-order dependence 
was used here to enable a comparison of the collinear 

results with the crossover results presented by Gaspar 

et al. This two-parameter model will be replaced with 

an improved regression model in the next section. 
An interesting point that can be noted from Figure 3a 

is that, although somewhat smaller in magnitude, the 

incorrect nonparametric estimates of b(H•/a) obtained 
by Witter and Chelton [1991b] are fortuitously similar 
to the two parametric estimates. They speculated that 
the apparent decrease in sea state bias with increasing 

wave height was attributable to the large attitude errors 
in the Geosat data. As attitude errors for TOPEX are 

very small during the cycles 9-30 analyzed here, the 
wave height dependence deduced from both Geosat and 
TOPEX data evidently cannot be attributed to attitude 

errors. It must represent a real wave height dependence 
of the sea state bias. 

The usual method of evaluating the relative accuracy 

of two regression models is to compare the reduction of 
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variance obtained using each model (see bottom rows 
of Tables 1 and 2). The reduction of variance for the 
three-parameter wind speed dependent model (2) con- 
sidered in section 3.2 is 5% greater than that of the two- 

parameter wave height dependent model (15). With- 
out knowing the effective number of degrees of freedom 

of the statistical estimates (for the reasons discussed 
in section 3.2), it is difficult to ascertain whether this 
difference is statistically significant. A pragmatic ap- 
proach is to examine the differences between the sea 

state bias corrections AhssB obtained using the two 
models. As a somewhat arbitrarily adopted threshold, 

differences exceeding 1 cm will be considered statisti- 
cally significant. This value was chosen to be commen- 
surate with the mission objectives of achieving better 

than 1-cm accuracy for each of the TOPEX range cor- 
rections. 

The mean and standard deviation of the differences 

between the sea state bias corrections obtained using 

the two models were computed at each grid location. 

Contour maps of the results are shown in Figure 4. It 
is evident from Figure 4a that the three-parameter cor- 
rections are consistently smaller in magnitude than the 

two-parameter corrections (resulting in positive differ- 
ences everywhere, since both sea state bias coefficients 
are negative); the mean differences range from about 
2.4 cm to 3.2 cm, with the largest differences occurring 

in regions of low wind speed. A geographically uniform 
mean difference would have no effect on geostrophic ve- 
locities estimated from altimeter data. The magnitude 
of the mean difference is therefore not nearly as impor- 

tant as spatial variability of the mean difference. In 
regions of strong horizontal gradients of the mean dif- 
ferences, which generally coincide with regions of strong 
gradients in the wind field (Figure 4a), the two sea state 
bias corrections result in different mean geostrophic ve- 

locity fields. 
For altimetric studies of sea level variability, the mean 

difference between the two sea state bias corrections is 

not a concern because it is removed along with all other 
time-invariant contributions to the altimetric estimates 

of sea level. For variability studies, only the standard 
deviation shown in Figure 4b is important. The stan- 
dard deviation ranges from a minimum of about 0.4 cm 
in the tropics to a maximum of 1.8 cm in the westerly 
wind belts. 

In consideration of the geographical variability of the 
mean differences in Figure 4a and the fact that the stan- 

Table 3. The Symmetric 4 x 4 Matrix of Cross Corre- 
lations Between Wind Speed (u), Wind Speed Squared, 
Significant Wave Height (//1/3), and Significant Wave 
Height Squared 

u u 2 H1/a H•/a 

u 1.00 0.96 0.74 0.68 

u 2 1.00 0.78 0.75 

H1/3 1.00 0.95 
H•/a 1.00 

dard deviations in Figure 4b are in excess of 1 cm every- 
where outside of the tropics, it can be concluded that 

the models (2) and (15) are significantly different for 
altimetric studies of both the mean and time-varying 

ocean circulation. Because it accounts for a greater re- 

duction of the variance, the three-parameter model (2) 
is the better model for the sea state bias coefficient b. 

The differences in Figure 4 can therefore be interpreted 

as indicative of errors in the two-parameter model (15). 

5. Combined Wind Speed and Wave 

Height Dependence 

The attributes of the wind speed and wave height de- 
pendent models for the sea state bias coefficient b pre- 

sented in sections 3 and 4 are very perplexing. The wind 
speed dependent model exhibits an increase in b with 

increasing wind speed up to about 12 m s -1, consistent 
with previous aircraft and tower radar measurements. 

Wind speed and significant wave height are positively 

correlated with a correlation of 0.74 (Table 3). One 
would therefore expect b also to increase with increas- 

ing H1/3, but this is opposite what is observed. The 
same results were obtained by Gaspar et al. [this is- 
sue], although they did not discuss the paradox of the 
seemingly inconsistent dependence of b on wind speed 
and wave height. Evidently, important independent in- 
formation about the sea state bias is contained in the 

wind speed and wave height data. 

This suggests considering higher-order models for b 
that include both wind speed and significant wave 

height. Least squares estimation of the parameters of 
such higher-order models is tricky, however, because of 
the high correlations between the various linear and 
nonlinear combinations of wind speed and significant 

wave height (see Table 3). The uncertainties in the re- 
gression estimates of the parameters increase with the 
number of parameters included in the model or when 

the correlations between regression variables are high 

(e.g., section 7 of Chelton [1983]). The number of pa- 
rameters in these higher-order models must therefore 
be restricted. 

Gaspar et al. [this issue] conducted a thorough search 
of parameter space and concluded that the best four- 
parameter model for the sea state bias coefficient b in 

(9) based on their crossover analysis was 

- + + + ß 

This model is a defensible choice as it combines the 

quadratic dependence on wind speed evident from Fig- 
ures 1 and 2 and the approximate linear dependence on 

wave height evident from Figure 3. The intent here is 

not to duplicate the Gaspar et al. [this issue] screening 
of regression variables based on collinear analysis. In- 
deed, strong arguments can be made against the virtue 
of systematically examining all possible four-parameter 
regression models to find the one model that yields 
the smallest mean square residuals [e.g., Davis, 1977; 
Barnett and Hasselmann, 1979; Hasselmann, 1979]. 
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Table 4. The Parameters of the Wind Speed and Wave 

Height Dependent Model b = ao + a• u + a2 u2 -]- aaH•/a 
for the Sea State Bias Coefficient 

Collinear Crossover 

Regression Regression 

ao -0.027 + 0.016 -0.019 + 0.009 
a• -0.0028 + 0.0009 -0.0037 + 0.0008 

a2 (1.0 q- 0.3) x 10 -4 (1.4 q- 0.3) x 10 -4 
a3 0.0028 q- 0.0012 0.0027 q- 0.0011 

VAR 8.04 7.87 

The two values for each parameter correspond to (1) 
the values derived here by regression analysis of collinear 
TOPEX data and (2) the values derived by Gaspar et al. 
[1994] by regression analysis of crossover difference TOPEX 
data. The bottom row of the table gives the reduced vari- 

ance (VAR) of sea level in cm 2 after removal of the sea state 
bias. 

The problem is that the likelihood of finding a regres- 
sion variable that is correlated with the sea state bias 

purely by chance over the sample data set increases with 
the number of potential regression variables considered. 

This complicates determination of the effects of sam- 
pling errors on the uncertainties of the regression pa- 
rameters. The objective here is therefore to adopt the 
Gaspar et al. four-parameter model (16) developed from 
crossover analysis of TOPEX data and use collinear 
analysis to provide totally independent estimates of the 
regression parameters a0, a•, a2, and aa. 

The estimates of the parameters of the model (16) 
obtained here from regression analysis of the residual 
collinear TOPEX data are listed in Table 4 and the 

corresponding bias coefficient is contoured as a func- 
tion of wind speed and wave height in Figure 5a. The 
four-parameter model combines the attributes of the 
separate wind speed and wave height models consid- 
ered in sections 3.2 and 4: b increases with increasing 

wind speed up to about 12 m s -• and decreases mono- 
tonically with increasing wave height. The +1 stan- 
dard deviation uncertainty of the four-parameter bias 

coefficient (contoured in Figure 5b) is about 0.011 near 
the peak of the joint distribution of wind speed and 
wave height shown in Figure 5c. The resulting uncer- 

tainty of 1.1% of H•/a for the sea state bias correction 
AhssB is larger than the uncertainty of 0.8% of H•/3 ob- 
tained for the three-parameter model. This reflects the 
above noted effects of the increased number of param- 

eters and the high correlation between the regression 
variables (see Table 3). 

For comparison, the estimates of the four parameters 
obtained by Gaspar et al. [this issue] from regression 
analysis of crossover difference TOPEX data are also 
listed in Table 4 and the corresponding bias coefficient is 
contoured in Figure 6a. As with the models considered 
in sections 3.2 and 4, the collinear and crossover regres- 
sion estimates of the four-parameter model for b are very 

similar. The difference (Figure 6b) is only about 0.003 
near the peak of the joint distribution of wind speed and 
wave height, which easily falls within the :El standard 

deviation uncertainty (Figure 5b) obtained here for the 
collinear estimates. As with the other two regression 

models considered here, the uncertainties of the regres- 

sion coefficients obtained by Gaspar et al. [this issue] 
from crossover analysis are very similar to those ob- 
tained here by collinear analysis. 

The collinear three- and four-parameter models (16) 
and (2) can be evaluated as in section 4 by examining 
the differences between the sea state bias corrections 

AhssB obtained using the two models. Contour maps 
of the mean and standard deviation of the differences 

are shown in Figure 7. Similar to the comparison in 
Figure 4 between the two- and three-parameter mod- 
els, the differences are dominated by a mean difference 
that ranges from about 2.2 cm in the western tropics 
within each ocean basin to about 3.0 cm in the westerly 

wind belts (Figure 7a). The spatial gradients of this 
mean difference are generally smaller than in Figure 4. 
Consequently, the mean geostrophic velocity fields are 
only moderately sensitive to the differences between the 
three- and four-parameter sea state bias models. 

Equatorward of about 30 ø, the standard deviation of 
the differences between the three- and four-parameter 

models (Figure 7b) is spatially uniform with a value of 
about 0.4 cm. At higher latitudes, the standard devi- 
ation increases to about 1.2 cm in the westerly wind 

belts of both hemispheres. It can be concluded that 

the greater reduction of variance for the four-parameter 
model (16) compared with the three-parameter model 
(2) (see bottom rows of Tables 4 and 1) is statistically 
significant according to the 1-cm difference criterion 
adopted in section 4. The four-parameter model for 
the sea state bias coefficient b is therefore significantly 
better than the three-parameter GDR model. 

6. Summary and Conclusions 

The sea state bias in altimeter estimates of sea level 

has been modeled in this study in the traditional way 

as AhssB = bH•/3, where H•/3 is the significant wave 
height. Three different parameterizations of the bias 

coefficient b were considered and the parameters of the 

various models were estimated by least squares regres- 
sion of residual collinear TOPEX data after removing 
appropriate mean values at each gridded data location. 

The three-parameter model in terms of wind speed 

only (section 3.2) is significantly better than the two- 
parameter model in terms of H•/3 only (section 4). The 
two separate models indicate that b increases with in- 

creasing wind speed up to about 12 m s -• and decreases 

monotonically with increasing H•/3. This conclusion is 
evidently robust, as the same results have been obtained 

by Gaspar et al. [this issue] from a completely indepen- 
dent analysis using TOPEX crossover differences. In 
consideration of the high positive correlation between 

wind speed and H•/3, the opposite dependencies of b 
on increasing wind speed and increasing H•/3 are per- 
plexing. The sea state bias coefficient must depend on 
both wind speed and wave height. Purely empirical 
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leigure 5. Contour plots of the wind speed and significant wave height dependence of (a) 
the four-parameter model equation (16) for the sea state bias coefficient obtained here from 
regression analysis of residual collinear TOPEX data, (b) the =hi standard deviation uncertainty 
of the collinear regression estimates obtained liere, and (c) the percentages of global TOPEX 
observations for wind speed bins of width 2 rn s -1 and wave height bins of width 0.5 m. Shading 
in Figures 5a and 5b represents the region in Figure 5c with wind speed and wave height bins 
containing less than 1% of the global TOPEX data. 
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Figure 6. Contour plots of the wind speed and significant wave height dependence of (a) the 
four-parameter model equation (16) for the sea state bias coefficient obtained by Gaspar et al. 
[this issue] from regression analysis of crossover difference TOPEX data. (b) The difference 
between the collinear and crossover estimates of the four-parameter model shown in Figures 5a 
and 6a, respectively. The shading in both plots represents the region in Figure 5c with wind 
speed and wave height bins containing less than 1% of the global TOPEX data. 

models such as those considered here cannot elucidate 

the physical basis for these effects. 

A four-parameter model for b that incorporates the 
combined effects of wind speed and wave height was 
considered in section 5. The estimates of the four pa- 
rameters obtained here by collinear regression analysis 
are very nearly the same as those estimated indepen- 

dently by Gaspar et al. [this issue] by regression analy- 
sis of crossover differences. The four-parameter model 
was shown to be significantly better than the three- 
parameter model (which is the formulation used to pro- 

duce the geophysical data records). Over much of the 
world ocean, the standard deviation of the differences 

between the bias corrections AhssB obtained using the 
two models is small. In regions of high wind speed and 
wave height, however, the differences exceed I cm. The 
GDR formulation for the sea state bias should therefore 

be expanded to account for the wave height dependence 
of b. 

Considerable attention has been devoted in this study 
to the uncertainties of the empirical models for b. As 
discussed in section 3.2, classical techniques are not ap- 
propriate since the residuals of the regression models 
are not all statistically independent. The approach used 
here was to partition the full data set into 21 subsets, 
defined by the boundaries of the 10-day TOPEX repeat 
cycles. The uncertainties of the parameter estimates 
were then determined from the variability of the pa- 
rameters obtained from the 21 subsets of data. This 

approach effectively treats each cycle as an indepen- 
dent realization, thus providing a conservative measure 
of the stability of the parameter estimates. 

The conclusions of the error analyses are that the un- 
certainty of the sea state bias correction Ahsss is about 

1% of H•/3. Most of this uncertainty appears to be in 
the constant offset term a0 in the regression. Uncer- 
tainties of this magnitude are rather disturbing. For a 
typical significant wave height of 2 m, the uncertainty 
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of AhssB is 2 cm, which represents the largest error in 
the TOPEX error budget for the media corrections of 
the range measurements. Indeed, this error is nearly as 
large as the 3 to 4-cm time dependent orbit errors in 
TOPEX data. 

The ability to unravel the wind speed and wave height 
dependencies of the sea state bias from empirical regres- 
sion analyses is severely limited by the high cross corre- 
lations between the various wind speed and wave height 
variables (see Table 3). An improved understanding of 
the physical basis for the sea state bias may provide 
some insight into the reasons for the large uncertainty 
of the sea state bias, as well as the paradox of the seem- 

ingly inconsistent dependence on wind speed and wave 
height. 
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