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1 Introduction and Mathematical Setting

Let  C RY(d > 1) denote an open, bounded sufficiently smooth (or convex polyhedral)
domain with boundary I, and let Y C H'(Q) denote a closed subspace. Given some Hilbert
space U and some closed, convex subset U,q C U of admissible controls together with and a
linear, continuous control operator B : U — Y™*, we are interested in the numerical treatment
of the following control problem

Min(y ey xUpq T (U5 1) = 51y = 2l 72q) + Sllul
(P) s.t. (1.1)
a(y,v) = (Bu,v)y=y for allv € Y.

Here, a : Y xY — R denotes a continuous, coercive bilinear form associated with a boundary
value problem on €2 for an uniformly elliptic operator A, i.e. we assume that a satisfies the
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suppositions of the Lax-Milgram theorem. Furthermore, z € L?(2) denotes the given desired
state.
Typical configurations of P are

Examples.
(i) (Finite dimensional control space) Y := H{(Q), a(y,v) := [VyVuvdz, U := R™, B :
Q
R™ — H_I(Q), Bu = Z ’u,ij, Fj S H_l(Q), Uug = {’U S ]Rm;aj <wv; < bj}, a,b e
j=1

R™, a < b.

(ii) (Distributed control in L?(Q)) Y := H}(Q), a(y,v) := [ VyVudz, U := L*(Q), B =1:

Q

L2(2) — H~1(), 2 being the canonical injection, Uyq := {v € L?(Q);a < v < b}, a,b €
L>(Q), a <b.

(iii) (Robin boundary control in L?(T")) Y := HY(Q), a(y,v) := [ VyVudz + & [yvdl (§ >
Q r

0), U := L*('), B : L*(I') = Y*, (Bu,v)y+y = [puvdl, Uy := {v € L*(I);a < v <
b}, a,be L*(T'), a < b.

(iv) (Distributed control in H*(Q)) Y := H}(Q), a(y,v) := [VyVvdz, U :== H (Q), B =
Q

v 2 HY(Q) — H~Y(Q), © being the canonical injection, Uyq := {v € H' (Q);a < v
b}, a,b e L*(Q), a <b.

IN

Problem P admits a unique solution (y,u) € Y x U,q, and can equivalently be rewritten as
the optimization problem

min J (u)
u€U,q

for the reduced functional J(u) := J(SBu,u) over the set U,q, where S : Y* — Y denotes
the solution operator associated with the bilinear form a. The first order necessary (and here
also sufficient) optimality conditions take the form

(J'(u),v —u)y=py >0 for all v € Uyq (1.2)

where J'(u) = a(-, u)y + B*S*(SBu — z) = a(-,u)y + B*p, with p := 5*(SBu — z) denoting
the adjoint variable. The function p in our setting satisfies

a(w,p) = (y — z,w) 2 for all w € Y. (1.3)

For the numerical treatment of problem (1.1) it is convenient to rewrite (1.2) for o > 0
arbitrary in form of the following non—smooth operator equation;

~ o=1/a 1
u= Py, (u — UVJ(u)) E/ Py, <—aR_lB*p) ,

with R : U — U* denoting the Riesz isomorphism, and VJ(u) = R™'J'(u) denoting the
gradient of J(u).



2 Finite Element Discretization

To discretize (P) we concentrate on Finite Element approaches and make the following as-
sumptions.

Assumption 2.1.
Q C R? denotes a convex polyhedral domain with an admissible quasi-uniform sequence of
partitions {7}, }°,, hy — 0 and T}, := {T]h}?il. We abbreviate Ty, := {T;}7",.

For k£ € N we set

Wy ={v e C’O(Q);U|T_ € Pi(T}) for all 1 < j <ny}, and
J
Y, =Y NW, = <¢17~--7¢n> cY,
n
with some n € N. The resulting Ansatz for y;, then is of the form y, = > y;¢;. Following
i=1
[11, 12] we approximate problem (PP) by
iy, ey, xt I 0ns 0) = Sllgn — 20250 + Slull?
(Pr) s.t. (2.1)

a(yn,vn) = (Bu,vp)y=y for all vy € Yy,

Problem (Pj,) admits a unique solution (yp,u) € Y x U,q and, as above, can equivalently be
rewritten as the optimization problem

min Jj,(u

u€Uyzq h( )
for the discrete reduced functional J,(u) := J(SyBu, u) over the set Uy,q, where Sj, : Y* —

Y;, C Y denotes the discrete solution operator associated with the equality constraint in Py,.
The first order necessary (and here also sufficient) optimality conditions take the form

(Jh(un), v — up)u+= > 0 for all v € Uyq

where JA,’L(U) =a(-,v)y + B*S;(SpBv — 2) = a(-,v)y + B*py, with py, := S;(SpBv — 2) € Y},
denoting the adjoint variable. The function pj in our setting satisfies

a(wn,pr) = (yn — 2, wp) 12 for all wy, € Y. (2.2)
Analogously to (1.2), for o > 0 arbitrary, we have

A o=1/ 1 4.
up = PUad (uh — aVJh(uh)> = “ PUad <—aR 1B ph) . (23)

Problem (2.1) is infinite-dimensional, if the control space U and the feasible subset Unq
are infinite-dimensional. The numerical challenge now consists in designing numerical solu-
tion algorithms for problem (2.1) which are implementable, and which reflect the (infinite—
dimensional) structure of the discrete problem (2.1). In the following we investigate the semi—
smooth Newton method for the setting of Example (ii). Our considerations are also applica-
ble to the settings in Example (i) and (iii). In these three settings the control space is either



finite-dimensional, or a L?-space, so that these settings have in common, that the orthogonal
projection Py, , for pointwise bounds is easy to evaluate, and that the Riesz isomorphism R is
simple. This is different for Example iv.). The numerical evaluation of R~! there requires the
solution of an elliptic PDE, and the numerical evaluation of Py, (—éR‘lB*ph) in (2.3) the
numerical solution of an obstacle problem. However, we emphasize that the discretization of
R~! and of the obstacle problem need not to be coupled with the finite element discretization
in problem (P). This freedom in choice is caused by the concept of variational discretization.
For a further discussion we refer to e.g. [11, 12, 14], [16].

The author’s are not aware of any contributions in the literature to semi-smooth Newton
methods applied to the setting of Example iv.). A major ingredient in this context would be
appropriate differentiability properties of the solution operator associated with an obstacle
problem. Here we refer to the work of Mignot and Puel [17] and the references cited there.

3 Semi-Smooth Newton Algorithm

In the following we restrict our considerations to the case of Example (ii), which requires the
implementation of variational discretization in RY. The setting of Example (i) leads to the
semi-smooth Newton method in finite dimensions, the setting of Example (iii) requires the
implementation of variational discretization on the d — 1-dimensional boundary I" of €, see
[13] for an application of the method.

Let us recall that now U = L?(Q), Y = H}(Q), Uwg = {v € L*(Q);a < v < b} with
a,b e L>®(Q), b—a > ¢ > 0 which we require from now onwards. The control operator B is
the injection 2 : L?(Q2) — Y*, hence the adjoint B* = ¢* is the injection from Y into L?(Q).
Below, the operators 7, ¢* and R are omitted for notational convenience.

The exact application of the semi—smooth Newton algorithm proposed in the following re-
quires bounds a, b € Y} which we assume w.l.o.g..

Using the notation P,y (z) = max(min(z,b),a) for z € R we set

G(0)i= v~ Rogy (~29(0)) . and G(0) = 0 = Py (~2m0)).

where for given v € L?(Q) the functions p, p;, are defined through (1.3) and (2.2), respectively
and Py, (v)(w) = Pgy(v(w)) for w € Q. It follows from the characterization of orthogonal
projectors in real Hilbert spaces that the unique solutions u,u to (1.1) and (2.1) are char-
acterized by the equations

G(u), Gp(up) =0 in L*(9). (3.1)

These equations are amenable to semi-smooth Newton methods as proposed in [9] and [22],
see Section 3.1. We begin with formulating

Algorithm 3.1. (Semi-smooth Newton algorithm for (3.1))
Start with v € L%(Q) given. Do until convergence
Choose M € 0G(v).

Solve Moév = —Gp(v), v := v + dv.



If we choose Jacobians M € 0G},(v) with ||[M~! I 2(z2(),L2()) uniformly bounded throughout
the iteration, and at the solution uy, of (P,) the function G}, is 9G-semismooth of order p,
this algorithm is locally superconvergent of order 1 + u, see [22]. Although Algorithm 3.1
works on the infinite dimensional space L?(f2), it is possible to implement it numerically, as
is shown subsequently.

3.1 Smoothness
Following [10], under mild assumptions it can be shown that the family {G},}n>0 is mesh-
indepently semismooth with generalized differential

1 1 1
0GRr(v) =1+ 3P[a7b}( — aph(v))aSZSh >I1+ a]lph(v)S;iSh.

The set 8P[a7b]( — Lpn(v)) € L3(Q) consists of the (measurable) pointwise evaluations of
generalized differentials of the projection Py pwy @ R — [a(w),b(w)] and contains the

indicator function T, of the inactive set
(ph)

T(}) = {w € Q| (— ~pu()) (@) € (a(w), b))} nz(m(w):{é wié@w)'
w h

By 1, () we denote the self-adjoint endomorphism in L?(2) given by the pointwise multipli-
cation with ]lI(pg)'

The results of [10] are generalized in [23] and [24]. In our situation [24, Thm. 6.23] implies
the following lemma.

Lemma 3.2. Let u and uyp denote the solutions of (P) and (Py), respectively. Let further
v € (0,1] and sop > 0 and suppose that

1 1
meas ({w €N:0< |- ap(u)(w) —al<sVv0<|— ap(u)(w) —b < s}) < Cs?
holds for s € [0, sg). Then there exist ho > 0, § > 0 and C > 0, such that for 0 < h < hy

|Gr(v) = Gp(un) — My(v — uh)||L2(Q) <...

(NI

1
< cmax (4 (o) = p(0)lle o = wnllzzoy ) o = sl

holds for all v € L?(2) with |jv — upl|2() < 6 and for all M, € OGp(v).

This means, that Algorithm 3.1 behaves like a semismooth Newton method of order %, as
long as the discretization error ||ps(un) — p(u)| does not dominate [[v — up| r2(q). Upon
reaching the point at which both errors are balanced one could stop the iteration, since the
accuracy of (Pp) is reached.

Under reasonable assumptions on the desired state z and on the solution operator S}, one
can show true mesh independent Fréchet differentiability.



Assumption 3.3. S} satisfies the following stability and convergence properties

[5h0ll1,00 < CllSVlI100,  [[(Sh = S)vll1,00 < ChSV|200,  [[SVllw2r) < CllvllLe)
where v is chosen such that these quantities exist and C' > 0 does not depend on h and v.
Assumption 3.3 is fulfilled in the situation of Example (ii), see [19] for the W 1*°(Q)-estimates.

Lemma 3.4. Let u solve (P) over Q C R? open and bounded and with a,b € R. Further
let Assumption 3.8 hold and let p(u) € C?(Q) for the adjoint state p(u) associated to u and
[LVp(u)|| > 28>0 on

= {wen: ~ 1)) =av - Tpu)w) b

Then there exists hg,d > 0, such that for 0 < h < hg the operator Gy, : L*(2) — L*(Q) is
uniformly strictly Fréchet differentiable with %-Hdlder continuous derivative on the L?(2)-ball
Bs(up,), i.e. there exists C > 0, independent of h such that for uy,us € Bs(up)

3
1Gh(ur) = Gr(uz) — 0Gh(uz)(ur — ug)l 20y < Cllur — uall 72 »

and
1
10Gh(ur) — OGh(u2)ll 220, 12(0)) < CllSh(ua = u2)ll72q, (32)
holds.

The poof is contained in Appendix A. Note that it generalizes to higher order (globally
continuous) finite element discretizations as well as higher dimensions. Note that the condition
p(u) € C%(Q) can bee satisfied by requiring z € C(Q) and a sufficiently smooth boundary
oN.

Without the additional assumptions of Lemma 3.2 and 3.4 it is possible to show that for
any fixed h > 0 the operator G}, corresponding to the finite element solution operator Sy, is
semismooth. This is caused by the piecewise polynomial Ansatz in Sj. Strict complementarity
need not hold in this case.

3.2 Implementation of the Newton-Algorithm
Choosing M = 1,,, (,y € 9Gp(v) in Algorithm 3.1, the Newton-step reads

1 . 1
<I + &]lph(v)ShSh) ov=—v+ P[a,b] <—aph('l))> . (3.3)

The equation admits of a unique solution dv and the Jacobian has a bounded inverse, see
Section 3.3. To obtain an impression of the structure of the next iterate v = v + dv we
rewrite (3.3) as

1 1 N
vt = f)[a,b] <—aph(’u)) — a]lph(v)ShShdv.

Since the range of S is Y}, the first addend is continuous and piecewise polynomial (of degree
k) on a refinement K} of T},. The partition K} is obtained from T} by inserting nodes and



edges along the boundary between the inactive set Z (p}) and the according active set. The
inserted edges are zero-level sets of polynomials of order < k since we assume a,b € Y. We
note that the refinement K} may develop complicated structures in the case k > 2. The case
k =1 is studied in detail in [12] and [14, Chap.3]. The case k = 2 is considered in [20] and
also in [8] where piecewise quadratic polynomials in the context of a posteriori error estimates
in the presence of control and state constraints.

The second addend, involving the cut-off function 1, (., is also piecewise polynomial of
degree k on K} but may jump along the edges not contained in 7Tj,.

Finally v* lies in the following finite dimensional subspace of L?(€2)

+ _
B = {Lrup) o + a2 + Lagyyo | #1900 €0}

where

A(pp) ={we Q’ (- éph(v))(w) <a)} and Apy) = {we Q! (- éph(v))(w) >b)}.

The iterates generated by the Newton-algorithm can be represented exactly with about con-
stant effort, since the number of inserted nodes varies only mildly from step to step, once
the algorithm begins to converge. Furthermore the number of inserted nodes and edges is
bounded in terms of the polynomial degree k and the dimension of Y3, see [11, 12, 14].
Since the Newton-increment dv may have jumps along the borders of both the new and the
old active and inactive sets, it is advantageous to compute v™ directly, because v lies in Yh+.
To achieve an equation for v we add G} (v)v on both sides of (3.3) to obtain

1 . 1 1 .
(I + a]lph(v)ShSh)UJr = P[a,b] <—aph('l))> + a]lph(v)ShShv, (3.4)

and reformulate Algorithm 3.1 as
Algorithm 3.5 (Newton Algorithm).
v € U given. Do until convergence

Solve (3.4) for v, v :=0vt,

3.3 Computing the Newton-Step 3.4

Since vt defined by (3.4) is known on the active set A (p}) := A (p}) U.A (p}) it remains to
compute v on the inactive set. So we rewrite (3.4) in terms of the unknown ]lph(v)v+ by

splitting v™ as

vt = (1 — ]lI(pz))U+ + ]IZ(pZ)v+

and obtain
r+la, 858 t-p 0 SiSho— (T+-1,, ) S78 ¥
(14 21 0S50 ) L0 = Plagy (=5 20(0) )+, 0SS0 = (145 T, 9 5551 ) (1=, )0

Since (1 —1,,(,))v" is already known, we can restrict the latter equation to the inactive set
Z (py)
1 . L1 .1 . N
(11ph<v> + ;ﬂph(wshsh]lph(v))?f = Ly @)h? = L) ShSh(l = Ly, (3.5)

7



On the left-hand side of (3.5) we have now a continuous, self-adjoint Operator on L*(Z (p})),
which is positive definite, because it is the restriction of the positive definite Operator
(7 + 31 ) S Snlp, ) to LX(Z (ph)).

Hence we are in the position to apply a CG-algorithm to solve (3.5). Moreover assuming that
the first iterate is an element of

ij‘I(p;’l) = {1, | v €Y},

the algorithm does not leave Yh+‘z(pv) because of the (I + é]lph(v)SZShllph(v))—invariance of
h

the subspace Yh+ ‘ I(py)"
h

These considerations lead to the following
Algorithm 3.6 (Solving (3.4)).
Compute the active and inactive sets A (pj) and Z (p}).

Vg € A(p}) set

Solve
<I+111 S8 )]1 vt =L st s -1, )t
o Pr()Ph2h | Spp(v) o Pr()Ph o Pr(0)Phh pr(v)
for 1,, (,yv* by the CG-algorithm.

vt = (1- ]lph(v))v+ + ]lph(v)v+‘

We note that the use of this procedure in Algorithm 3.5 coincides with the active set strategy
for the solution of (IP4) proposed in [9].

4 Globalization

In order to formulate a globally convergent algorithm, we want to apply inexact Armijo line-
search. For this purpose we construct a sufficiently smooth merit function in the present
section.

To begin with, following [6, 7], we introduce a multiplier w € L?*() associated with the
equality constraints and reformulate Algorithm 3.5 by means of the Lagrange dual function
¢: L*(Q) = R,

. 1 «
otw) == it (5=l + 0l + i) = G0y = Si)szge )+ (1)

L(u,y,w)

where 2, is the L?(Q)-orthogonal projection of z onto Y},. By

- 0 on Uad
Xaa oo on L3(Q)\ Uug

we denote the characteristic function of the set U,4 in the sense of convex analysis.
It turns out that ¢ is differentiable with Lipschitz continuous derivative and strongly convex.



Lemma 4.1 (Lagrange dual function). The function ¢ : L>(2) — R from (4.1) is strongly
conver and Fréchet differentiable with Lipschitz continuous L*(Q)-gradient

Vo(w) = y(w) — Spu(w),

where y(w) = w + 2z, and uw(w) = Py (—éS;‘Lw) are the unique minimizers of the Lagrange
function L(u,y,w) from (4.1) for any given w € L?(£2).

A proof of the lemma is included in the appendix, proceeding along the lines of the proof
given in [7] for the finite dimensional setting. Note that all results from this section hold for
h > 0 in the sense of Sy = S : L?(Q) — L2(Q).

Observe that, while the gradient V¢ is semi-smooth, the differentiability assertion from
Lemma 3.4 does not apply since the smoothing properties of S} alone are not strong enough.
Nevertheless we are now in the position to apply a semi-smooth Newton strategy to the dual
problem

min  ¢(w). (P,)

weL2(Q)

Due to strong convexity, problem (IP}) admits a unique solution w* sasisfying Vé(w*) = 0.
Hence u(w*) solves (2.3), compare Lemma 4.1; there is no duality gap.
A semi-smooth Newton step for (P}) reads

1 1
(1 + aSh]ISZwS;:)(Sw = —(w+ 2) + ShPlay (-as;;w> = _Vo(w), (4.2)

which is obtained from Equation (3.3) by applying S, to both sides, if we think of w as a
function of the iterate v, i.e.
w=w(v) = Spv — zp, (v-w)

and take into account that S}z = S} z,. Thus both Newton iterations are equivalent because
the next iterate vt in (3.4) only depends on the adjoint state py(v) = Sjw(v).

Step (4.2) is implementable since beginning with the first iteration there holds wt € Yj,.
Observe that the generalized Hessian on the left hand side of (4.2) is a self-adjoint and
positive definite endomorphism of L?(€2). Also ¢ is easy to evaluate, since by Lemma 4.1 we
have

1 «a
B(w) = lwll2aq0) — () Bagy + (w20 — Shu(w))r2(ey
Thus, with ¢ as merit function we obtain a globalization of Algorithm 3.5.

Algorithm 4.2 (Damped Newton-Algorithm). w := wy € L?(Q2), B € (0,1) given.
Do until convergence

i) Solve Equation (4.2) for dw. Set A := 1.

i) If ¢(w + Adw) > p(w) + $A (V(w), dw) 2(q), set A := B A and return to ii).

<0 by (4.2)

iii) Set w := w + Adw. Return to i).



As mentioned above, in the sense of (v-w) we can interpret Algorithm 4.2 as a Newton
algorithm with respect to v, just like Algorithm 3.5, but working exclusively on w(v).

Since ¢ is sufficiently smooth the number of damping steps in the line search algorithm is
bounded, and Algorithm 4.2 converges for any initial value wy.

Lemma 4.3 (Global convergence). Let L = 1 + % denote the Lipschitz constant of V¢
and B € (0,1) as in Algorithm 4.2. Let uj, and w* denote the solutions of (Py) and (P},),
respectively. Then we have

i) A step with damping parameter A < BELB) g always accepted, where

log(2) — log(3L) .

K(L.8) = 55

ii) Hence Algorithm 4.2 converges for arbitrary initial data wo € L*(S2), in the sense that
w — w*, w(w) — up and v — uy in L2(Q).

ii1) The stopping criterion ||Vo(w)l|r2(q) < Tol is reasonable since
[Vo(w)| 20y = lw — w*||2(q) -
Proof. i) By the mean value theorem one has © € (0,1) such that
P(w + Aow) = p(w) + M(V(w + OXdw), dw) 12(q)
< o) + A ((Vo(w), 6w)ra@) + Af6w]2ac)) -
Using (4.2), standard arguments deliver that sufficient descent is achieved for SFL < %

ii)+iii) Denoting by Ay the damping parameter generated in step ii) of Algorithm 4.2 with
associated iterates wj the descend condition reads

MV, bu) (@) < Bug) — D)

Because ¢ is bounded from below by ¢(w*), summation over k yields

o0

d(wo) — d(w*) > p(wp) — hm 1nf¢ wg,) Z % (Vo(wy), owk) 20y > Z ||5wkHL2 @) -

k=1

where we again use (4.2) in the last estimate. Hence dwy — 0 and thus Ve (wy) — 0.

Inserting Vo(w*) = 0 into the strong convexity relation (A.6) we arrive at the estimate
[Vo(w)2(q) > lw —w*|[12(q) and thus finally at w — w*. u(w) — uy follows by continuity
and the fact that u; = u(w®*). 1

Under the conditions of Lemma 3.4 the damping steps generated by Algorithm 4.2 do not
affect fast local convergence of the Newton iteration.

Lemma 4.4 (Transition to fast local convergence). Let up denote the solution of (Pp). In
the situation of Lemma 8.4, given § € (0,1) there exists § > 0 such that the Algorithm 4.2,
upon reaching the ball B;(uy) C L?(S2), proceeds with full Newton steps, i.e. with A = 1.

10



Proof. The function v — ¢(w(v)) is C%32-smooth in the ball By (up) from Lemma 3.4. Hence,
using Taylor expansion and (4.2) together with the improved Hélder continuity from (3.2)
we get

P(Sn(v + 6v)) = ¢(Sh(v)) + (V(Shv), Spdv)r2(q) - - -

1 1 «
+ §<Sh61), <I + aSh]lph(v—i-@év)Sh) Sh(sv>L2(Q) (43)
1 1 ; 3
< 6(Sn(v)) = 5 (Swdv, (I * aSh]lph(v)Sh> Sndv) L2(0) + ClSh0v] £ g -

Upon reaching the neighborhood of uj in which the undamped Newton iteration converges
3-superlinearly there holds [|dv|| < 2[lv — up||. Lemma 4.3 ensures that this happens after
finitely many steps, and for & > 0 sufficiently small |jv — upll2(0) < 5 together with (4.3)
implies

1
3

H(Sh(v + 60)) < G(Sh(v)) — - (Shov, (1 + ;shnph(v)s;;> S460) 12(0 -

If A = 1 is always accepted after sufficiently many iterations, locally super-linear convergence
occurs with respect to both v and w = w(v). The mesh-independence result from Lemma 3.4
however only applies to v.

Note that one could compute the next full step iterate v following a full step from w by
solving (3.4) at any time during the iteration, whereas v + Adv, A # 1 is not so readily
accessible.

Another possible globalization for our semi-smooth Newton method was described in [24,
Alg. 7.27]. The trust-region algorithm proposed there uses a merit function based either on
a Fisher-Burmeister function or on the objective J itself. For a number of other trust-region
approaches that are not directly linked to our method we refer to the references in [24].

4.1 Global Convergence of the undamped Newton Algorithm
It is not difficult to see, that the fixed-point equation for problem (P)

L .
up = Play <_aSh<Shuh - Z))

can be solved by simple fixed-point iteration that converges globally for o > ||Sp, ||%( L2(9),12(9))"

see [11, 12]. A similar global convergence result holds for the undamped Newton algorithm
3.1

Lemma 4.5. The Newton algorithm 3.1 converges globally if o > %HSH%(LZ(Q)’LZ(Q)).

Proof. See [25]. 1

Similar results are published in [1].

11
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Figure 1: The first four Newton-iterates for Example 5.1 (Dirichlet) with parameter o = 0.001

5 Numerical examples

Finally, we illustrate our theoretical findings by numerical examples. The first two examples

are solved by Algorithm 3.5, i.e. Algorithm 4.2 without damping, making use of the global
convergence property from Lemma 4.5. The third one involves a small parameter a = 1078

and is treated using the globalization strategy 4.2 with inexact Armijo line search.

As stopping criterion we require || P 4 (v) = || 12() < 107! in Algorithm 3.5 and o||.Sp, || =2 |u(w)—
upl 2y < IVO(w)[l2(0) < 10714 in Algorithm 4.2, compare Lemma 4.3. The first criterion
uses the a posteriori bound for admissible v € Uyy

, [av + pp(v)]- ifv(w) =a
lv=anllzz) < SllClizz),  Cw)=1q [ov+pa)]y if v(w) =b ,
av+ppv)  ifa<ovw)<b
presented in [15] and [21].

Example 5.1 (Dirichlet). We consider problem (IP) from (1.1) in the situation of Example
(ii), i.e. with a Poisson state equation with homogeneous boundary conditions and distributed
control u € L?(Q) on the unit square Q = (0,1)2. Let a = 0.3, b= 1 and

z = dn’asin(rx) sin(my) + (S 02)r, where r = min (1, max (0.3, 2 sin(7z) sin(7y))) .
The choice of parameters implies a unique solution % = r to the continuous problem (IP).

Throughout this section, solutions to the state equation are approximated by continuous,
piecewise linear finite elements on a quasi-uniform triangulation 7} with maximal edge length
h > 0. The meshes are generated through regular refinement starting from the coarsest mesh.

Problem (P;,) admits a unique solution @y, compare Section 2. As shown in [11, 12], and [14,
Chapter 3], we have
tn — |2y = O(h?)

as h — 0. There also holds quadratic convergence up to a logarithmic factor in L>°(£2)
1
i — al| L= ) = O(|log(h)|2h?)

for domains © C R?, see also [11, 12], and [14, Chapter 3]. Both convergence rates are observed
numerically and are presented in Table 1, which shows the L?- and the L>-errors together
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with the corresponding experimental orders of convergence

In ERR(h;_1) —In ERR(h;)

BOC: = In(h;_1) — In(h;)

for Example 5.1. Lemma 4.5 ensures global convergence of the undamped Algorithm 3.5 only
for a > 1/(37%) ~ 0.0034, but it is still observed for o = 0.001.

The algorithm is initialized with vy = 0.3. The resulting number of Newton steps as well as
the value of (/« for the computed solution are also given in Table 1.

Figure 1 shows the Newton iterates, active and inactive sets are very well distinguishable,
the jumps along their frontier can be observed.

Example 5.2 (Neumann). We next consider an elliptic problem with Neumann boundary
conditions

—Ay+y=u

Ony =0

in Q,
on 0F2 ,

on = (0,1)?, with a similar discrete setting as in the previous example. It then is clear,
how (P) and (Pp,) have to be understood. We set @ = 1 and choose a = —1, b = 1 together
with

z = —2(2n% + 1)a cos(rz) cos(my) + (So2)r , with r = min (1, max (— 1,2 cos(rz) cos(ry))) .
The optimal control to the continuous problem then is u = r.

For a@ = 1 the undamped iteration still converges globally, although the solution operator has
norm ||S|| = 1 as an endomorphism in L?(£2). The predicted convergence properties and the
stopping criterion are the same as above; Algorithm 4.2 is initialized by vg = —1. The first
four steps of the iteration are displayed in Figure 2 and the behaviour of the approximation
error between the exact and the semidiscrete solution, as well as the number of iterations and
the final value of (/«, is shown in Table 2.

To investigate Algorithm 4.2 with damping we again consider Example 5.1, this time with
a = 1078. We choose 8 = % for the Armijo line search and initialize the algorithm with
wo = 0.

mesh param. h FRR FRR EOC | EOCy | Iterations | Quality
V2/16 2.5865e-03 | 1.2370e-02 | 1.95 1.79 4 2.16e-15
V2/32 6.5043e-04 | 3.2484e-03 | 1.99 1.93 4 2.08e-15
V2/64 1.6090e-04 | 8.1167e-04 | 2.02 2.00 4 2.03e-15
V2/128 4.0844e-05 | 2.1056e-04 | 1.98 1.95 4 1.99e-15
V/2/256 1.0025e-05 | 5.3806e-05 | 2.03 1.97 4 1.69e-15
V2/512 2.5318e-06 | 1.3486e-05 | 1.99 2.00 4 1.95e-15

Table 1: L2 and L>-error development for Example 5.1 (Dirichlet)
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mesh param. h FRR FRR EOC | EOCy | Iterations | Quality
V2/16 3.9866e-03 | 1.1218e-02 | 1.94 1.74 3 1.81e-12
V2/32 1.0025e-03 | 3.2332e-03 | 1.99 1.79 3 2.31e-12
V2/64 2.5188e-04 | 8.4398e-04 | 1.99 1.94 3 9.74e-13
V2/128 6.2936e-05 | 2.1856e-04 | 2.00 1.95 3 9.37e-13
V/2/256 1.5740e-05 | 5.5223e-05 | 2.00 1.99 3 8.91e-13
V2/512 3.9346e-6 | 1.3928e-05 | 2.00 2.00 3 8.86e-13
Table 2: Development of the error in Example 5.2 (Neumann)
mesh param. h ERR ERR EOC | EOCy | Iterations
V2/2 1.1230e-01 | 1.6724e-01 | - - 7
V2/4 3.8502e-02 | 1.1784e-01 | 1.54 0.51 35
V2/8 1.0812e-02 | 3.4228e-02 | 1.83 1.78 19
V2/16 2.1770e-03 | 1.8471e-02 | 2.31 0.89 28
V2/32 5.6915e-04 | 3.1867e-03 | 1.94 2.54 28
V2/64 1.0307e-04 | 1.0031e-03 | 2.47 1.67 32
V2/128 2.5753e-05 | 2.5104e-04 | 2.00 2.00 32
V/2/256 5.2530e-06 | 5.1462e-05 | 2.29 2.29 30
V2/512 1.2863e-06 | 1.6448e-05 | 2.03 1.66 31

Table 3: Development of the error in Example 5.1 (Dirichlet) for a = 1078,

Table 3 shows errors and the number of iterations for different mesh parameters h. The
number of iterations appears to be independent of h. For every mesh size the maximum
number of damping steps applied is 9 amounting to a minimal damping factor Ay, ~ 2-1073,
which is much larger than the magnitude ~ 3-107% predicted by Lemma 4.3. In all cases the
algorithm terminates without damping during the last steps.

Figure 2: The first steps of the Newton-algorithm for Example 5.2 (Neumann) with o = 1.
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A  Proof of Lemma 3.4

Lemma A.1. Let uy denote the solution of (Pp,). Under the assumptions of Lemma 3.4 there
exist 9, ho, C, sg > 0, such that for 0 < h < hg the set

Ci(s) = {w c0:0<|— éph(ﬂ)(w) Cal<sVO0<|— éph(ﬂ)(w) _p < s}

satisfies meas(C(s)) < Cs for 0 < s < so and for all & € Bs(uy).

Proof. Our approach is inspired by [2] and [3] and also relies on W1 *-convergence results
from [19] for the finite element discretization of elliptic operators. W.l.o.g. we assume that
b = oo, that C := C, is connected, and that C N 9Q = (. It follows from the assumptions on
p(u) that the level set C is a compact non self-intersecting C2-curve. Also there exists a signed
distance function d of class C? defined in a neighborhood of C, such that |d(w)| = dist(w,C)

and Vd = —%, see for example [5, Lemma 14.16]. Using d we can define the unique

projection of w onto

Pe(w) = w — d(w)Vd(w) = arg infc |lo—w].
we

One can show that Vd(w) = Vd(P¢(w)) which is also a unit normal vector to C at P¢(w),
compare for example [18, Prop. 5.1]. One easily sees that inside U, the projection is constant
in the normal direction of C, i.e. for w € C, t € (—n,n) one has

w = Pe(w+ tVd(w)) . (A.1)
> p

Finally, by the assumptions of Lemma 3.4 there exists n > 0 such that —2(Vp(u), Vd)
holds on the tube
Uy ={w € Q: [d(w)] <n}

around C, so that U, is contained in the domain of the projection P¢. Since Q is compact,
there exists p, > 0 with
1
inf |—— —al>pu, >0. A2
it | = S p(w)(w) —af = py (A.2)
Now choose 8, hg > 0 such that for all h € [0, hg) and @ € Bs(up)
[pn(@) = p(u)llwree < [[(Shp = 9)(Su = 2)|lwree + [[Sh(Shtt — Su)llyr.e
< Chllp(u) w20y + Cll(Sht — Su)||r(a)

< Chllp(u)lwz.e(0) + C (1(Sh — S)all o) + I15(@ — un)ll o) + 1S (un — )l o))

(A.3)
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holds, where p > 2 is arbitrary. The second estimate follows from Assumption 3.3, in partic-
ular one has for v € LP(Q)
[Shtll1,00 < el Svl[1,00 < El[SVllw2p@) < CllvllLe) -

Consider @ € Bs(uyp). Together, (A.2) and (A.3) imply that U, contains the level set

Cha = {w cq: —éph(ﬂ)(w) _ a} .

The rest of the proof is divided into three steps.
a) First we prove that for h € [0, hg) the restriction PC‘ Ch is one-to-one and onto. Taking

into account (A.1l) this is equivalent to the following statement: for w € C the function
t— —Lpp(@)(w + tVd(w)) — a has a unique zero in (—n,n).
Observe that pp,(u) is piecewise smooth and globally continuous and thus for s € [—n, ]

L@+ Vi) + oy + svaw) = -1 [ @), Ve + vie)a

and using the L>°-convergence of the gradients stated in (A.3) we can continue to estimate

> é / —(Vp(u), Vd)(w + tVd(w))dt — g(t —s) A
> g(t —5).

Hence t — pp (@) (w + tVd(w)) is strictly increasing.
The change of sign, and hence the existence of a unique zero, now follows from the L°°-bound
in (A.3) together with

_ép(u)(w —nVdw)) —a > p, and — ép(u)(w +nVd(w)) —a < —puy,

which in turn is a consequence of (A.2) and (A.4).
b) Next we derive a bound to the measure of the critical set Cj'(s). To this end let us define
the projection Pc, . : Uy — Cp 5 onto Cp g along the normal field Vd of C

Pe, . (w) = Pe(w) + tunVd(w) = w + (tyn — dw))Vd(w) ,

where for w € U,, and h € [0, hg) the parameter t, 5 € (—n,n) is the unique zero from a).
From (A.4) we deduce that

\—gph<a><w>—a|:fr—ph< )(Pew) +d(@)VA(W)) + pi(@) (Pe(e) + tunVd(w))|

)(Pe
> 2 ld(w) = tunl = el = Pe o) > gdmw ).

Together with (A.3) this shows, that for 0 < s < 59 = min(%, £ the critical set Cjl(s) is
contained in the intersection of i/, and a tube of radius 2 = ¢ s around Cp, 5. The measure of this

tube is QIength(Ch,u)%a .
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¢) It remains to bound the length of the pice-wise smooth curve Cp, ;. In order to investigate
the volume of the manifold Cj 3 we use the restricted projection PC‘ Chn which according to

a) is one-to-one and onto.
Due to the polygonal structure of Cj, 5 the set of non-smooth points of Cj, ; has measure zero.
First we exploit the C?-smoothness of d to compute the Derivative of P,

DPe =1 —Vd(Vd)! —dv3d.

The Jacobian of Pc} Cra Ch,qa — C can then be computed from DP¢ via projection onto

the tangential spaces. To this end let A, \;, denote the unique unit tangential vectors, that
belong to the orientation induced on C and Cp, 5 by d and Vpp (@), respectively. After possibly
decreasing ho and 6 we get for all w € Cj, 5

De, ;Pe(w) = (A7), DPe () = (A" A%) + O(ld(w)]) =

N | =

u n h,0—0
because (APe), Vd(w)) = (APe), Vd(Pe(w))) = 0 and (A Ay) = (qezd Tonli) ) hO50

uniformly. Thus PC| Chn is a local diffeomorphism, a.e. on Cj, 5. Hence

length(Chﬂ;) = / 1dA;, = / |det (Dch’ﬂpc) ‘_1dA < /QdA = 2length(C) .
Ch,a c c

Proof of Lemma 3.4. Choose 9, hg, sg,C > 0 as in Lemma A.1. If necessary, further decrease
0 and ho until ||pp(u1) — pr(u2)|leo < min(b — a, asg) for all uy,us € Bs(up) and 0 < h < hy
holds, so that in particular —2py(u1)(w) and —2py(ug)(w) can only be active at the same
bound at a given w € Q. In this situation we have

2

HGh(ul) —Gy(u) — (14 2D g Yy — uQ)(
a h 12(Q)

1 1 Ly, (us) o 2
— [ (P (= 5om00)) = Py (= om0 ) = 22052535301 - o)) s

=a or =b :—*Ph(ul)

A

:/A(p}:l)mz(p;jz) (P[“”’} <_c1vph(u1)) - (_;ph U2 ) - *ShSh uy — U2>>2dw-..
i /z(pzl)m(p;;z) <_ éph(ul) ~ Mot (_;ph 12 ) )

where A and Z again denote the corresponding active and inactive sets. It follows that

HG (u1) — Gp(ug) — I—i—mS*S (u —u)’
nlu1 nu2 o onon i), o

SIS
QI+

< meas((A (p;*) NZ (py?)) U(Z (pp*) N A (p:2)))2 = |lpn(w1) — paluz) oo -
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Now we have
(7 U U U u ]'
(A(pp) NI (py?)) U T (p3') NA(pp?)) € Gy (aHPh(Ul) —Ph(u2)Hoo> :
and by the choice of hy we can use Lemma A.1 to get

1 3
< O llpn(u1) = pu(u2)ll%
L2(Q)

IIS*

1,
HGh(ul) — Gpluz) — (1 + p*é”s;;sh> (w1 — us)

ShHL L2(Q),L>°(Q

) 3
lJur — u2H22(Q) :

Similarly one shows the continuity property of the single valued G on Bg(uy), which again
implies Holder continuity of OG in that neighborhood of uy,.

Ty, (u1) o 1y, (un) e
10Gi(u1) = G (u) 0.6 = H (I prn g ) - (14 g, )
L(L2(Q),L2(2))

_ IS s
< - D |1 1) — Ly 20,220

I1Sul17
- 5(L2(Q)’L2(Q))meas((.,4 (pZI) NT (pZQ)) U(z (pzl) nA (pz2)))%

a

Nz e )
B «Q

L2(0 1 1
012 2 2y ey 10 (1 = 12) g -
1

Proof of Lemma 4.1. The proof is inspired by the one given in [7]. First we note that the
minimization problem in (4.1) can be rewritten as

. 1 . o
oin <2Hy — 2nllF2() — (w, y>L2<n)> + i (§HUH2Lz<Q) + XU,q(0) + (w, Shu>L2(Q)) ,

with unique minimizers u(w) and y(w), respectively. For y(w) this is obvious. For the problem
in u we get necessary conditions like in (1.2) which guarantee a unique solution u(w). From
the viewpoint of convex analysis these conditions read

v € au(w) + Ixu,, (u(w)), (A.5)

where v = —S;w and the subdifferential dxy,, is the Fréchet normal cone of the convex set
Uad, ie. Oxu,,(u) = XA(pr) ~ XA(pp)> whence one has the formula u(w) = Py (—éS}:w).
With the smoothness of ¢ we have

1 * *
P(w) = *§Hw||i2(9) T Y (=Shw) + (w, w + zp) r2(q)
¢* being the polar function of the convex functional ¢ (u) = §||ull7. )+ XU, (u u) defined as

P*(v) = sup  ((v,u)r2(q) — V(w)) .

u€L2(Q)
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Since 9 is convex and lower semicontinuous we have the property v € 0 (u) < u € 9Y*(v),
see [4, Cor. 5.2]. Furthermore, because for any v € L?(€)) equation (A.5) can be uniquely
solved for u = Py (Lv) we conclude that 9y*(v) is single valued, thus ¢* is Gateaux differ-
entiable, compare [4, Prop. 5.3]. Since 9¢*(v) = Py (év) the function v* is even Lipschitz
continuously Fréchet differentiable. Hence

1
dWM=ﬂw+%wnmn+<ﬂm<—$w>&ﬂﬁw> ,
@ L2(Q)

and the formula for the gradient follows.
The strong convexity now is a consequence of the monotonicity of the derivative

(' (w1) — & (w2), w1 — wa) g2y = lwr — w2y - (A.6)
]' * 1 * *
+ <<P[a,b] (_Shw2) — Pla ) <_Shw1>) S (w1 — w2)> > |lwr - w2”2L2(Q)
@ @ L3(Q)
which again follows from the definition of the orthogonal projection Py ,. 1
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