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Abstract This article describes the evolution and current state of the domain-

independent Siette assessment environment. Siette supports different assessment

methods—including classical test theory, item response theory, and computer adaptive

testing—and integrates them with multidimensional student models used by intelligent

educational systems. Teachers can use an authoring tool to create large item pools of

different types of questions, including multiple choice, open answer, generative ques-

tions, and complex tasks. Siette can be used for formative and summative assessment

and incorporates different learning elements, including scaffolding features, such as

hints, feedback, and misconceptions. It includes numerous other features covering

different educational needs and techniques, such as spaced repetition, collaborative

testing, or pervasive learning. Siette is designed as a web-based assessment component

that can be semantically integrated with intelligent systems or with large LMSs, such as

Moodle. This article reviews the evolution of the Siette system, presents information on

its use, and analyses this information from a broader and critical perspective on the use

of intelligent systems in education.

Keywords Automatic assessment . ItemResponse Theory. Computerized adaptive

testing

Introduction

The role of assessment is essential to measuring the learners’ achievements during the

teaching and learning processes. It is also clear that the learners’ current state of

Int J Artif Intell Educ (2016) 26:270–292

DOI 10.1007/s40593-015-0078-4

* Ricardo Conejo

conejo@lcc.uma.es

Eduardo Guzmán

guzman@lcc.uma.es

Monica Trella

trella@lcc.uma.es

1 Universidad de Málaga, 29071 Málaga, Spain

http://orcid.org/0000-0003-0810-4608
http://crossmark.crossref.org/dialog/?doi=10.1007/s40593-015-0078-4&domain=pdf


knowledge must be known in order to adapt instruction to the learners’ needs.

Assessment also plays an important role in meta-cognition and motivation, for exam-

ple. Classic Intelligent Tutoring Systems (ITSs) (Polson and Richardson 2013) have

been developed that attempt to emulate the teacher’s behaviour with an individual

learner and to tailor instruction to each learner’s circumstances. The core of the ITS is a

computable representation of the learner called the learner model (LM) (Greer and

McCalla 1994). The LM can include different features, but the domain structure, the

learning goals, and the current state of knowledge is almost always represented.

Traditionally, the learner knowledge models used by ITSs are complex representa-

tions that include nodes corresponding to each concept or set of concepts in the domain.

These nodes usually have a qualitative or quantitative value attached that indicates the

knowledge level for that particular concept. Additionally, some ITSs can include nodes

that represent misconceptions and arrows that link concepts. These links represent

relationships used to make inferences about the knowledge level for some concepts

according to the estimated knowledge level for other concepts. A classic approach in

the ITS field is to heuristically define the concepts, relationships, and propagation rules.

Assessment in learning, understood as a research field whose goal is to accurately

measure educational achievement, has also evolved separately as part of the discipline

of psychometrics. The 20th century saw the emergence of relevant contributions to

the field, such as the Classical Test Theory (CTT) (Lord et al. 1968), the Item

Response Theory (IRT) (Embretson and Reise 2000), and the Computer Adaptive

Testing (CAT) (Wainer et al. 2000). All these theories have important strengths:

they are domain independent, data-driven, mathematically well-founded and, due to

the two previous features, the parameters used to tune the model can be estimated

by statistical data analysis.

By the end of 20th century, the field of ITS produced its own domain-independent

models or techniques, such as Knowledge Tracing (KT) (Corbett and Anderson 1994),

Constraint Based Modelling (CBM) (Mitrovic 2012), and some others. However, a

question remained unanswered: Why did ITS researchers not use psychometric

models? Several answers are possible. The most straightforward answer is that ITS

requires data that is more fine-grained than the information usually provided by

psychometric models, i.e. unidimensional measures, and that psychometric models

typically require complete data sets and lots of response data to be applied. Another

possible reason is that psychometric models have been classically linked to

Multiple-Choice Questions (MCQs) and most tasks involved in ITSs require

High-Order Cognitive Skills (HOCS) (e.g. problem solving), which are difficult

to assess using MCQs. Finally, the most commonly used psychometric models

assume that no learning can happen during the assessment process.

The question stated in the foregoing drove the initial research that motivated the

development of the Siette system (http://www.siette.org). The primary aim was to

create a practical flexible system that uses state-of-the-art methods from research on

psychometrics and ITSs to facilitate the creation and administration of formative and

summative assessments. It has also been a test bed for different features related to

automatic assessment. Siette is an ongoing long-term project that has both improved

and deepened our understanding of the role of assessment in education. All these

features have been added to the Siette architecture and work in a fully integrated

manner. The article is organised as follows: the next section briefly describes the
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origins and evolution of Siette; we then discuss how different problems have been

addressed during its development and how their solutions have been included in the

system as new features; next, we provide statistical data on the use of Siette; finally,

some conclusions are presented.

A Brief History of Siette

Siette has evolved during 16 years of practical use. The current system varies consid-

erably from the initial version. Some features have been described in separate studies

and integrated within the Siette architecture, whereas other features have been added

but not yet described because the appropriate experiments have not yet been conducted.

Siette was initially developed as the focus of a master thesis (Rios 1998). The initial

aim was simply to use the advantages of web interfaces (whose popularity began to

significantly increase at that time) to replace classic paper and pencil tests, which were

widely used in many undergraduate courses. We explored the field and encountered

IRT and CAT. IRT is based on the hypothesis that student knowledge can be measured

as a single real number. Conditional probabilities functions are defined to explain the

response to the questions (called items). The higher the knowledge level, the higher the

probability of solving the questions. Statistical procedures can be used to infer the

students’ knowledge level based on their actual responses. On the other hand, CAT tries

to modify the selection of questions to maximize the information obtained. It can be

proved that this condition is equivalent to the selection of the question whose difficulty

is closer to the currently estimated student knowledge.

We realize that the Web was a perfect platform to deliver tests within the framework

of these two theories. By that time, we were working in a European project called

TREE (Trella et al. 2000), which included the development of an expert system and a

web-based ITS for the identification and classification of European trees. We planned

to use Siette as a component of the TREE project to automatically generate questions

from the project database and feed the system LM with these data (Rios et al. 1998,

1999; Conejo et al. 2004). The initial idea evolved from it being a standalone system to

being a component of a larger system. However, Siette was always designed to be a

reusable and domain-independent module.

One of our challenges was to develop a web-based system that could not only be

used for research purposes, but could also be used in real environments, i.e. with real

learners and teachers. However, this challenge involved certain demands, among

which were the following three aspects that had always been considered during the

development of Siette. Firstly, the system had to be robust and efficient. This

demand involved considerable effort in software engineering. Three main versions

of the system have been developed. The first, which was described by Conejo et al.

(2004), was implemented in PHP and pure HTML, with CGI technology written in

the C language. The second version (Guzmán and Conejo 2004b, c), which was

developed from scratch, and the third version (Guzmán et al. 2007b) were devel-

oped in Java with Servlets, JSP, Javascript, Ajax, and some other web technologies.

Secondly, the system had to provide a user-friendly authoring tool (Guzmán et al.

2005). This was the main difference between the second and third versions. Figure 1

shows the evolution of the Siette authoring tool.
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Finally, Siette had to be interoperable with other systems. To fulfil this requirement,

we defined a protocol based on web services that allowed Siette to be used remotely.

These web services initially enabled the connection with ActiveMath system (Melis

et al. 2001) as part of our participation in the European project LeActiveMath (http://

leactivemath.org). Figure 2 shows the sequence of actions during the LeActiveMath-

Siette communication. Subsequently, these services were refactored to support new

kinds of items (described in the next section) and an API, which was developed in PHP,

in order to smoothly integrate Siette and Moodle LMS. Moodle users (teachers and

students) can use Siette as another Moodle activity, while preserving the role they have

in Moodle (as teachers or students). The results obtained in Siette are synchronously

passed to the LMS. Siette is currently integrated with the Moodle used as a virtual

Fig. 1 Evolution of the Siette authoring tool

Fig. 2 Integration with LeActiveMath environment
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campus in all the schools and faculties of Malaga University (2500 staff; 35,000

students per year) Fig. 3 shows a Moodle form to define a Siette assessment definition,

and a test is ready to be taken.

Problem Addressed and Current Features of Siette

Siette has changed from being a test-based system to a current environment for

automatic assessment. In this section, we summarize the most relevant features of

Siette to provide readers with an overview of the current functionalities provided by the

system. Over the years, Siette has faced several problems that have been turned into

challenges. Their solution has led to the system becoming enriched by the addition of

different features, as described below. The next section addresses the issue of the

adoption of these features by users.

The Domain Model

Siette is a domain-independent system for automatic assessment. A subject or domain

in Siette is structured hierarchically (Bpart-of^ relationships), with topics and subtopics.

Each subject contains an item pool in which items can be attached to any node in the

hierarchy, indicating that knowledge on that concept is required to solve that item

(unidimensional model). The system also supports linking items to two or more sibling

nodes of the hierarchy, under the constraint that those nodes have to be siblings

(multidimensional model); however, multidimensional items are rarely used.

Additionally Siette allows the Bprerequisite-of^ relationship between nodes of the

model. Although it is not currently used for assessment purposes, it is used improve the

graphical model presentation. In addition to the domain model, a hierarchically

structured misconception model can be defined. Incorrect responses to items can

also be associated with any of their nodes (Guzmán and Conejo 2015).

The Siette domain model is designed in this way for two reasons: (1) To allow

integration with ITS hierarchical domain models. Siette is not an ITS, but an

assessment system that can be integrated into an ITS, so it uses a domain model

that can be overlaid with the ITS domain model; (2) To enhance adaptivity based on

content selection. In addition to classic CAT behaviour, the Siette adaptive

question-selection algorithm takes into account that multiple domain model nodes

Fig. 3 Integration with Moodle at the Malaga University Virtual Campus
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can be evaluated in a single assessment session and selects the next question to pose

according to the nodes that require higher precision (Guzmán et al. 2007a).

The Learner Model and the Problem of Multidimensionality

Multidimensionality was the main problem when we tried to use a CAT as an

assessment component of an ITS. ITSs are commonly based on a fine-grained LM

(McCalla and Greer 1994), which consists of different knowledge estimates for each

domain topic. However, CTT and IRT generally focus on a single latent trait and

produce a single numerical value as an estimate of aggregate knowledge. Multidimen-

sional IRT models were quite complex and more than two or three dimensions are

rarely used. Classic multidimensional models are based on parametric families of

functions for the item characteristic curves. In the early days of Siette we adopted a

non-parametric multidimensional model and explored kernel-smoothing techniques

(Ramsay 1991). However, for practical reasons, we adopted a multi-unidimensional

approach and developed a mechanism that assumes that multiple independent traits are

assessed simultaneously. The implications associated with this assumption and the

problem of aggregating concepts scores in a hierarchical LM are described in (Guzmán

and Conejo 2002; Guzmán et al. 2007a). Currently, Siette does not support true

multidimensional items, but this line might be taken up again in the future.

We have also explored from a theoretical point of view the relationship between

qualitative and qualitative LMs that are commonly used in ITS and IRT, respectively,

and how unidimensional and multidimensional models can be related based on the

structure imposed by the prerequisite relationship (Pérez-de-la-Cruz et al. 2005).

Item Models and Types

One of the keys to the practical success of Siette is the possibility of using a

combination of different item types in the same test. In the initial version items were

MCQs, but in the current version an item can be considered to be any component able

to provide information on student knowledge. Every item usually contains a stem, a set

of answers, a set of hints, and feedback. Both hints and feedback are optional and can

be shown to the student depending on the test configuration parameters. Siette supports

basic and complex item types. Moreover, the system is able to assess problem-solving

skills and is capable of automatic item generation, as described below. See Figs. 4, 5, 6,

and 7.

Basic Item Types There are three basic item types in Siette: multiple-choice questions

with a single answer, multiple-choice questions with multiple answers, and open

multiple short-answer questions.

Open multiple short-answer items can be configured to support a reduced set of texts

as item answers by providing patterns (i.e. regular expressions) for evaluating item

correction. The answer texts are matched against a set of given patterns using pattern

evaluation components. The easiest component only matches the correspondence

between the answer and the pattern, ignoring blanks, upper and lower case letters,

punctuation signs, etc. Furthermore, Siette includes a pattern evaluation component that

matches regular expressions, number ranges, units, and magnitudes conversion, etc. For

Int J Artif Intell Educ (2016) 26:270–292 275



example, the system could recognize a student answer Bv=70 km/h^ with a given

pattern B*#20 m/s#5 %^. Siette has other special-purpose evaluation components, such

as the ability to recognize the equivalence of a single variable function for math

calculus. The Siette authoring tool provides teachers with a Bre-assessment^ feature

that allows them to change the recognition patterns and to re-evaluate the learners’

previous test session that contains those items.

Complex Item Types From the point of view of assessment, any other type of item fits

within one of the three basic models described above. The following item types are in

this category:

& Siettlets. These items were developed for tasks requiring high user interaction and

were implemented using Java applets and embedded Javascript code (Arroyo et al.

Fig. 5 An external item that requires the student to upload a file

Fig. 4 Generative composite items with hints

276 Int J Artif Intell Educ (2016) 26:270–292



2001). A reusable library of item types was developed using this approach

(Guzmán and Conejo 2004a). The mechanism developed for this purpose facilitates

the integration of external complex exercises or tasks, which were the precursors of

the external items (described below).

& Composite items. Single items can be grouped into a composite item. Thus, the

system has to simultaneously present these items, with a common stem. Composite

items play an important role in including external programs for complex task

evaluation. In the literature on testing, these kinds of items are commonly known

as testlets. Figure 4 shows an example of a physics question that is generated from a

template (see the Item Generation subsection below). Questions can include hints

and feedback.

& Branching items. Siette allows the definition of branching items and branching

tests. This is an earlier technique for adaptive behaviour that involves the

presentation of some items in a given order, but it is also of interest for certain

applications, such as simulating question-answer dialogues or Socratic tutoring.

Fig. 6 Automatic question generation from a table

Fig. 7 Assessment of botany at the laboratory using dried plants
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& Antagonistic items. Siette permits the definition of antagonistic items, i.e., items that

cannot simultaneously appear in the same test. This feature is useful when defining

automatic rules for item selection in a large item pool. In the near future, the

automatic detection of antagonistic items will be included in Siette according to

point biserial correlation data.

& External items. Through this new type of item, any web-based assessment

component can be integrated into Siette using a loosely coupling protocol.

External items must internally correspond to one or more basic items in Siette.

When one of these external items is posed to the student, Siette leaves execution

control to the item. Once the student has finished interacting with the item,

control is given back to Siette and the answers are provided. For instance, using

this technique, Siette can call a system that evaluates the correctness of a

programming exercise and returns the result to Siette in the form of a set of

responses to a Siette composite item or a set of items. The next subsection

describes the key role that this type of item plays in the current version of the

system.

High-Order Cognitive Skills Assessment The assessment of HOCS is an important

problem that we are still addressing with Siette. External items were added in order to

incorporate problem-solving tasks. Furthermore, we have recently added composite

items which, in combination with external items and CBM techniques, have allowed us

to assess declarative knowledge (Gálvez 2009, 2012; Gálvez et al. 2009a, b, c, 2010,

2012, 2013) in problem-solving items. In parallel, and also using external and com-

posite items, we have explored new ways of assessing procedural knowledge using IRT

(Hernando 2011; Hernando et al. 2013a, b). As a consequence, the new functionality

provided by these new types of items provides more flexibility in the assessment of

HOCS. Figure 5 shows an example question that requires the student to write a small

program. When the question is posed, the student has to upload a file containing the

program that is automatically corrected according to a script provided by the teacher

using the Siette authoring tool.

Item Generation Since the first version of Siette was developed, it has included

the capability of generating questions using a template, for which Siette uses a

simple but very effective technique: The template is written in any language script

supported by the web server and the page is randomly instantiated when presenting

the question to the student. Siette currently supports the addition of PHP or JSP

code in the item templates. This script code can be inserted in the item stem, the

responses or patterns, the hints, and the feedback. Siette provides a built-in JSP

API to facilitate programming the template. This API also supports the automatic

generation of questions from dictionaries and 2D tables. Figure 6 shows an

example of a question generated from the chemistry periodic table. JSP programs

can be defined to generate different questions based on the table values. An API is

provided to make the programming task easier for non-programmers (also see

Fig. 4). Extending this idea, Siette also support question generation from database

tables or views. Currently we are working on question generation based on

Semantic Web SPARQL queries.
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Assessment Models and Test Assembly Criteria

Classical Test Theory and IRT are the theoretical assessment models underlying Siette.

Siette uses an IRT-based 4PL response model including item difficulty, discrimination,

guessing, and slip parameters. This model can be easily adapted to the classic 1, 2, and

3PL IRT approaches. In addition, the three basic item types are supported, respectively,

by three IRT-based polytomous item models (Guzmán and Conejo 2005a; Guzmán

2005). That is, items are not always assessed dichotomously (correct or incorrect). Each

item choice can be treated separately providing partial credit. This feature provides

richer information and even evidence of potential misconceptions (Guzmán et al.

2010). All these options can be configured according to the teacher’s specific needs.

As mentioned, Siette implements a discretization of unidimensional and multidi-

mensional IRT models. Furthermore, we have recently added the capability of using

classic continuous unidimensional IRT. The teacher can decide which assessment

model to select while constructing the test specification. Many other aspects can be

configured in a test specification. For instance, tests can be assembled from the item

pool by either selecting items randomly, selecting them in a given order, keeping a

given proportion of related topics, or using different adaptive criteria (the most

informative item, the one closest to the learner’s current state of knowledge, etc). Test

finalization criteria can also be defined according to several options, such as fixed test

length, fixed accuracy, maximum time, and the learner’s own decision.

Several other parameters can be configured, such as the display style, test access

options, test navigation (allowing or prohibiting forward and backward movement

while solving the test items), time constraints, item exposure constraints, and the way

the correct answer is presented after finishing the test.

The Hypothesis of Constant Knowledge and the BAssessment of Learning^

Paradigm

Most psychometric models assume that there is no variation in knowledge levels during

assessment. This hypothesis is assumed in order to allow for factoring a large joint

probability density into a product of factors during estimation and for measurement

error minimization techniques to be applied. This hypothesis is in clear opposition to

the main goal of the ITS and other environments that are designed for learning. If Siette

is used as a component of an ITS, or if it incorporates some hints and feedback during

assessment, is it still valid to assume this hypothesis?

In general, this problem has been avoided by assuming that assessment only

provides a snapshot of the learner’s knowledge at a given time, thus upholding the

hypothesis of non-learning during assessment. However, we have explored the use of

assessment as a learning resource in Siette. In this case, the main goal is not only to

provide an accurate score of knowledge levels on a variety of concepts or topics, but

also to improve the learners’ knowledge by their taking a test. For this purpose, we

have used various techniques that are described below. Additionally, some indicators

have been added to Siette to measure the learning gains in these cases. We are also

working on more accurate models that take learning during assessment into account.
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& Adaptive item hints and feedback. In Siette, hints are defined as pieces of informa-

tion that the learners might receive before they answer an item. On the other hand,

feedback consists of pieces of information that are given to the learners after they

have responded. Several hints can be associated with the same item, but only one

can be presented to the learner at the same time as the item. For items with more

than one hint, different strategies for selecting the one that will be presented to the

learner can be configured through the test configuration parameters. These strate-

gies include randomly presenting the hint and presenting it according to current

knowledge. Furthermore, feedback can be linked to each item answer. Siette can

also be used as an adaptive tutoring tool as it provides hints and feedback (Conejo

et al. 2005, 2006).

& Self-assessment tests. These turn the system into a drill and practice environment in

which students can attempt the same test many times under different conditions. We

have conducted several studies that suggest that these kinds of tests are of benefit to

the learner (Guzmán and Conejo 2005b; Guzmán et al. 2007b).

& Spaced-repetition test. This is a test taken repeatedly by a user and adapts the

probability of question selection according to success or failure during a previous

session.

& Collaborative testing. These are tests that are taken simultaneously by a group of

two or more learners. During these tests, learners can discuss their answers using a

chat tool and, consequently, learn from their peers (Barros et al. 2007; Conejo et al.

2008, 2009a, b, 2013).

Pervasive Learning

Siette allows attaching a location tag or a QR code to each question. In this case, the

question is triggered when the location is reached or the QR-code is scanned. This

feature opens up the possibility of using Siette as a ubiquitous assessment tool on

mobile devices (Conejo et al. 2015). Figure 7 shows an application. QR codes are

assigned to questions using the authoring tool and the codes are attached to a dried

plant sheet. Assessment is conducted at the botany laboratory. Questions about the

plant are posed and the student receives detailed feedback after his/her response.

The Problem of Item Calibration

The correct implementation of Item Response Theory and the performance of CAT

depend on the accurate calibration (i.e. the data-driven procedure for tuning the model

parameters) of the item (question) parameters. These parameters should be computed

before being used, which requires large datasets. The only alternative method is the

heuristic estimation of the parameters. We analysed the sensitivity of the model under

parameter mis-estimation (Conejo et al. 2000) and the accuracy of heuristically esti-

mating several important parameters, such as item difficulty, by teachers and students

(Conejo et al. 2014). Evidence collection is a challenge in psychometric models and in

assessment (Mislevy and Riconscente 2006). As mentioned, in order to correctly

calibrate an IRT model, no learning can occur during a test session. In uncontrolled

environments, such as web-based systems, a major problem is the quality of the
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datasets used for calibration. We have also studied the conditions under which the data

collected through the Web can be used as a reliable source for calibration (Guzmán

et al. 2000, 2005).

Siette performs item calibration through web services. This approach allows

decoupling between the system and the calibration tool. Currently, two calibration

tools are used: Multilog and JICS. Multilog is one of the most well-known tools for

item calibration and has been integrated in Siette using a wrapper, whereas JICS (Java

Item Calibration System) is a calibration tool that we developed independently. We

have also explored other calibration mechanisms based on kernel smoothing techniques

(Guzmán 2005; Guzmán and Conejo 2005a; Guzmán et al. 2007a). Figure 8 shows a

preview of data prepared to call the Multilog Web Service for a set of items. The image

on the right shows the returning values ready to be updated in the Siette database.

On the other hand, many Siette tests are developed by university instructors and

administered to relatively small samples of students. In these situations, automatic item

calibration is not always possible due to convergence issues or problematic parameter

outputs. The alternative is to estimate the parameters and manually enter them into the

system. This estimation can also be biased and not fully reliable. In fact, some studies

have indicated that, in some cases, students can estimate some parameters better than

instructors (Conejo et al. 2014). Nevertheless, in these cases, the most frequently

applied practical solution is simply not to use IRT. Percentages of correct responses

or scoring procedures are implemented as alternative assessment criteria. We believe

that this is the reason for the relatively infrequent use of IRT scoring procedures in

Siette (see Section The Use of Siette).

Analysis of Item and Test Results

Siette includes a built-in package for test result analysis. The learners have access to

their own model and teachers have access to individual and group data. In addition to

statistical descriptive data, some test consistency indicators are automatically calculat-

ed, such as Cronbach’s alpha, Gutman’s lambda, and tetrachoric correlation matrix.

Siette also provides built-in tools for item behaviour analysis, such as point biserial

correlation and item characteristic curves. Whenever possible, each value is reported

Fig. 8 Calibration tools

Int J Artif Intell Educ (2016) 26:270–292 281



with a standard 95 % confidence interval or using a colour code that indicates statistical

confidence. Figure 9 shows two examples of the analysis tools. The image on the left

shows the tetrachoric matrix of a set of items. The colors green and red represent

positive and negative correlations, respectively, and grey represents statistically non-

significant values. The right image shows the item characteristic curves for the six

choices of a question, including the option to leave it blank. These features allow the

teachers to identify items that have been incorrectly constructed, e.g., items with a

correct answer that is never selected by learners with a higher level of knowledge.

These items should be removed or rewritten as they fail to measure the learner’s

knowledge.

Figure 10 shows a detailed view of the learner model (LM) according to the

assessments taken. The intensity of the colour depends on the statistical confidence

of the measure. The student model graphical presentation of the LM is delegated to the

Ingrid system (Conejo et al. 2012). Teachers have access to individual and aggregated

models and can compare a student’s results to the class average, etc.

If further analyses are needed, Siette can export the results to CSV and ARFF file

formats to be analysed with a spreadsheet or with Weka.

Integration Features and Interoperability

As mentioned, Siette provides a set of web services for system integration. These

web services allow secure user creation and login, test delivery, and result ex-

change. The web services protocol is based on a single sign-on approach, which

uses a RSA public/private key schema to secure the communication. In addition to

these web services, we have constructed an API for system integration in Java and

PHP. There is also a Moodle plug-in that allows integration between Siette and

Moodle (supported in Moodle version 1.7 to the current version 2.5). Users created

in Moodle have direct access to Siette, while preserving the role they have in

Moodle (see Fig. 3).

Siette defines its own XML format for representing the domain concept hierarchy,

items, tests, and test session results for backup and restore. This format is called SQTI

(Siette Questions and Test Interoperability) and can be used for interoperability with

other systems, although currently no other system supports all the features of Siette, as

far as we know. Siette can also import items in the Moodle GIFT format and can

Fig. 9 Item analysis tools
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provide direct support for IMS QTI 1.2 question definition using a built-in player. The

new version (2.0) is not yet supported, but will be in the near future.

The Use of Siette

There is little data on the earliest use of Siette. The current database contains informa-

tion from 2002. There are 36,000 registered students and around 1000 teachers at the

university, who have created a total of 30,000 items. The following tables and figures

show how the use of Siette has evolved between 2002 and 2014.

Figure 11 shows the number of active users (i.e. students who have taken at least one

assessment session that year). Figure 12 shows the total number of test sessions by

access mode. Most users interact with Siette through its main interface (62 % in 2014).

In 2007, Moodle was installed at Malaga University Virtual Campus and Siette was

integrated as a Moodle activity. The system became far more visible to the university

staff. However, most teachers use Moodle questionnaires instead of Siette question-

naires either because they do not know Siette, do not have the time to learn a new tool,

or simply because the simpler Moodle assessment questionnaires are sufficient for their

needs. The other users have interacted with Siette through other routes, such as the

ActiveMath system. Figures 13 and 14 respectively show the number of active teachers

(i.e. teachers who have created at least one item) and the number of items created per

year.

Most of the content (91 %) of Siette is written in Spanish (see Fig. 15) and was

developed at Malaga University, the Polytechnic University of Madrid, and UNED

(Spanish Distance Education University). MCQ with single answer is the most popular,

followed by open short answer questions (Fig. 16).

Fig. 10 Views of the open learner model
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Some of the most innovative items and particular features of Siette are rarely used

(see Fig. 17). Several different hypotheses could explain this fact. Firstly, some users

are not comfortable with innovation. It requires a learning effort and the users do not

always have sufficient time or interest to improve what they have always been doing in

a certain way. Secondly, it requires considerable effort to understand IRT and CAT and

it is not easy to explain the results of these to students. It is difficult for students and

teachers to accept that the same exam may contain different questions for different

people, even if the underlying theory demonstrates the validity of this approach. In

Spain, there is a tradition of using the MCQ format and scoring the exams based on the

percentage of correct answers; in practice, this situation is very difficult to change.

Another obstacle to the use of IRT is the need to previously calibrate the item pool. It is

impossible to immediately obtain test results without prior calibration. According to the

psychometrics literature, the minimum number of examinees needed for calibration

ranges between 100 and 1000, depending on the model used. Classical test theory is

applicable to most topics studied by only 30–40 students a year that have large item

pools.

Figures 18 and 19 respectively show the evolution of the number of test sessions and

questions answered between 2002 and 2014. The figures show that there is a correla-

tion between them. Most of current tests in Siette use the percentage of correct answers

as the assessment criterion (642 tests). The application of this assessment criterion is

followed by the alternative of item scoring (581 tests). In contrast, IRTwas used in only

18 tests.

Finally, random item selection (Fig. 20) was the most popular method used by

teachers (1078 tests), followed by fixed order (101 tests), and weighted random (30

tests). This distribution slightly changes depending on the number of test sessions taken.
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Related Work

Other researchers have addressed problems similar to those encountered during the

development and implementation of Siette, some of which have been mentioned above.

We now briefly summarize the similarities to and differences between Siette and their

approaches.

Knowledge Tracing (KT) (Corbett and Anderson 1994) is a technique used to model

student knowledge and learning over time and has mainly been included in cognitive

tutors (CT). Knowledge tracing is based on the estimation of four parameters associated

with students. Learning Factor Analysis and Performance Factor Analysis (Cen et al.

2006; Pavlik et al. 2009) are modifications of KT that extend it with adaptation

capabilities similar to those of CAT. Multidimensional IRT models have also been

used in the area of CT and KT (Cen et al. 2008). Pardos and Heffernan (2011) have

extended the standard KT model to take into account several item-related difficulties

similar to those found in IRT. Bayesian Knowledge Tracing (BKT) has also been

applied to CBM (Mitrovic et al. 2003), similar to the manner in which we have

attempted to combine IRT and CBM (Gálvez et al. 2013).

Evidence Centered Design (ECD) evolved within the field of psychometrics to

assess high-order cognitive skills (Mislevy et al. 2003). The main idea underlying

ECD is to separate the evidence model from the diagnostic model and to define

different layers in the assessment system.. The main difference between them is that

ECD is simply a framework that has to be implemented for each application, whereas

Siette is a system that provides functionality that is already implemented for many
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applications. The functionality in SIETTE may help make ECD-style arguments more

explicit. For example, the ACED system (Shute et al. 2007) was designed as an

assessment for learning system, and many of its features could have been directly

implemented in Siette by reusing Siette’s components. However, the scope of ECD is

broader than that of Siette, which is limited to its implemented features.

Assistment (Razzaq et al. 2005) is another interesting system that explores the

possibilities of assessment for learning. It strongly relies on the use of hints and

feedback. Assistment and Siette share some common objectives, but Assistment uses

sequences of hints and some other features that are not implemented in Siette. On the

other hand, Siette includes many features not yet implemented in Assistment and also

supports IRT models.

As a general purpose and domain-independent assessment environment, Siette has

something in common with LON-CAPA, Moodle, OpenEdX, and other learning

management systems (LMS) that include assessment components. A deeper compari-

son of Siette and each of these systems is beyond the scope of this paper. In general,

Siette includes almost all of the features of these assessment components, (e.g., Siette

can import any Moodle set of questions defined in a Moodle GIFT file), but the

opposite is not the case. IRT and CAT are not present in these LMSs, and so does the

hierarchical domain structure and student model, the complex item types, the
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collaborative testing features, the pervasive learning assessment facilities, etc. Further-

more, these assessment components of existing LMSs do not provide services that

allow their integration into an ITS.

Many other systems share the goal of Siette of adapting question selection to the

users’ knowledge (Barla et al. 2010; Hsiao et al. 2010). Other systems share the goal of

development assessment models based on IRT and other probabilistic assessment

algorithms for complex domains. They produce fine-grain representations of students’

knowledge (Desmarais et al. 2006; Falmagne and Doignon 2011). Common goals have

been semantic integration of adaptive assessment as a component of an ITS and

interoperability with open student models (Zapata-Rivera et al. 2007; Sosnovsky

et al. 2009). Many other features of Siette, such as collaborative testing (Robinson

et al. 2008), spaced repetition (Pavlik and Anderson 2003), or mobile applications and

location aware testing (Romero et al. 2009; Santos et al. 2011) have also been another

common focus of interest. The most distinctive character of Siette is probably the

integration of all these features into a common fully implemented and operative system.

Conclusions

Over the last 16 years, the Siette system has evolved from being a testing tool based on

MCQs to a complete automatic assessment environment that supports different assess-

ment methods and that can be used for the formative and summative assessment of

multiple types of skills. Different assessment elements and strategies have been ex-

plored and integrated within the Siette environment. The advantage of this approach is

that the different features can be freely combined in the same assessment session. For

example, hints and feedback can be used in pervasive assessment or in a collaborative

test, and adaptive models can be used together with misconceptions. The Siette
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environment includes three types of learning analytics features: the analysis of student

results, the analysis of test validity and reliability, and item analysis.

We consider that the Siette system represents a small but significant contribution to

the field of AIED. Firstly, its development has contributed to research on the relation-

ship between psychometric techniques and the assessment problems faced in intelligent

tutoring. It is not unusual to find other current research in this field that takes into

account IRT and CAT. Secondly, the Siette system addresses the issue of interopera-

bility. Current trends in software development are focused on component reuse.

Independent but integrable modules are needed to reduce the cost of ITS development.

Last, but not least, Siette has contributed to the exploration of different assessment

types and conditions, and has attempted to accommodate them to well-founded assess-

ment models that are driven by collected data and not only by heuristics.

Siette has been mainly used in higher education due to the fact that it was developed

in a university environment and tailored to the needs of assessment at this level of

education. The application domain includes computer science and engineering, physics,

chemistry, maths, biology, botany, economics, and language learning. Some promising

results have been obtained by its application to high-school education.

From a practical point of view, Siette has been moderately successful. The number

of Siette users has increased every year and not only at Malaga University. The

integration of Moodle and Siette has made the system more accessible, which has

increased the number of users. However, most of the innovative features of Siette are

rarely used, as the data presented in the previous section shows. There are many

possible explanations for this situation. On the one hand, many users are unaware of

most of the features included in Siette. Effort should be made to document and

disseminate the research results among users. In fact, training sessions have been

recently been organized for teachers at Malaga University to introduce the features of

Siette. On the other hand, the adoption of some of the innovations requires extra effort

by teachers. For instance, adaptive behaviour based on IRT requires the teacher to

understand this theory, whereas the classic percentage or scoring procedures are well-

known and easier to understand by teachers and students. Rich content elicitation, the

addition of hints and feedback, misconceptions, and other features also require extra

authoring work. This includes maintaining the item bank, analysing and calibrating

items, and removing incorrect responses. These challenges could be overcome if the

system encapsulates and automatizes some processes to reduce the cognitive load of

the teacher.
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These problems are common to many intelligent systems, which are commonly used

not only by their creators but by many others. Extra effort should be made to provide

features such as authoring, analytics, and reporting tools, documentation, and user

support channels, in the attempt to persuade individuals to invest time in learning to use

the system. A key point is that the final users (teachers) should be able to access the

system in a simple way at the beginning and discover advances features as needed. This

issue has guided the development of Siette and explains the relatively limited use of

its advanced features. However, we consider that this strategy is the correct one to

follow if we want intelligent educational systems to have a real impact on current

learning practice.

Siette can be freely accessed at www.siette.org. Documentation and further

information can be obtained following the links on the first page. Although Siette is

not currently an open-source project, free academic use can be granted upon request.
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