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REVIEW

The solid and liquid states of chromatin
Jeffrey C. Hansen1* , Kazuhiro Maeshima2*  and Michael J. Hendzel3,4*  

Abstract 

The review begins with a concise description of the principles of phase separation. This is followed by a comprehen-

sive section on phase separation of chromatin, in which we recount the 60 years history of chromatin aggregation 

studies, discuss the evidence that chromatin aggregation intrinsically is a physiologically relevant liquid–solid phase 

separation (LSPS) process driven by chromatin self-interaction, and highlight the recent findings that under specific 

solution conditions chromatin can undergo liquid–liquid phase separation (LLPS) rather than LSPS. In the next section 

of the review, we discuss how certain chromatin-associated proteins undergo LLPS in vitro and in vivo. Some chroma-

tin-binding proteins undergo LLPS in purified form in near-physiological ionic strength buffers while others will do so 

only in the presence of DNA, nucleosomes, or chromatin. The final section of the review evaluates the solid and liquid 

states of chromatin in the nucleus. While chromatin behaves as an immobile solid on the mesoscale, nucleosomes are 

mobile on the nanoscale. We discuss how this dual nature of chromatin, which fits well the concept of viscoelasticity, 

contributes to genome structure, emphasizing the dominant role of chromatin self-interaction.
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Background
Chromatin is the genetic material of eukaryotes. �e 

core of a genomic chromatin fiber is an array of nucle-

osomes. Chromatin condenses the chromosomal DNA 

molecule into a globular territory in the nucleus. At the 

same time, chromatin is the substrate for functional pro-

cesses such as transcription. �is raises a fundamental 

question in chromatin biology. How is chromatin struc-

tured and packaged within a chromosome such that it 

can be accessed and navigated by proteins involved in 

DNA-based functions? Central to this question are the 

self-interacting properties of an array of nucleosomes, 

which dictate both the local packaging and global con-

densation of chromatin in  vitro and in  vivo. Any given 

stretch of genomic chromatin consists of a nucleosomal 

array bound to specific chromosomal proteins. �us, in 

order to understand the structure and function of chro-

matin, one needs to understand both the fundamental 

behavior of an array of nucleosomes and how that behav-

ior is influenced by the proteins and other factors that are 

bound to the nucleosomal array.

�e properties of chromatin in salt solutions have been 

actively investigated for 60 years. One aspect of the salt 

studies has been practical. Salts can be used to fraction-

ate endogenous chromatin samples based on their pro-

pensity to aggregate. Another aspect of the salt studies 

has been analytical. Salts can be added back to chro-

matin samples to induce structural changes that subse-

quently are characterized by biochemical, biophysical, 

and microscopy methods. �ese studies have demon-

strated that the chromatin fiber undergoes two structural 

transitions as salts are titrated into solution. One is a 

conformational change that involves local nucleosome–

nucleosome interactions and results in formation of 

folded 30-nm fibers. �e other is chromatin aggregation 

(Fig.  1). Beyond the salt range in which folding occurs, 

chromatin self-associates to form large aggregates that 

can be recovered as a pellet after centrifugation. �is 

process is cooperative and reversible. Recent evidence 
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suggests that chromatin aggregation is a phase separation 

phenomenon that can result in solid or liquid chromatin 

condensates depending on the solution conditions. �e 

goal of this review is to critically discuss the phase sepa-

ration behavior of chromatin and specific chromatin-

associated proteins and relate this in vitro behavior to the 

properties of chromatin in the nucleus.

Why do macromolecules phase separate?
Phase separation is a property of many biopolymers, 

including RNA, DNA, proteins, their complexes like 

chromatin. Phase separation is a thermodynamic process 

in which a mixture reaches its lowest free energy state by 

partitioning into a concentrated phase and a dilute phase 

[1–3]. �e concentrated phase consists of aggregates of 

the solute(s), which are termed condensates. Conden-

sates often have a globular or spherical morphology but 

can be irregular as well. �ere are both entropic and 

enthalpic contributions to a phase separation process. 

�e entropy of mixing opposes phase separation; a well-

mixed system is more disordered than a phase-separated 

system. Phase separation is promoted by the formation of 

non-covalent interactions between the solute molecules 

within the condensates. Biologically relevant non-cova-

lent interactions include charge–charge, cation–pi, pi–

pi, and dipole-based van der Waals interactions together 

with hydrogen bonds [4]. �ese attractive interactions 

make the enthalpy term negative and foster phase separa-

tion and condensate formation. If the solute–solute inter-

actions are of high affinity, the condensates will have the 

material properties of a solid. If the interactions are weak 

and of low affinity, the condensates will behave as a liq-

uid. Importantly, in the case of polyelectrolytes such as 

chromatin and RNA–protein complexes, the unfavorable 

enthalpy change resulting from charge repulsion between 

the polymer chains will oppose phase separation. 

Whether phase separation occurs under any given set 

of solution conditions depends on the overall sum of the 

favorable and unfavorable thermodynamic contributions. 

As with any association process, phase separation is sen-

sitive to solute concentration. Dilute conditions favor the 

dispersed unassociated state, while phase separation and 

condensate formation occurs above a critical solute con-

centration [4]. Phase separation also is sensitive to the 

salt type and concentration. For proteins, lower levels of 

salt tend to promote phase separation, while higher levels 

disfavor phase separation by disrupting the electrostatic 

interactions (e.g., charge–charge, cation–pi) that stabi-

lize the condensates. Chromatin and RNA–protein com-

plexes differ in this respect. For theses macromolecules, 

cations are required to neutralize the negative charge 

of the nucleic acid, which reduces the magnitude of the 

charge repulsion term and thereby permits close packing 

of the complexes within the condensates. Interestingly, 

phase separation is often mediated by the intrinsically 

disordered regions of proteins, which tend to be capable 

of the complex polyvalent interactions found in conden-

sates [5–8]. For example, the disordered N-terminal tail 

domains of the core histones are required for phase sepa-

ration of chromatin, as will be discussed in detail below.

Phase separation of chromatin
Salt-dependent aggregation of chromatin, which now is 

thought to be a phase separation process, has been stud-

ied since the 1950s, although for most of this time the 

phenomenon was considered to be irreversible precipita-

tion of the chromatin from solution. We start this section 

by summarizing the historical development of chromatin 

aggregation research. We then highlight the data indicat-

ing that salt-dependent aggregation of chromatin funda-

mentally is a reversible LSPS process. �is is followed by 

a survey of the molecular and macromolecular factors 

that influence chromatin LSPS, and a discussion of how 

the features of solid chromatin condensates mimic those 

of condensed chromatin in the nucleus. We conclude this 

section by highlighting the findings that salt-dependent 

chromatin aggregation produces liquid condensates 

under specific solution conditions.

Sixty years of chromatin aggregation studies: 

from insoluble precipitants to phase-separated 

condensates

In 1957, Oth and Desreux [9] reported that endogenous 

preparations of chromatin are disperse in low ionic 

Fig. 1 Schematic illustration of the different conformational states 

of an array of nucleosomes in solution. Depending on the extent of 

cation-dependent DNA charge neutralization, nucleosomal arrays 

can exist in an extended 10-nm conformation, a folded 30-nm 

conformation, or as a phase-separated condensate
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strength buffers but form high molecular weight aggre-

gates in 0.15–0.4  M NaCl. At the time, chromatin was 

called nucleoprotein or nucleohistone and very little 

was known about it other than it contained DNA and 

equal amounts of the four core histones. A decade later, 

when describing the results of Oth and Desreux, Jensen 

and Chalkley [10] stated that the isolated chromosomal 

material “is precipitated from solution in the range of 

0.15–0.40  M NaCl”. In their own studies, they defined 

“precipitated nucleohistone as that material sedimented 

…. from solution in 20 min at 23,500g.” Jensen and Chalk-

ley [10] showed that endogenous preparations of sheared 

rat thymus chromatin could be separated into two differ-

ent fractions based on their propensity to aggregate in 

0.15 M NaCl. When discussing aggregation of nucleohis-

tone in 0.15 M NaCl, Jensen and Chalkley stated that “the 

protein–DNA complex is negatively charged, and thus 

simple neutralization of charge might allow hydrophobic 

interactions between separate nucleohistone molecules 

to become more important than nucleohistone–water 

interactions. �e result would be to aggregate molecules 

which would then fall out of solution.” [10]. �ese early 

studies helped established the concept that chromatin 

undergoes a salt-dependent transition from a soluble 

state to an insoluble precipitated state and that chroma-

tin has different solubility under different salt conditions. 

�is interpretation remains popular 60 years later.

Over the next 20  years, many studies exploited salt-

dependent chromatin aggregation for the purposes of 

isolation and enrichment. Marushige and Bonner con-

firmed that after digestion with DNase II, rat liver chro-

matin could be separated into two fractions based on the 

aggregation of the released chromatin in 0.15  M NaCl 

[11]. �e fraction of the chromatin sample that did not 

aggregate under these conditions was enriched in non-

histone proteins and RNA polymerases and had reduced 

amounts of the histones relative to DNA compared to the 

fraction that aggregated. As with the previous studies, the 

unaggregated chromatin fraction was described as “solu-

ble” chromatin. Gottesfeld et al. examined the properties 

of the unaggregated and aggregated fractions of rat liver 

chromatin that were obtained after incubation in 2 mM 

 MgCl2 [12]. �e unaggregated fraction had the character-

istics of transcriptionally active chromatin, while those 

of the aggregated fraction resembled bulk chromatin. 

�ese early studies were among the first to demonstrate 

that the physical properties of transcriptionally active 

chromatin are different than those of bulk chromatin, as 

manifested in the ability of the chromatin to aggregate in 

 MgCl2. Davie and Candido [13] used the same fractiona-

tion protocol as Gottesfeld et al. [12] and found that the 

unassociated chromatin was enriched in acetylated his-

tone H4, leading them to conclude that the H4 of active 

genes exists in a highly acetylated state. In their seminal 

paper, Perry and Chalkley examined the effects of histone 

hyperacetylation on chromatin aggregation and observed 

that hyperacetylated chromatin aggregated to a lesser 

extent in 5  mM  MgCl2 than unacetylated chromatin, 

which was taken as reflecting increased solubility of the 

hyperacetylated chromatin [14]. Rocha et al. [15] used a 

fractionation scheme that involved sequential increases 

in NaCl [16] to show that nucleosomes released by 

MNase digestion from the active β-globin gene domain in 

chicken erythrocyte nuclei were selectively found in the 

unaggregated fractions at low salt, whereas the inactive 

ovalbumin and vitellogenin gene sequences were found 

predominantly in the aggregated chromatin fractions. 

�irty years later, Henikoff et al. [17] performed genome-

wide profiling on the chromatin fractions obtained by 

the method of Sanders [16]. Results indicated that the 

unaggregated fraction of nuclease-digested Drosophila 

chromatin obtained in 80 or 150 mM NaCl consisted of 

transcriptionally active sequences with unique chroma-

tin signatures such as enrichment in H3.3 and H2A.Z. 

�ey concluded that salt fractionation provides a robust 

method for mapping genome dynamics. Salt-dependent 

chromatin aggregation continues to be utilized as a pre-

parative method [18]. For example, �akur and Henikoff 

combined salt fractionation with their CUT&RUN pro-

tocol to characterize the conformational variations of 

human centromeric chromatin [19]. Ultimately, while 

chromatin aggregation has been used as an effective frac-

tionation tool in chromatin research for over 50  years, 

during this time there has been little interest in the physi-

cal nature of the aggregates themselves.

Analytical studies have characterized the struc-

tural changes that occur when NaCl or  MgCl2 is added 

to chromatin preparations in very low salt [20, 21]. In 

1979, �oma et  al. published their landmark paper on 

the salt-dependent structural changes of chromatin [22]. 

Although this paper is best known for its characteriza-

tion of the folded 30-nm fibers that form when salts are 

first added to solution, and the role of linker histone 

H1 in the folding process, these investigators also noted 

that endogenous H1-containing chromatin forms aggre-

gates at higher salt concentrations. Specifically, when 

describing the effects of NaCl on 30-nm fiber forma-

tion, they stated that, “No further change in morphology 

is observed on going to still higher ionic strengths (e.g., 

100 mM NaCl + 50 mM sodium phosphate), but the solu-

tions become turbid, indicating the onset of precipitation 

of the chromatin.” As discussed above, the interpretation 

that the chromatin aggregates are insoluble precipitants 

was commonplace at the time and often persists to this 

day. However, a turbid solution simply means the chro-

matin formed aggregates that were very large and readily 
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scattered light. �e chromatin fragments used by �oma 

et al. [22] had an average length of 20–100 nucleosomes, 

equating to molecular masses of 5–25 MDa. In other 

words, the “monomers” in the chromatin aggregation 

reaction themselves were enormous. Consequently, it 

would be expected that the aggregates formed by such 

large chromatin fragments would turn the solutions tur-

bid, regardless of their nature. �e �oma et  al. paper 

[22] had a profound influence on the field. For the next 

15  years, the focus of most analytical studies was on 

chromatin folding, while the chromatin aggregation pro-

cess received much less attention.

In 1985, Simpson and colleagues created DNA mol-

ecules consisting of tandem repeats of nucleosome posi-

tioning sequences, which could be reconstituted with 

purified core histones into nearly homogeneous prepara-

tions of defined nucleosomal arrays [23]. �is innovation 

changed the face of the chromatin structure field and led 

to a much better understanding of the chromatin aggre-

gation process. �e effects of salts on the structure of the 

chromatin model systems were first examined in the late 

1980s and early 1990s. In NaCl solutions, nucleosomal 

arrays formed moderately folded structures but did not 

aggregate [24, 25]. In contrast, in the presence of  MgCl2, 

the nucleosomal arrays first folded into 30-nm fibers, 

then at higher salt concentrations formed aggregates 

[26]. �e latter studies introduced the differential cen-

trifugation assay as a tool for studying chromatin aggre-

gation. In this assay, the chromatin sample is combined 

with salts and then centrifuged briefly in a microcentri-

fuge to pellet the aggregates. Data are expressed as the 

 A260 of the supernatant as a function of salt concentra-

tion. �is assay revealed that the aggregation of defined 

nucleosomal arrays with increasing  MgCl2 concentration 

was a cooperative process (Fig.  2). Schwarz et  al. [27] 

then reported two important findings. First, they showed 

that  MgCl2-dependent aggregation of model nucleosomal 

arrays was reversible upon removal of the salt. Second, 

they observed that the core histone tail domains were 

required for nucleosomal arrays to aggregate—arrays 

reconstituted from trypsinized histone octamers lacking 

their tail domains did not aggregate, even at very high 

 MgCl2 concentrations [27]. Tse et al. examined the effect 

of hyperacetylation of the core histone tails and found 

that acetylated nucleosomal arrays were still able to 

aggregate cooperatively, but at higher  MgCl2 concentra-

tions than control arrays [28] (Fig. 2). In contrast, binding 

of linker histone H1 to the nucleosomal arrays caused the 

arrays to aggregate in ≥ 100  mM NaCl and lowered the 

 MgCl2 concentration at which aggregation was complete 

from 5 to 2 mM [29] (Fig. 2).

�is initial series of model studies was entirely consist-

ent with the chromatin aggregation literature and helped 

put the earlier results into perspective. For example, if 

endogenous chromatin produced by nuclease digestion 

was incubated in 150  mM NaCl, based on the model 

studies one would expect that most of the H1-containing 

chromatin fragments in the sample would form aggre-

gates while the H1-depleted nucleosomal arrays in the 

sample would remain in the supernatant. In the studies 

of Tse et al. [28], control nucleosomal arrays were aggre-

gated at  MgCl2 concentrations where the hyperacetylated 

arrays remained completely unassociated, which is con-

sistent with the observations that the unassociated chro-

matin fraction obtained in 150 mM NaCl or 2 mM  MgCl2 

is usually acetylated [14, 30, 31]. Importantly, despite the 

prevailing view that the aggregates were insoluble precip-

itants, the model studies showed that chromatin aggre-

gation was a reversible, cooperative process that was 

mediated by the core histone tail domains and modulated 

by core histone acetylation and linker histones. As a con-

sequence, Hansen [21] speculated that the nucleosomal 

arrays within the aggregated structures may interact 

with each other in the same way that the chromatin fiber 

interacts with itself over long distances in a condensed 

chromosome. Additionally, the aggregation process was 

called self-association or oligomerization rather than 

precipitation to better reflect that it is driven by revers-

ible self-interaction of the chromatin fiber.

One of the most important papers in the chromatin 

aggregation literature was published in 2007 by Treme-

thick et al. [32]. �ese investigators reconstituted H2A.Z 

and H2A.B variant nucleosomal arrays and characterized 

their salt-dependent structural dynamics and ability to be 

transcribed by RNA polymerase II (Pol II) in vitro [32]. 

Fig. 2 Information obtained from the differential centrifugation 

assay. In this assay, chromatin is combined with  MgCl2 to the 

indicated value, pelleted in a microfuge for 10 min, and  A260 of the 

supernatant measured. Data are expressed as the fraction of the 

chromatin in the supernatant as a function of  MgCl2 concentration. 

Results are shown for native 12-mer nucleosomal arrays (red points 

and line). Factors that shift the native curve to the left or right are 

indicated
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For the in  vitro transcription experiments, nucleosomal 

arrays reconstituted from DNA templates containing 

the core HIV-1 promoter were first incubated in 6  mM 

 MgCl2/72  mM NaCl, the conditions at which Pol II is 

maximally active. �e arrays were then incubated with 

HeLa nuclear extract as a source of transcription fac-

tors and Pol II. All three types of arrays were completely 

aggregated in transcription buffer. Strikingly, all three 

types of arrays were transcribed by Pol II under these 

conditions, demonstrating that aggregated chromatin is a 

bona fide substrate for in vitro transcription. �eir results 

also suggested that promoter sequences within the aggre-

gated chromatin were accessible to exogenously added 

proteins. �e results of Zhou et al. [32] further supported 

the interpretation that the packaging of the nucleosomal 

arrays within the chromatin aggregates is biologically 

relevant.

In retrospect, what was missing from all the early chro-

matin aggregation studies was knowledge of the physi-

cal properties of the aggregated structures. All that was 

really known was that the aggregates were very large, as 

reflected by the fact that they turn the solution turbid 

and pellet quickly in a microfuge. �e dogmatic notion 

that chromatin has different solubility in different salts 

and that the aggregates represented an insoluble precipi-

tated state of chromatin stunted physical studies of the 

aggregation process, despite the accumulated circum-

stantial evidence favoring its importance. During the last 

several years this situation has changed, and a clearer 

picture of the structure and properties of the chromatin 

aggregates has emerged. With it has come the realization 

that chromatin aggregation intrinsically is a reversible 

phase separation process that produces solid conden-

sates with many of the features of condensed chromatin 

fibers in vivo. More recently, conditions have been found 

in which chromatin undergoes LLPS to generate liquid 

droplets [33]. �us, condensed chromatin can exist in 

either a constrained solid-like state or a mobile liquid-

like state in vitro depending on its environment.

Chromatin aggregation intrinsically is a liquid/solid phase 

separation process

To better understand the physical features of chroma-

tin aggregates, Maeshima et  al. [34] used microscopy 

and physicochemical approaches to characterize the 

structures formed in  MgCl2 by model 12-mer nucleo-

somal arrays with 60 bp linkers. �ese studies provided 

a number of fundamental insights into the chromatin 

self-association process. �e first surprise was that the 

shape of the aggregates assembled from 12-mer arrays in 

5  mM  MgCl2 was not amorphous and irregular. Rather, 

the aggregates had a near spherical, globular morphol-

ogy when observed by fluorescence microscopy (Fig. 3A). 

Transmission electron microscopy (TEM) also visualized 

globular structures (Fig. 3B). �e negative staining used 

in the TEM experiments revealed that the surfaces of the 

chromatin globules were irregular and contoured rather 

than smooth. Both types of microscopy studies indicated 

that the chromatin globules had maximum diameters 

of 0.5–1.0  µm in 5  mM  MgCl2, which is approaching 

the volume of a chromosome territory in the nucleus. 

Of note, native nuclease-digested chromatin fragments 

also form globular 0.5 µm diameter aggregates that fur-

ther associate into complex 3D structures [35]. �e very 

large size of the chromatin aggregates explains their abil-

ity to readily scatter light. Maeshima et  al. [34] charac-

terized the globular chromatin aggregates formed by 

12-mer nucleosomal arrays using sedimentation velocity 

analytical ultracentrifugation and found that in 5  mM 

 MgCl2 they sedimented as a heterogeneous popula-

tion of particles with sedimentation coefficients ranging 

from 40,000–300,000S (by comparison, bacteriophage 

T7 sediments at 875S). Importantly, the Stokes radii of 

the largest globules calculated from the sedimentation 

coefficients were equivalent to the radii determined by 

microscopy, demonstrating that the globular chroma-

tin assemblages observed by fluorescence and electron 

microscopy existed as stable entities in solution in the 

absence of cross-linking.

�e material state of the packaged nucleosomal arrays 

within the chromatin aggregates was determined by 

Strickfaden et  al. [35], who tested whether the globules 

formed under various solution conditions were solid or 

liquid. Previous indirect observations were most con-

sistent with a solid-like state. For example, in both the 

Fig. 3 Visualization of chromatin condensates formed in  MgCl2 by 

fluorescence and transmission electron microscopy. A Condensates 

were formed from Alexa 488-labeled 12-mer nucleosomal arrays in 

4 mM  MgCl2 and analyzed by fluorescence microscopy as described 

in reference [34]. Taken from Fig. 1D of reference [34] with permission. 

B Condensates were formed from 12-mer nucleosomal arrays in 

5 mM  MgCl2 and analyzed by transmission electron microscopy with 

negative staining as described in reference [34]
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fluorescence microscopy and TEM images the aggre-

gates appeared irregularly shaped [34]. Another charac-

teristic of the aggregates is that they form discrete pellets 

upon low-speed centrifugation, which has been observed 

since the earliest studies of salt-dependent aggregation 

(see above). Strickfaden et al. [35] showed that the glob-

ules at high concentrations did not merge upon contact, 

instead forming 3D networks of interacting structures. 

�ey further found that globules formed from fluores-

cently labeled nucleosomal arrays in 4 mM  MgCl2 failed 

to recover after they were photobleached in a FRAP 

experiment. Consistent with these findings, when red- 

and green-labeled condensates are formed in 4  mM 

 MgCl2 and subsequently mixed, nucleosomal arrays 

do not exchange between the condensates (Fig.  4A). 

�ese observations indicate that the nucleosomal arrays 

within the chromatin condensates are packaged in a con-

strained, solid-like state with  Mg2+. As will be discussed 

in the final section, there is evidence that condensed 

chromatin in  vivo also has solid-like properties on the 

mesoscale [35].

�e results of Maeshima et  al. [34] and Strickfaden 

et  al. [35] provided the evidence indicating that the 

phenomenon of reversible salt-dependent chromatin 

aggregation is a LSPS process, where the aggregates are 

the solid, globular condensates that make up the con-

centrated phase. As will be discussed below, the strong 

attractive intermolecular interactions that drive forma-

tion of the chromatin condensates are mediated by the 

disordered core histone N-terminal tail domains. Cati-

ons are required to achieve a critical level of DNA charge 

neutralization and decrease the electrostatic repulsion 

in the system, allowing the attractive interactions to 

dominate and shifting the overall balance toward phase 

separation. Importantly, chromatin aggregation is not 

a precipitation artifact caused by chromatin becoming 

insoluble at certain salt concentrations.

How are the nucleosomal arrays structured and pack-

aged within the chromatin condensates? A nucleoso-

mal array has an extended 10-nm fiber conformation 

in very low salt and folds into a 30-nm state in 1–2 mM 

 MgCl2 ([26, 36]; see below). �is raises the question of 

whether the nucleosomal arrays within the condensates 

are extended or folded. When the condensates formed in 

5 mM  MgCl2 were examined by TEM at high magnifica-

tion a mass of closely packed nucleosomes could be seen, 

but no regular structures were visualized [34]. Small 

angle X-ray scattering (SAXS) can detect repetitive struc-

tures within complex biological macromolecules [37], 

including chromatin and chromosomes [38]. In control 

Fig. 4 Two-color mixing assay for determination of the material state of chromatin condensates. 12-mer nucleosomal arrays (60 bp linkers) 

were reconstituted with recombinant Xenopus histone octamers in which histone H4 was labeled with Alexa 488 or Alexa 649. Labeled arrays 

were incubated in either 4 mM  MgCl2 (A) or 150 mM K Acetate/1 mM Mg Acetate plus 0.1 mg/ml BSA, 5 mM DTT, and 5% glycerol (B) to form 

condensates. The green and red labeled condensates were then mixed for 20 min, followed by fluorescence microscopy. Shown are the images 

obtained in the green channel (left), red channel (center), and overlay (right) after the 20 min incubation. Data courtesy of Dr. Thomas Tolsma
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experiments performed with dispersed nucleosomal 

arrays in 1.0 and 2.5 mM  MgCl2, a 30-nm peak was pre-

sent in the SAXS data [34]. In contrast, when the conden-

sates formed in 5 mM  MgCl2 were examined, peaks were 

observed at 6 and 11  nm, but not at 30  nm [34]. �us, 

both the TEM images and the SAXS data showed that the 

nucleosomal arrays within the chromatin condensates 

did not have a regular helical 30-nm structure. A 6-nm 

peak in the SAXS curve results from face-to-face nucleo-

some–nucleosome packing while the 11-nm peak reflects 

edge-to-edge nucleosome–nucleosome packing [38], 

indicating that both types of nucleosome arrangements 

are present within the chromatin condensates. �e sim-

plest explanation for the TEM images and SAXS profiles 

is that the nucleosomal arrays are packaged within the 

condensates as irregular 10-nm zig-zag fibers that inter-

digitate with one another [34]. Importantly, considerable 

evidence has accumulated suggesting that chromatin in 

bulk is packaged within chromosomes in the same man-

ner as the nucleosomal arrays within the condensates 

(see below).

Factors that control chromatin LSPS

One essential determinant of chromatin LSPS that has 

already been mentioned is salt. Other factors are intrin-

sic to the chromatin itself, such as the core histone tail 

domains, the nucleosome acidic patch, and linker DNA. 

Most of what is known about the determinants of chro-

matin LSPS has come from older studies employing the 

differential centrifugation assay. �us, while many factors 

have been identified that influence the onset of chroma-

tin LSPS, in most cases we do not know how these fac-

tors affect the structural features of the condensates.

Salts and the polyelectrolyte e�ect

Nucleosomal arrays aggregate in 5  mM  MgCl2 (ionic 

strength, I, equals 15  mM) and 5  mM  MgCl2/100  mM 

NaCl (I = 115  mM), but not in 115  mM NaCl 

(I = 115  mM). �is behavior is inconsistent with chro-

matin becoming insoluble at certain ionic strengths. 

Instead, the effects of salt on LSPS can be explained by 

the polyelectrolyte properties of chromatin [39]. A poly-

electrolyte is a polymer whose repeating monomer unit 

is charged. DNA is a polyelectrolyte with high negative 

charge density (2 negative charges/0.34  nm). Conse-

quently, DNA in aqueous solution attracts cations, which 

neutralize a significant fraction of its negative charge. 

Divalent and multivalent cations physically bind to DNA 

and are most effective at neutralizing DNA charge. Mon-

ovalent cations are loosely associated with DNA and are 

less effective at charge neutralization. When ~ 90% of the 

negative charges are neutralized by cations, DNA forms 

condensates through a phase separation process [39]. 

�is critical level of charge neutralization is achieved by 

multivalent cations (e.g., polyamines, oligolysine) but not 

by monovalent or divalent cations [39]. Chromatin also 

is a polyelectrolyte by nature of its DNA component. As 

with naked DNA, LSPS of chromatin occurs when ~ 90% 

of the DNA charge in the system is neutralized [39]. 

Screening of DNA charge by cations decreases the mag-

nitude of the unfavorable enthalpic term resulting from 

charge repulsion, tipping the equilibrium toward phase 

separation and condensate formation. From a practical 

standpoint, this extent of charge neutralization permits 

close packing of the chromatin within the condensates. 

Because the highly basic histones themselves neutralize a 

large fraction (~ 55%) of DNA negative charge [39], LSPS 

of nucleosomal arrays can be induced by physiological 

concentrations of divalent cations, and monovalent cati-

ons if linker histones are bound to the arrays (see below). 

In addition, the histones—in the form of regularly spaced 

nucleosomes—create geometrical constraints that give 

the chromatin condensates important biological charac-

teristics, e.g., interdigitated nucleosome packaging.

Core histone N-terminal tail domains

Each of the core histones has a highly positively charged 

and disordered N-terminal “tail” domain that projects 

away from the nucleosome. �e tail domains are required 

for LSPS of chromatin. Early studies showed that nucleo-

somal arrays assembled from trypsinized histone octam-

ers lacking their tail domains failed to undergo LSPS, even 

at 50 mM  MgCl2 [27, 28]. Subsequent investigations used 

the differential centrifugation assay to examine all 15 dif-

ferent combinations of recombinant tailless nucleosomal 

arrays [40]. All nucleosomal arrays lacking one or two 

sets of tail domains formed pelletable condensates, but at 

higher  MgCl2 concentrations than the wild-type control 

(Fig. 2). �e finding that increased salt could replace the 

missing tails indicates that the tails promote LSPS in part 

by binding to DNA and neutralizing its negative charge. 

�is is logical as the tails are complex polyvalent cations. 

Detailed studies of H4 tail mutants confirmed the domi-

nant role of DNA charge neutralization in chromatin 

LSPS [41]. Gordon et al. [40] further showed that nucle-

osomal arrays containing only the H3 or H4 tails could 

form pelletable condensates, but arrays containing only 

the H2A or H2B tails could not. �ese results indicate 

that some property of the H3 and H4 tails is required for 

LSPS that is not shared by H2A and H2B and that can-

not be replaced by salt. We speculate that this property 

is the formation of the inter-array cross-links that sta-

bilize the chromatin condensates. Finally, Gordon et  al. 

[40] demonstrated that the core histone tails act addi-

tively and independently of one another when mediating 

chromatin LSPS, consistent with the tails functioning as 
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autonomous DNA binding modules. �e conclusions of 

Gordon et al. [40] were supported by the work of Hayes 

and colleagues, who used chemical cross-linking to probe 

the contacts made by the H3 and H4 tail domains within 

the chromatin condensates [42–45]. Intriguingly, these 

studies demonstrated that only ~ 20% of the total H3 and 

H4 tail cross-links with DNA were inter-array [42]. �us, 

only a subset of the H3 and H4 tails are engaged in inter-

array interactions within the condensates. We speculate 

that strong [46] inter-array interactions involving the H3 

and H4 tails are responsible for the solid-like features of 

the chromatin condensates on the mesoscale and cannot 

be replaced with salt. �e remaining 80% of the H3 and 

H4 tail–DNA cross-links were bound to the linker DNA 

of their own arrays [42–44], where they neutralize DNA 

charge as discussed above.

Post-translational modi�cations

Consistent with the essential functions of the tail domains 

in mediating chromatin LSPS, condensate formation can 

be regulated by tail post-translational modifications. �e 

best studied modification is acetylation. Acetylation adds 

two carbons to the lysine side chain—capping it with a 

methyl group—while abolishing a positive charge. Acet-

ylation is often described as increasing the solubility of 

chromatin [14]. However, acetylation makes chromatin 

more hydrophobic and less charged, both of which will 

decrease its solubility in aqueous solution. �e early work 

of Perry and Chalkley demonstrated that native hypera-

cetylated chromatin stays in the supernatant at  MgCl2 

concentrations at which unacetylated chromatin pellets 

in the centrifuge [14, 30]. Tse et  al. [28] confirmed and 

extended these observations by showing that acetylated 

nucleosomal arrays were able to form condensates, but 

at higher  MgCl2 concentrations than wild-type nucleoso-

mal arrays (Fig. 2). Moreover, the amount of extra  MgCl2 

needed to induce LSPS was directly proportional to the 

extent of acetylation and reduction in tail positive charge 

[28]. �e same result was obtained in a detailed analysis 

of specific H4 tail acetylations by Allhverdi et  al. [47], 

who also showed that lysine → glutamine mutations gave 

the same results as acetylations. Dhall et  al. [48] stud-

ied the effects of H4K12ac and H4K16ac on chromatin 

LSPS and found that they were equivalent. Abolishing 

tail positive charges lessens the degree of DNA charge 

neutralization by the tails. Together, these studies indi-

cate that acetylation shifts the onset of LSPS to higher 

 MgCl2 concentrations by modulating the polyelectrolyte 

properties of chromatin and increasing the amount of 

charge repulsion in the system, not by increasing chro-

matin solubility. Shogren-Knaak et al. [49] reported that 

acetylation of lysine 16 in the H4 tail (H4K16ac) had 

the same effect on LSPS as complete removal of the H4 

tail, which at first glance is at odds with the other stud-

ies. However, this result can be explained if H4K16ac led 

to complete dissociation of the H4 tail from DNA under 

the conditions employed by Shogren-Knaak [49]. Mishra 

et  al. [50] probed the effect of H3 and H4 tail acetyla-

tions on the local packaging of nucleosomal arrays within 

chromatin condensates. In this work, nucleosomal arrays 

were constructed in which a single nucleosome bear-

ing lysine → glutamine acetylation mimics in the H4 tail 

was inserted into the middle of a 25-mer array, followed 

by condensate assembly in 10  mM  MgCl2 and restric-

tion enzyme digestion to probe linker DNA accessibility. 

When the four lysines in the H4 tail were replaced with 

glutamine, the linker DNA surrounding the mutated tail 

became more accessible to restriction digestion within 

the assembled condensates. �us, a single nucleosome 

with “hyperacetylated” H4 tails is capable of locally dis-

rupting the interdigitated packaging of the nucleosomal 

arrays in a sea of condensed chromatin.

Modification of H4K12 by the addition of ubiquitin or 

the ubiquitin-like protein SUMO increased the  MgCl2 

concentration at which LSPS occurs [48] (Fig.  2), con-

sistent with neutralization of the H4K12 charge by the 

modifications. What is interesting in this case is that the 

nucleosomal arrays are able to form condensates even 

though small globular proteins are covalently attached 

to the H4 tails. Fierz et  al. [51] examined condensate 

formation by nucleosomal arrays containing ubiquitin 

linked to H2BK120, a residue present on the nucleo-

some surface that is ubiquitylated in vivo. Ubiquitylation 

shifted the onset of LSPS to higher  MgCl2 concentrations 

to the same extent as H4K16ac. However, the effects of 

H2BK120ub and H4K16ac were additive, suggesting that 

these two modifications influence condensate assem-

bly through different mechanisms. When ubiquitin was 

replaced with a similar protein Hub1, the onset of LSPS 

was not affected, ruling out a steric effect on array pack-

aging. Rather, Debelouchina et  al. [52] showed that the 

mechanism involved ubiquitin–ubiquitin interactions 

mediated by two acidic residues on the protein surface.

All told, other than the effects of acetylation and to 

some extent ubiquitylation, very little is known about 

how histone post-translational modifications influence 

chromatin LSPS, and almost nothing is known about 

how modifications affect the structure and packaging of 

the nucleosomal arrays within the condensates. Future 

studies addressing these questions will contribute sig-

nificantly to our understanding of the structural basis of 

open and closed chromatin.

Nucleosome acidic patch

�e surface of the nucleosome has a cluster of aspar-

tate and glutamate residues from H2A and H2B that are 
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collectively known as the acidic patch [53]. When chro-

matin is in the folded 30-nm state, the H4 tails of a given 

nucleosome are bound to the acidic patch of its nucleo-

some neighbors [54]. H4 tail-acidic patch interactions 

also occur within the chromatin condensates, although 

they are not required for LSPS to occur, and their func-

tional role remains to be clarified. If the charge patch is 

disrupted by replacing acidic residues with neutral resi-

dues, less  MgCl2 is required to induce LSPS [32, 55, 56] 

(Fig. 2). Interestingly, the H4 tail-acidic patch interaction 

is modulated naturally by the histone variants H2A.Z 

and H2A.B. �e acidic patch formed by the H2A.Z vari-

ant has fewer negatively charged residues than wild type, 

while that formed by H2A.B is expanded. H2A.Z and 

H2A.B arrays undergo LSPS at lower and higher  MgCl2 

concentrations than wild type, respectively [32, 55]. �ese 

results suggest that inhibition of the H4 tail-acidic patch 

interaction frees up more H4 tails to bind to DNA, lead-

ing to more DNA charge neutralization and less  MgCl2 

needed for LSPS. Conversely, when the acidic patch is 

expanded, fewer H4 tails are bound to DNA and more 

 MgCl2 is required for LSPS. Sinha and Shogren-Knaak 

[57] demonstrated that under  MgCl2 conditions that 

induced LSPS, at least some of the H4 tail-acidic patch 

contacts within the condensates were between arrays. 

Kan et al. [42] also observed that a fraction of the H4 tails 

cross-link to the H2A of other arrays. Taken together, it 

appears that the acidic patch does not directly participate 

in chromatin LSPS, but indirectly influences the process 

by acting as a sink for the H4 and possibly other tails.

Linker histones

Chromatin in the nucleus consists of a host of proteins 

bound to the underlying nucleosomal array. �e most 

common chromatin protein in higher eukaryotes is his-

tone H1 [58]. Nucleosomal arrays bound to H1 undergo 

LSPS in 150  mM NaCl and at lower  MgCl2 concentra-

tion than nucleosomal arrays alone as determined by 

the pelleting assay [29, 59] (Fig.  2), although H1-bound 

nucleosomal arrays do not form condensates if the core 

histone tails are missing [60]. �e effect of H1 is medi-

ated largely by its carboxyl-terminal domain (CTD) with 

some contribution from the globular domain and/or 

amino- terminal domain (NTD) [59]. �e CTD is disor-

dered, very basic, and binds to linker DNA, further high-

lighting the important role of DNA charge neutralization 

in chromatin LSPS. �e H1-bound arrays are packaged 

within the condensates as 10-nm fibers [34]. SAXS data 

suggest that H1 reduces the local mobility of the arrays 

within the condensates and that the H1-bound arrays 

are extensively interdigitated with each other [34]. Con-

sistent with conclusion, Mishra and Hayes [61] demon-

strated that linker DNA is much less accessible within the 

condensates formed by H1-bound arrays compared to 

those formed by control nucleosomal arrays. Of interest, 

the condensates formed by H1-bound arrays are smaller 

than those formed by nucleosomal arrays alone at equiv-

alent  MgCl2 concentrations [34], although the meaning 

of this result is unclear because the factors that control 

condensate size are not understood at this time. Taken 

together, the effects of linker histones on chromatin LSPS 

indicate that H1 stabilizes the interdigitated packaging of 

nucleosomal arrays within chromatin condensates, lead-

ing to decreased linker DNA accessibility and possibly 

formation of more densely packed structures.

Are the chromatin condensates formed by LSPS 

physiologically relevant?

�e single long chromatin fiber that makes up a chromo-

some in the nucleus does not exist in a dispersed state, 

but rather is extensively condensed due to self-interac-

tion over long distances. Formation of chromatin con-

densates also is driven by chromatin self-interaction. 

�is raises the question whether the structural features of 

the chromatin within the condensates mirror the struc-

tural features of condensed chromatin in the nucleus. 

Condensed euchromatin and heterochromatin domains 

behave as solids on the mesoscale in  vivo, as do chro-

matin condensates in  vitro [35]. Condensed chromatin 

in  vivo exists in bulk as irregular 10-nm zig-zag fibers 

or clusters of nucleosomes [62]. Likewise, the nucleoso-

mal arrays within chromatin condensates adopt a 10-nm 

conformation, both in the absence and presence of his-

tone H1[34]. SAXS studies of intact nuclei yield the same 

6-nm and 11-nm peaks as observed for chromatin con-

densates, and the SAXS profile of the condensates formed 

by H1-bound nucleosomal arrays is virtually identical to 

the SAXS profile of isolated HeLa nuclei, suggesting that 

the 10-nm chromatin zig-zags are interdigitated in con-

densates in vitro and in interphase chromosomes in vivo. 

�e linker DNA within the chromatin condensates is 

accessible to exogenously added micrococcal nuclease 

[34] and restriction enzymes [50, 61], like condensed 

chromatin in  vivo. Chromatin condensates can be tran-

scribed by RNA polymerase II in vitro [28, 32], indicating 

that the linker DNA is also accessible to the HeLa nuclear 

extract proteins needed for transcription, many of which 

are very large macromolecular complexes. Moreover, 

these studies indicate that the chromatin condensates 

can support a key functional process that takes place in a 

condensed chromatin environment in vivo. As discussed 

in the previous sections, histone acetylation, H2A vari-

ants, and histone H1 all affect the formation of chromatin 

condensates in  vitro and are associated with regulation 

of chromatin condensation in  vivo. Chromatin conden-

sate formation is sensitive to the  Mg2+ concentration 
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in  vitro. Increased  Mg2+ concentrations in the nucleus 

resulting from ATP hydrolysis leads to increased chro-

matin condensation in  vivo [63]. If chromatin conden-

sates are formed in  MgCl2 and then returned to low-salt 

buffer, the condensates become unstable and disassemble 

into non-interacting 10-nm fibers. Incubation of isolated 

HeLa nuclei in low-salt buffer leads to massive chroma-

tin decondensation and complete disruption of nuclear 

ultrastructure in  situ [34]. By all of these criteria, the 

properties of chromatin condensates formed with  Mg2+ 

in  vitro closely mimic the properties of bulk condensed 

chromatin in the nucleus.

Liquid/liquid phase separation of chromatin

Under specific solution conditions, cations will induce 

LLPS rather than LSPS. �is phenomenon was first 

reported by Gibson et  al. [33] and also observed by 

Strickfaden et al. [35]. Rather than using  MgCl2 to induce 

phase separation, Gibson et  al. [33] incubated 12-mer 

nucleosomal arrays in buffers containing 1 mM Mg ace-

tate/150  mM  K acetate plus several additives, including 

glycerol, dithiothreitol (DTT) and bovine serum albu-

min (BSA). Under these conditions, the nucleosomal 

arrays formed condensates that were large, spherical, 

and merged upon contact. In FRAP experiments, rapid 

fluorescence recovery was observed after bleaching of an 

internal portion of the condensate, indicative of move-

ment of the nucleosomal arrays within the condensates. If 

the mixing assay shown in Fig. 4 is performed under the 

conditions of Gibson et  al. [33], the nucleosomal arrays 

within the red and green condensates freely exchange 

during the 20-min incubation, forming large yellow con-

densates (Fig.  4B). �ese properties indicate that the 

chromatin condensates are liquid droplets rather than 

solid globules under specific solution conditions. Strick-

faden et al. [35] subsequently showed that the formation 

of liquid chromatin droplets required the combination 

of BSA, DTT, and acetate anions. Removal of any one of 

these components from the buffer yielded condensates 

that were solid as judged by FRAP. �e native conforma-

tion of BSA is stabilized by many disulfide bonds, sug-

gesting that some property of reduced BSA is required 

to convert cation-driven chromatin LSPS to a LLPS 

process. Upon reduction with DTT, native BSA is trans-

formed into a molten globule-like state characterized by 

increased surface hydrophobicity [64]. Strickfaden et  al. 

[35] proposed that the targets of the additives are the 

strong tail–DNA interactions that stabilize solid chro-

matin condensates. We speculate that reduced BSA and 

acetate create conditions in which the tail–DNA interac-

tions are weak and transient rather than strong and sta-

ble, leading to a packaged chromatin state that is liquid. 

It should be noted that the liquid chromatin droplets 

have high internal viscosity and are not particularly fluid 

[33]. Of note, it has recently been demonstrated that the 

material state of DNA-based condensates is sensitive 

to the DNA fragment length [65]. For both H1–DNA 

condensates and nucleosomal arrays, shorter (< 1  kb) 

DNAs formed liquid condensates while longer fragments 

formed more solid condensates.

For 12-mer nucleosomal arrays, the chromatin con-

densates formed by LSPS and LLPS behave similarly in 

some respects and differently in others. Removal of the 

core histone tails, and disruption of tail DNA-contacts, 

abolishes formation of both solid and liquid condensates 

[33]. As discussed above, the tail–DNA interactions are 

likely to be low affinity and fluctuating in liquid conden-

sates and more stable in the solid state. �e solid chroma-

tin condensates characterized by Strickfaden et  al. [35] 

had 60  bp linkers. Systematic decreases in linker DNA 

length have little effect on chromatin LSPS; nucleoso-

mal arrays with linkers ranging from 20–60 bp all formed 

pelletable condensates at nearly the same  MgCl2 concen-

tration [66]. Some of these arrays had 10n bp linkers and 

some had 10n + 5  bp linkers. In contrast, Gibson et  al. 

[33] found that nucleosomal arrays with 10n bp linkers 

required a higher salt concentration to form liquid con-

densates compared to 10n + 5 bp linker arrays [33]. �e 

10n + 5 condensates had higher fluorescence intensity 

as well, together indicating that nucleosomal arrays with 

10n linkers interact differently within liquid condensates 

than 10n + 5 linkers. �e results of Gibson et al. [33] indi-

cate that linker DNA length will be an effector of liquid 

chromatin properties assuming that conditions exist that 

promote LLPS of chromatin in vivo.

Gibson et al. [33] devised an inducible system to exam-

ine the effect of acetylation on chromatin LLPS. In their 

experiments they attached the catalytic domain of p300 

to an E. coli transcription factor and then inserted the 

transcription factor binding site into the middle of their 

nucleosomal arrays. �is allowed for p300-dependent 

acetylation of the nucleosomal arrays upon incubation 

with acetyl CoA. Liquid chromatin condensates were 

first formed from unmodified nucleosomal arrays, fol-

lowed by addition of acetyl CoA. Over the next 25  min 

the condensates dissolved and eventually disappeared, 

demonstrating that acetylation is capable of the disrupt-

ing chromatin LLPS [33]. It was not determined whether 

acetylation failed to cause droplet dissolution at higher 

 Mg2+ concentrations, as would be predicted from the 

LSPS results.

Linker histone-bound nucleosomal arrays form solid 

condensates in  MgCl2 that are smaller than those formed 

by nucleosomal arrays alone [34]. �e same phenomenon 

occurs with the liquid chromatin condensates formed 

by LLPS [33]. In the case of the solid condensates, linker 
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histones lead to changes in SAXS profiles that are consist-

ent with reduced local mobility of the nucleosomal arrays 

[34]. Interestingly, under conditions that produce liquid 

condensates of nucleosomal arrays, linker histone-bound 

nucleosomal arrays form solid condensates as judged by 

lack of recovery in a FRAP experiment [33]. �us, linker 

histones strengthen nucleosomal array–nucleosomal 

array interactions within both liquid and solid chromatin 

condensates [34, 61]. For both LSPS and LLPS, the effects 

of linker histones are mediated by the long intrinsically 

disordered H1 CTD [33, 60].

As will be discussed in the final section, the condensed 

chromatin found in in heterochromatin and euchromatin 

domains in the nuclei of living cells is solid on the mes-

oscale [35]. As such, the properties of the solid chromatin 

condensates formed by LSPS are most relevant to under-

standing the properties of bulk condensed chromatin 

in the nucleus (see above). At the same time, the results 

of Gibson et al. [33] and Strickfaden et al. [35] raise the 

question whether conditions exist in vivo that mimic the 

conditions that support chromatin LLPS in vitro. If this 

is the case, any given specific region of chromatin in the 

nucleus may exist in a liquid state.

Phase separation of chromatin‑binding proteins
One paradox of nuclear organization is that macromol-

ecules can enrich within subregions of the interphase 

nucleus despite the absence of membrane barriers to dif-

fusion [67]. �is is particularly confounding for nuclear 

compartments that exclude or contain very little chroma-

tin, such as the PML body, splicing factor compartment, 

and nucleolus. Phase separation provides a plausible 

mechanism to establish and maintain this organiza-

tion and has become a very active area of investigation. 

LLPS of nuclear proteins garnered initial interest with 

the demonstration that poly(ADP-ribose) assembled at 

sites of laser-induced DNA damage initiated liquid–liq-

uid unmixing to form a phase-separated liquid compart-

ment responsible for the retention of specific proteins at 

the DNA damage site [6]. Evidence for poly(ADP-ribose) 

stimulated phase separation built on an expanding 

body of literature surrounding proteins with prion-like 

domains and mutations in RNA binding proteins that 

lead to neurodegenerative disease where LLPS is a physi-

ological state and the “hardening” or gelling of these 

structures into solid-like structures is pathophysiological 

[68, 69].

Since the initial observation of PARP-dependent 

phase separation at DNA damage sites, phase separa-

tion has been used to explain the formation and main-

tenance of PML bodies, Cajal bodies, nucleoli and 

splicing factor compartments [8, 70]. Consistent with 

the hypothesis that nuclear bodies represent condensed 

phases of specific nuclear proteins and nucleic acids, 

reportedly phase-separated nuclear bodies typically 

have a much higher apparent molecular density in 

TEM images (Fig. 5). Molecules within these compart-

ments are expected to experience increased molecular 

crowding. Macromolecular crowding can influence the 

structure of both folded and intrinsically disordered 

proteins, favoring a more compact conformation, but 

the influence on specific proteins can vary [8]. Con-

formational changes induced by crowding could have 

functional significance providing regulatory mecha-

nisms beyond controlling local reactant concentrations. 

In a crowded environment, diffusion-limited reactions 

are expected to occur at reduced rates due to reduced 

diffusion in the condensate, while those limited by tran-

sition kinetics are stimulated [71].

Two types of LLPS phenomena have been observed 

that could reflect an important role for LLPS in regulat-

ing chromatin organization and function in living cells. 

In the first case, liquid–liquid unmixing is an intrinsic 

property of specific chromatin or chromatin-associated 

proteins that phase separate above a critical concentra-

tion when present in solutions of defined ionic strength 

and pH. �is property has been observed for puri-

fied histones [72, 73] and members of the Chromobox 

(CBX) family of heterochromatin-associated proteins 

[74–78]. In the second case, LLPS is only observed 

when the chromatin-binding protein is mixed with 

DNA, nucleosomes, or nucleosomal arrays. An exam-

ple of this type of behavior is MeCP2 [79–81]. Both 

types of condensates can incorporate nucleosomal 

arrays, which is consistent with the potential for liq-

uid condensates enriched in heterochromatin proteins 

to recruit and concentrate chromatin [74, 76]. �us, 

recent models propose that the formation of LLPS 

Fig. 5 Nuclear bodies visualized by transmission electron 

microscopy. A K562 cell nucleus obtained by fixation with 4% 

paraformaldehyde and embedding in Epon 812 was imaged by 

electron spectroscopic imaging at 250 eV energy loss. This generates 

high contrast images of the biological specimen where contrast is 

related to the mass density. The image shows examples of condensed 

chromatin, the nucleolus, a Cajal body, and an interchromatin 

granule cluster (splicing factor compartment). The brightness was 

increased in the regions containing these structures to highlight their 

locations. The classification is based upon their morphologies in the 

transmission electron microscope. The scale bar represents 1 µm
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condensates comprised heterochromatin-binding pro-

teins promotes the compaction of chromatin [82, 83].

Histones

�e core histones contain intrinsically disordered amino-

terminal domains that contribute to the assembly of 

higher-order chromatin structures (discussed above). 

Histone H1 has an unstructured, low complexity, highly 

basic C-terminal domain that constitutes approximately 

half the total mass of H1 [84]. �e H1 C-terminal domain 

undergoes LLPS when mixed with a 20  bp oligonucleo-

tide [72, 73]. Increasing the salt concentration reversed 

LLPS, and phosphorylation of the H1 CTD inhibited 

LLPS [72, 73]. Interestingly, H1 also forms condensates 

with single stranded DNA and RNA [85]. Droplet forma-

tion as a function of histone concentration was studied 

in 150 mM NaCl. Histones H1 and H2B, but not histones 

H2A, H3, or H4, formed condensates when mixed with 

DNA that could be reversed by high salt concentrations 

that dissociate histone–DNA complexes (400 mM NaCl) 

[72, 73]. �e other core histones formed irreversible 

precipitates when mixed with DNA under these condi-

tions. No molecular crowding agents were used in these 

studies. When H1 and H2A were added to nucleosomal 

arrays in 150  mM NaCl, the mixtures assembled into 

irregularly shaped condensates, consistent with forma-

tion of a solid-like state [73, 86]. As discussed above, 

nucleosomal arrays alone are dispersed in 150 mM NaCl 

while H1-bound nucleosomal arrays undergo LSPS at 

this salt concentration due to the increased DNA charge 

neutralization afforded by the H1 [29]. Both Maeshima 

et al. [33] and Gibson et al. [35] showed that the conden-

sates formed by H1-bound nucleosomal arrays behave 

as a solid. �us, the results obtained in 150 mM NaCl by 

Shakya et al. [73] are consistent with these earlier studies. 

However, mechanistically H1 functions by neutralizing 

DNA charge and promoting the intrinsic phase separa-

tion of nucleosomal arrays, not by forming proteinaceous 

condensates that incorporate nucleosomal substrates.

Heterochromatin-binding proteins

�ere are two major heterochromatin classes, constitu-

tive heterochromatin marked by H3K9 trimethylation 

and facultative heterochromatin marked by H3K27 tri-

methylation. Both types of heterochromatin form visibly 

condensed structures within interphase nuclei as judged 

by TEM [87, 88]. If chromatin-binding proteins are capa-

ble of undergoing LLPS in isolation and then bind to 

specific histone modifications they might coalesce the 

modified chromatin into a liquid condensate, and  they 

could initiate the formation of the dense chromatin struc-

ture that makes up heterochromatin. Several genetically 

and biochemically well-characterized heterochromatin 

proteins have been studied using the liquid droplet assay 

for LLPS. CBX5/HP1α (constitutive heterochromatin) 

and CBX2 (facultative heterochromatin) both undergo 

LLPS in buffers containing near-physiological concentra-

tions of monovalent ions [74–77]. �ese heterochroma-

tin proteins recognize either trimethylated histone H3K9 

[89, 90] or trimethylated histone H3K27 [91] through 

their chromodomain, respectively.

HP1 proteins can undergo both LLPS independent 

of chromatin and can incorporate chromatin into pre-

existing condensates. For example, purified HP1a, the 

Drosophila homolog, forms liquid droplets at approxi-

mately 10 μM  in 50  mM NaCl and 20   μM at 100  mM 

NaCl [75]. Similarly, CBX5/HP1α was shown to form 

condensates in buffers containing 75  mM KCl, 20  mM 

HEPES pH 7.2, and 1 mM DTT [74]. �e ability of CBX5/

HP1α to form condensates was dependent upon phos-

phorylation and required DNA binding sequences only 

found in the CBX5 variant of HP1. Moreover, the addi-

tion of DNA stimulated condensate formation without 

the requirement for phosphorylation, and CBX5/HP1α 

condensates could recruit nucleosomes containing his-

tone H3 trimethylated on lysine 9 [74]. However, phase 

separation of CBX5/HP1α occurs at concentrations of at 

least 45 μM [92]. Larson and colleagues argue that bind-

ing to closely spaced nucleosomes will increase local 

concentrations to approximately 100 μM [74]. Erdel and 

colleagues estimate the concentration of CBX5/HP1α to 

range between 1 and 3 μM  within constitutive hetero-

chromatin [92]. �us, there is considerable uncertainty 

about whether HP1 reaches a sufficient concentration to 

undergo LLPS [92], particularly in regions where it has 

not been concentrated by chromatin.

A related family of HP1-related chromobox proteins 

recognizes lysine 27 methylation [91]. Polycomb group 

proteins mediate H3K27 methylation and are recognized 

by polycomb group chromodomain-containing CBX 

proteins �e chromodomains within CBX2, 4, 6,7, and 8 

recognize the methylation imparted by the EZH2 meth-

yltransferase subunit of polycomb repressive complex 1 

[91]. �e CBX subunit is part of the polycomb repressive 

complex 1, which deposits ubiquitin on lysine 119 of H2A 

as part of the polycomb transcriptional repression pro-

cess [93]. Polycomb group proteins localize to discrete 

nuclear bodies, termed polycomb group bodies [94]. Two 

groups recently demonstrated that CBX2 undergoes liq-

uid–liquid phase separation in vitro and proposed LLPS 

as a mechanism for forming polycomb group bodies [76, 

77]. In isolation, CBX2 forms droplets at concentrations 

as low as 2.5 μM in buffers containing 100–150 mM K/

NaCl with or without 1  mM  MgSO4 at pH 7.4–7.9 [76, 

77]. When CBX2 was mixed with other members of the 

polycomb repressive complex (Ring1a, PCH2, BMI1), the 
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entire PRC1 complex also formed liquid droplets [76]. 

�is lower critical concentration for LLPS suggests the 

potential for condensate formation independent of chro-

matin, whereas this seems less likely with CBX5/HP1α.

Because CBX proteins can undergo LLPS in vitro, this 

raises the question: are these condensates compatible 

with chromatin? HP1 condensates have been studied in 

mixtures with chromatin. It is important to note that, in 

these experiments, the influence of buffer conditions on 

the state of the chromatin itself is not considered. �ere 

are subtle differences in condensate behavior among the 

different chromatin mixing studies, which highlights 

the potential impact of the environmental conditions 

on the properties of these condensates. In one study, 

H3K9me3 peptides, H3K9me3-containing nucleosomes, 

and H3K9me3-containing nucleosomal arrays all formed 

condensates when mixed with CBX5/HP1α [74]. In 

a subsequent study, the interactions of the S. pombe 

homologue, Swi6, with nucleosomes and nucleosomal 

arrays were characterized [95]. Mixtures of Swi6 (2 µM) 

and nucleosomal arrays (40  nM) formed liquid drop-

lets under ionic conditions where the arrays themselves 

remain dispersed in solution (150 mM KCl, 10 mM Tris–

Cl pH 7.8, 0.1  mM EDTA). Notably, while lysine 9 tri-

methylation reduced the concentration of Swi6 necessary 

to form liquid condensates by approximately half, Swi6 

promoted condensate formation with unmodified arrays 

as well [95]. However, a second study demonstrated that 

HP1α only formed condensates efficiently in the presence 

of H3K9me3-containing arrays and not wild-type arrays. 

In this instance, the array concentration (33  µM) was 

similar to the HP1α concentration (12.5 to 50  µM) and 

condensates were observed at concentrations as low as 

12.5 µM [96]. Although the two studies employed similar 

buffer conditions, the stoichiometry of the nucleosomal 

arrays and HP1 was markedly different. H3K9me3 speci-

ficity was observed when the ratio of Swi6 to nucleoso-

mal arrays was much closer to unity (12.5 µM Swi6, 8 µM 

histone H3). Interestingly, the Arabidopsis homologue of 

HP1 (ADCP1) alone does not form condensates. Instead, 

ADCP1 only forms condensates in the presence of nucle-

osomal arrays [78].

�ere is also evidence that the liquid protein conden-

sates formed by polycomb group proteins can incor-

porate chromatin. Plys et  al. [76] found that arrays 

containing H3K27me3 reduced the concentration of 

CBX2 necessary to form condensates. Tatavosian et  al. 

[77] reported that CBX2 condensates could concen-

trate nucleosomes, but mutations of the chromodomain 

to prevent interaction with H3K27me3 did not prevent 

assembly into polycomb group bodies within cells. More-

over, loss of H3K37me3 in Eed null cells did not pre-

vent the assembly of CBX2 into polycomb group bodies 

in cells. �is indicates that in the much more intricate 

environment found in the cell, and while functioning 

as part of a protein complex (PRC1), additional interac-

tions may be responsible for CBX2 retention in polycomb 

group bodies. For example, the polymerization of the 

sterile alpha motif (SAM domain) within Polyhomeotic 

was shown to be required for clustering of PRC1 subu-

nits in cells [97]. Polyhomeotic is part of the canonical 

polycomb repressive complex 1, conserved from flies to 

humans, consisting of a chromobox (CBX) subunit, that 

has specificity for histone H3K27me3, a PCGF (PCGF1-

6)/RNF (Ring1a, RNF2) E3 ubiquitin ligase and a polyho-

meotic subunit (HPH) [98]. PRC1 is responsible for the 

ubiquitylation of histone H2A at lysine 119, commonly 

enriched in facultative heterochromatin [93, 99, 100]. 

�e SAM domain of Polyhomeotic was recently shown 

to support phase separation in the presence of DNA or 

reconstituted nucleosomal arrays [101]. In this instance, 

the nucleosomal arrays were reconstituted onto a circular 

plasmid containing 40 Lytechinus 5S rDNA nucleosome 

positioning sequences. Condensates formed at concen-

trations as low as 630 nM of the SAM-domain and 40 nM 

of the nucleosomal array. Notably, condensate formation 

stimulated H2A ubiquitylation in  vitro, and overexpres-

sion of the SAM domain stimulated H2A ubiquitylation 

in cells [101]. Interestingly, when array mobility within 

the condensates was assessed in 50  mM NaCl Tris–Cl 

pH 8.0, the tagged SAM domain was found to move 

relatively freely, whereas the labeled nucleosomal arrays 

recovered very little. Moreover, experiments revealed 

that labeled and unlabeled chromatin condensates mixed 

poorly [101]. �us, the chromatin condensates formed in 

the presence of the SAM domain behaved as if they were 

more solid than liquid.

In contrast to CBX proteins, MeCP2, a 5MeC DNA 

binding protein that also associates with heterochroma-

tin, undergoes LLPS but only in the presence of DNA or 

nucleosomal arrays. MeCP2 was tested for liquid drop-

let formation in buffers containing 100–150 mN NaCl. 

Liquid droplets did not form unless DNA was added 

[79–81]. �ese studies also incorporated micromolar 

concentrations of MeCP2 with DNA concentrations 

being at least tenfold lower. Nucleosomes and nucleoso-

mal arrays were also sufficient to induce phase separation 

with MeCP2 when MeCP2 was in molar excess [79–81, 

102]. Interestingly, in the presence of methylated DNA, 

a 4X nucleosome array forms condensates at concen-

trations of MeCP2 as low as 160  nM when the array is 

present at 112.5 nM [81]. �is is approaching physiologi-

cal concentrations of nucleosomes [103, 104]. MeCP2 

mutations are associated with Rett syndrome, a neurode-

velopmental disease that leads to severe neurological 

impairment. All three groups found that mutations found 
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in patients in the DNA binding domain or the intrinsi-

cally disordered region containing the transcriptional 

repression domain reduced the ability of MeCP2 to form 

condensates in  vitro and reduced partitioning to het-

erochromatin in cells. However, it should be cautioned 

that these same mutations influence many other aspects 

of MeCP2 function including the ability to recruit 

co-repressors.

Mixtures of chromatin and chromatin-binding proteins 

potentially represent a better environment to study the 

physiological role of LLPS. One recent study looked at 

how a network of phase-separated proteins contributes 

to phase separation [96]. Both H3K9 methyltransferase 

SUV39H1 and HP1 have chromodomains that bind to 

H3K9me3. �ey showed that a tetrameric complex of 

two SUV39H1 and two HP1β (CBX1) proteins could 

concentrate H3K9me3 chromatin and form condensates 

when mixed with nuclear extracts containing large chro-

matin fragments. �ey determined that at least three 

chromodomains were required in the complex to form 

condensates efficiently. �ey further identified separate 

interactions between HP1β and SUV39H1 and HP1β and 

TRIM28 and demonstrated they acted cooperatively to 

induce phase separation in mixtures with reconstituted 

nucleosomal arrays containing H3K9me3, but not wild-

type nucleosomal arrays [96]. �ese experiments illus-

trate how combinations of proteins, acting cooperatively, 

may lower the concentration thresholds determined for 

individual proteins to form condensates, at least in vitro.

�ese assays have significant limitations that need to 

be considered when extrapolating their results to poten-

tial roles in organizing or compacting chromatin to 

the heterochromatin compartments observed in  vitro. 

Relative to the interphase nucleus, these experiments 

typically involve much higher protein to nucleosome 

ratios, lower to much lower chromatin concentration, 

and much less conducive conditions for LSPS of chro-

matin. �us, a more physiological in  vitro assay would 

incorporate buffer conditions that promote chromatin 

LSPS, lower concentrations of chromatin-binding pro-

teins, and higher chromatin concentrations. For exam-

ple, while these studies generally have been performed 

in near-physiological levels of monovalent cations, they 

commonly lack the divalent cations that help drive LSPS 

of chromatin (see above). �e stoichiometry of these 

proteins when they assemble chromatin into LLPS con-

densates has typically also not tried to replicate physi-

ological stoichiometry. For example, CBX5/HP1 forms 

liquid condensates in  vitro that incorporate nucleoso-

mal arrays under conditions where there is a 20–50-

fold molar excess of protein [95]. Incorporating 100 µM 

nucleosomal arrays into a droplet forming assay reduced 

the critical concentration of HP1 droplet formation to 

approximately 150 µM in a buffer containing 75 mM KCl, 

20  mM HEPES pH 7.2, and 1  mM DTT[95]. �e mean 

concentration of nucleosomes in interphase nuclei has 

been measured at 110–250 µM [103, 104], while the con-

centration of HP1 is considerably lower, reaching maxima 

of about 3 µM [92]. Physiologically, then, the local stoi-

chiometry of chromatin-binding proteins to chromatin 

in constitutive heterochromatin will be much lower than 

that required to induce LLPS in vitro. Moreover, at physi-

ological ratios of chromatin to chromatin-binding pro-

tein in vitro, chromatin LSPS will come into play, which 

may fundamentally change the nature of the observed 

phase separation process.

�us, conditions primarily have been used that allow 

LLPS of the chromatin-binding proteins to dominate 

while those that drive LSPS of the chromatin are weak. 

Under these experimental conditions, it is easy to imag-

ine how proteinaceous liquid condensates could con-

centrate chromatin in vitro. �e retention of KMT5C in 

a diffusible state within mouse chromocenters [35, 105], 

which contain solid-like chromatin, suggests that LLPS-

driven liquid compartments rich in heterochromatin-

binding proteins co-exist with LSPS-driven chromatin 

condensates. However, In  vitro experiments analyzing 

the potential of LSPS chromatin condensates to nucleate 

LLPS of heterochromatin and the ability of the LLPS het-

erochromatin condensate to form in the presence solid-

like chromatin are lacking.

Euchromatin proteins

Heterochromatin domains in nuclei, e.g., chromocenters, 

are very distinct and relatively large structures. In con-

trast, transcription factors are found in small nuclear foci 

that can number in the hundreds per nucleus [106]. In 

the case of positive regulators of transcription, a phase-

separated compartment is neither expected to condense 

nor contain high densities of chromatin. �us, it is less 

clear that chromatin itself can function as a scaffold that 

nucleates LLPS formation by increasing the local con-

centration of LLPS-capable proteins. In this instance, it 

makes more sense that protein condensates recruit chro-

matin. Immunofluorescence revealed that transcription 

factors cluster within small nuclear foci. For example, a 

recent super-resolution experiment using tagged endog-

enous loci estimated up to 400 molecules of MED1, a 

member of the RNA polymerase II Mediator complex, 

per focus [107]. Whether that clustering reflects the 

underlying clustering of binding sites in chromatin or 

represents phase-separated liquid compartments that 

exist independent of chromatin is unknown. However, 

an additional factor may be critical in nucleating LLPS at 

sites of transcription—RNA. RNA is common to many 

types of LLPS structures that form in both the cytoplasm 
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and nucleus [108]. �ere is a striking complementarity 

between the chromatin-rich and the RNA-rich regions 

of the nucleoplasm [109] and euchromatin is rich in the 

interface between the two [110]. Using zebrafish embryos 

imaged at the late blastula stage, prior to heterochroma-

tin formation, Hilbert et al. [111] demonstrated that tran-

scription is necessary to disperse the chromatin within 

the nucleoplasm. �ey propose that RNA polymerase II 

and the associated RNA serve as an amphiphile that ena-

bles the generation of microemulsions of euchromatin. In 

the absence of RNA polymerase initiation, these smaller 

euchromatic domains do not form [111].

�e first links between phase separation and transcrip-

tion came with experiments showing that the regulatory 

carboxy-terminal domain (CTD) of RNA polymerase II 

binds with high affinity to fibers assembled from the low 

complexity TAF15 protein, a substoichiometric RNA 

binding subunit of TFIID [112]. �ese domains sponta-

neously phase separate to form hydrogels when present 

in high concentrations (50–80 mg/ml) in near-physiolog-

ical buffers (200 mM NaCl, 0.5 mM EDTA, 20 mM beta-

mercaptoethanol). Phosphorylation of the CTD resulted 

in the inability to incorporate into condensates [112]. 

Subsequently, a histidine region found in cyclin T1, a 

subunit of the pTEFb kinase, and DYRK1A, another CTD 

kinase, was shown to form condensates with the RNA 

polymerase II (Pol II) CTD. �e in  vitro experiments 

revealed that the hyperphosphorylation of the CTD was 

inhibited at concentrations of 1,6-hexanediol sufficient 

to disrupt condensate formation but not direct interac-

tions between pTEFb and the CTD [113]. 1,6-hexanediol 

has been used in living cells to disrupt weak hydropho-

bic interactions important in maintaining some phase-

separated structures. While 1,6-hexanediol is widely used 

for melting liquid droplets formed by LLPS in vitro and 

in  vivo, a recent report using single-nucleosome imag-

ing revealed that 1,6-hexanediol rapidly immobilizes and 

condenses chromatin in living cells [114]. �is action of 

1,6-hexanediol is totally distinct from its droplet melt-

ing activity. Consequently, liquid droplet results obtained 

using 1,6-hexanediol should be carefully interpreted or 

reconsidered when these droplets are associated with 

chromatin [115]. Nonetheless, these data are consistent 

with the formation of Pol II CTD condensates stimulat-

ing CTD phosphorylation.

A second pair of studies looked at the Mediator com-

plex and its interaction with RNA polymerase II [107, 

116]. Med1 of the Mediator complex and BRD4, an acety-

lated histone binding protein enriched at super-enhanc-

ers, were found to form liquid condensates in solution, 

with droplets forming at concentrations less than one 

μM the presence of PEG8000 as a crowding agent [116]. 

Both the Mediator complex and RNA polymerase II were 

found in clusters of molecules in living cells, containing 

as many as 200–400 copies of each protein, and associ-

ated with transcription in pulse-labeling experiments and 

gene locus tracking experiments [107]. In the presence of 

the transcriptional inhibitor DRB, these no longer colo-

calize, implying an independent existence [107]. Impor-

tantly, tracking these domains revealed that they could 

undergo rapid fusion, but they had mobility properties 

similar to what has been measured for chromatin [116]. 

Both studies showed rapid exchange into and out of 

the clusters in living cells using photobleaching (FRAP) 

experiments and dissociation with 1,6-hexanediol [107, 

116]. �e condensates were also disassembled at higher 

salt concentrations, suggesting that the interactions are 

mediated by more than just weak hydrophobic interac-

tions [116].

An important observation made in studying the rela-

tionship with pTEFb was that cyclin T1 partitions to 

splicing factor compartments in living cells [113]. Unlike 

the smaller transcription-associated clusters that form 

inside cells, splicing factor compartments are well-

characterized by electron microscopy. �ey correspond 

to interchromatin granule clusters (see Fig.  5), which 

are diffuse clusters of ribonucleoprotein particles that 

exclude chromatin [110]. �ese are not sites of tran-

scriptional engagement. A related study revealed that 

RNA polymerase II phosphorylation regulated a switch 

in RNA polymerase II partitioning between Mediator-

associated condensates and splicing factor compart-

ments. Immunofluorescent experiments show that the 

hypophosphorylated form of RNA polymerase II colo-

calized with Mediator foci but the Ser2 phosphorylated 

species associated with splicing factor compartments. 

Phosphorylation of the CTD in vitro reduced incorpora-

tion into MED1 condensates but increased incorporation 

into condensates formed from splicing factors (SR-repeat 

proteins) [117].

�e organization of chromatin-binding proteins that 

are associated with the positive regulation of transcrip-

tion and euchromatin association is strikingly similar 

to the organization of early S-phase replicated chroma-

tin in size and distribution. �is raises the question as 

to whether or not these condensates reflect an asso-

ciation with chromatin, similar to what is observed with 

heterochromatin-associated condensates, or if they 

have an independent existence. Using an optogenetic 

method to induce condensate formation, it was shown 

that condensates nucleated at pre-existing sites of RNA 

polymerase II concentration [118]. Utilizing a synthetic 

episomal transcription reporter containing MS2 binding 

sites for detection of the transcript, they further demon-

strated that these sites preferentially nucleated at sites 

of active transcription. �is argues against pre-formed 
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condensates diffusing through the nucleoplasm to locate 

target genes and for the nucleated assembly in associa-

tion with the target site. LLPS mediated by FET proteins 

can also be nucleated at the specific DNA binding site 

and recruit RNA polymerase II into the condensate [119]. 

�ese experiments were done using the DNA curtains 

assay [120], where the DNA is tethered on a slide coated 

with a lipid bilayer and imaged under flow conditions, 

stretching the DNA. Condensate assembly is analyzed by 

time-lapse microscopy and the extended DNA by fluo-

rescence microscopy, enabling them to position the con-

densate relative to the underlying DNA sequence [119]. A 

chromatin-mediated nucleation process predicts that all 

condensates formed from proteins associated with tran-

scriptional activation show the highly constrained diffu-

sion behavior of chromatin.

Overall, the formation of LLPS condensates from het-

erochromatin and euchromatin binding proteins remains 

controversial [92, 115]. In  vitro experiments that take 

greater care to reproduce the stoichiometry and physi-

ological concentrations of divalent cations to generate 

solid-like chromatin condensates would provide a more 

relevant in  vitro model for studying chromatin conden-

sate behavior and the contribution of LLPS to the accessi-

bility and material properties of chromatin. �e principal 

competing model is that the concentration of chromatin-

binding proteins in cells is dictated by differences in the 

local concentrations of the target chromatin-binding sites 

[92]. KMT5C [105, 121] and Rad52 [122] represent the 

first examples of proteins that behave as expected for pro-

teins that diffuse within chromatin-associated compart-

ments, heterochromatin and DNA double-strand breaks, 

respectively, but do not freely diffuse across the boundary 

between the compartment and the nucleoplasm.

The nucleus and nuclear condensates

�e nucleus is a far more complex environment than 

what is encountered in  vitro, and some understanding 

of its organization is essential when interpreting phase 

separation experiments. �e protein condensates formed 

in  vitro are typically microns in diameter. Only three 

structures in the typical nucleus can reach this size—het-

erochromatin domains, splicing factor compartments, 

and nucleoli (Fig.  6). Large micrometer-sized conden-

sates that form in  vivo due to overexpression of tagged 

proteins normally are not found within nuclei (Fig.  7). 

Although it is easy to demonstrate liquid-like fission and 

fusion events with such condensates, they are not physi-

ological structures, and their behavior may be quite dif-

ferent from the smaller clusters containing these proteins 

when expressed at physiological levels in cells.

It is common to test liquidity using fluorescence recov-

ery after FRAP experiments in living cells [86]. Evidence 

of differences in the diffusion rate of mobile proteins 

through the condensate or evidence of preferential 

movement within the condensate versus exchange with 

the nucleoplasm is required to show that a liquid com-

partment exists. Using this criterion, CBX5/HP1α and 

MeCP2 do not show evidence of phase separation in 

living cells. However, KMT5C, a histone H4 lysine 20 

methyltransferase that localizes to constitutive hetero-

chromatin, behaves as a protein trapped within a liquid 

compartment [105]. Notably, however, the chromatin 

within this compartment behaves as a solid [35].

�e situation with condensates associated with tran-

scriptional activation is much more challenging. �e 

nucleus is relatively well-characterized by electron 

microscopy. Chromatin, PML bodies, splicing factor 

compartments, Cajal bodies, the nucleolus and nucleolar 

Fig. 6 Larger nuclear compartments of the interphase nucleus. The image highlights the three large nuclear compartments present in the 

interphase nucleus. A living mouse C3H10T1/2 cell nucleus expressing SC35-GFP and counterstained with Hoechst 33,342 is shown following 

deconvolution. The SC35 (green) contrasts the splicing factor compartments and negatively contrasts the chromatin and nucleoli. The Hoechst 

contrasts the chromatin and negatively contrasts the splicing factor compartments and nucleoli. Circles highlight examples of large chromatin 

structures (pericentric heterochromatin) and splicing factor compartments in the respective images. No in the SC35 image set represents the 

location of the nucleoli. The scale bar represents 1 µm
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subcompartments can all be recognized in the elec-

tron microscope. �ere is no corresponding data on 

the smaller condensates associated with transcriptional 

regulators. One of the major challenges in defining tran-

scription-related condensates is distinguishing them 

from transient binding to relatively stable chromatin. 

Demonstrating that molecules exchange into and out of 

a structure does not necessary mean that the structure 

is liquid in nature [86]. For example, FRAP experiments 

performed on transcription factors that accumulate in 

small nuclear foci but exchange with the nucleoplasm, 

one criterion of liquidity, have been interpreted and 

modeled as the dynamic binding of proteins to chroma-

tin-binding sites that are immobile [123]. Criteria such 

as the ability to exchange across the boundary or sensi-

tivity to 1,6-hexanediol do not distinguish between tran-

sient and direct interactions with less mobile chromatin, 

and the weak multivalent interactions necessary to form 

phase-separated liquid compartments [86, 114]. It is 

undeniable that positive regulators of transcription form 

characteristic small clusters in living cells. Whether or 

not the small clusters that form in cells are liquid conden-

sates that exist independently of chromatin, are depend-

ent on chromatin to nucleate the formation, or simply 

a reflection of the spatial organization of the chromatin 

containing their binding sites, cannot be discriminated 

based on the existing data. Collectively, one implication 

of intrinsically being able to undergo LLPS is that these 

proteins may be expressed at concentrations close to but 

below their critical concentration. �is would render 

them sensitive to LLPS formation upon overexpression, 

as might occur with an expressed GFP-tagged transgene. 

Consequently, an inherent limitation of using fluores-

cent protein-tagged expression constructs to study these 

proteins in living cells is that they may be prone to form-

ing LLPS condensates in the nucleoplasm if the cellular 

concentration is increased only slightly. �is may be why 

larger nuclear compartments are reported in some of 

these experiments apart from the normal complement of 

splicing factor and nucleolar compartments. An example 

of such a result is illustrated in Fig. 7.

Solid and liquid states of chromatin in the nucleus
�us far, we have discussed aggregation of chromatin 

and specific chromatin-associated proteins into phase-

separated condensates. How does the phase separation 

behavior of chromatin relate to the physical nature of 

chromatin in living cells?

The importance of chromatin �ber self-interaction 

in shaping interphase chromosome structure

�e chromatin fiber that makes up an interphase chro-

mosome is a single long flexible molecule. Intuitively, the 

chromosomal fiber must contact itself extensively over 

long distances to condense into a globular territory in the 

nucleus. What, if any, is the relationship between self-

interaction of the chromatin fiber within chromosomes 

in  vivo and phase separation of short chromatin frag-

ments in vitro? As discussed earlier, formation of globular 

chromatin condensates is driven by attractive fiber–fiber 

interactions and salt-dependent neutralization of DNA 

negative charge. �e effect of salts on condensate forma-

tion is reversible. �us, if condensates are assembled in 

 MgCl2 and returned to low-salt TE (Tris–EDTA) buffer, 

charge repulsion overcomes the attractive nucleosome–

nucleosome interactions and the condensates dissociate 

into dispersed nucleosomal arrays. What happens when 

a similar experiment is performed with isolated nuclei? 

Maeshima et al. [34] addressed this question by compar-

ing the ultrastructure of isolated HeLa nuclei in buffers 

containing and lacking  MgCl2. �e isolated nuclei were 

incubated in buffer containing 0, 1, and 5  mM  MgCl2, 

exposed to DAPI, and imaged by fluorescence micros-

copy. In 1 and 5 mM  MgCl2, the organization of the HeLa 

chromatin into DAPI-dense and -faint regions, which 

presumably corresponds to heterochromatin and euchro-

matin compartments, respectively, and nuclear substruc-

tures was readily apparent as indicated by the fluctuation 

of fluorescence intensity across the nuclei. Strikingly, 

incubation of the nuclei in buffer lacking  MgCl2 caused 

massive chromatin decondensation; the nuclei doubled 

in diameter and a halo of dispersed chromatin could be 

seen protruding through the nuclear surface. In addition, 

the nuclei seem to lose most semblance of 3D chromatin 

Fig. 7 Phase-separated compartments formed from overexpression 

of histone deacetylase 4. SK-N-SH neuroblastoma cells were 

transfected with histone deacetylase 4-green fluorescent protein 

(HDAC4-GFP) expression vector and counterstained with Hoechst 

33342 (DNA). The circles highlight condensates that form 

spontaneously upon overexpression of HDAC4-GFP. These are found 

in chromatin-poor regions of the nucleus outside of the nucleolus. 

The box highlights a heterochromatic region of the nucleus. Note 

the inverse relationship between HDAC4-GFP concentration and 

chromatin concentration, further highlighting that the condensates 

are forming outside of dense regions of chromatin. The scale bar 

represents 5 µm
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architecture as indicated by their uniform fluorescence 

intensity [34]. �us, the nucleosome–nucleosome inter-

actions that stabilize chromatin condensates in vitro and 

chromatin organization within the chromosome ter-

ritory in  situ are disrupted by electrostatic repulsion in 

the absence of cations. Zinchenko et al. [124] studied the 

salt-dependent behavior of very long nucleosomal arrays 

reconstituted from 165  Kb phage T4 DNA and recom-

binant histone octamers. �ese arrays contained ~ 1000 

non-positioned nucleosomes per T4 DNA molecule. 

Results indicated that the T4 nucleosomal arrays in low 

salt adopted a coil structure that was converted into a 

compact ~ 250-nm-diameter globule in the presence of 

 MgCl2. Under the same conditions, DNA did not con-

dense. Collectively, these results imply that the same 

core histone tail-dependent fiber–fiber interactions that 

help short nucleosomal arrays assemble into globular 

chromatin condensates in  vitro also mediate condensa-

tion of long chromatin molecules into compact globules 

in vitro and chromosomes in nuclei. For short nucleoso-

mal arrays the interactions are between different arrays, 

whereas for long flexible nucleosomal arrays the interac-

tions are between widely separated segments of the same 

array. �e local and large-scale structures that result from 

chromatin fiber self-interaction are discussed below.

Local interdigitated packaging of the 10-nm chromatin �ber

�e chromatin fiber in bulk in the nuclei of most eukary-

otic cells exists in an extended “10  nm” conformation 

[62, 88, 125]. �e 10-nm fiber in solution has an open 

zig-zag conformation (Fig.  1), which upon stretching 

becomes the commonly portrayed beads-on-a-string 

structure. For model nucleosomal arrays with homoge-

neous linker DNA lengths, the 10-nm fiber is a regular 

structure. However, chromatin in vivo has variable linker 

DNA lengths, nucleosome-free regions, and a specific 

pattern of histone post-translational modifications. As 

such, the chromatin fiber inside cells is more heterogene-

ous and irregular. Evidence suggests that the chromatin 

fiber interacts with itself through interdigitation, both 

within chromosomes and chromatin condensates. For 

example, SAXS analyses indicate that the packaging of 

chromatin found in mitotic chromosomes [38, 126, 127], 

intact nuclei [38], and phase-separated condensates [34] 

involves repetitive face-to-face and edge-to-edge nucleo-

some–nucleosome interactions. Interdigitated chromatin 

was reconstructed by a recent multi-scale computational 

modeling study [128] (discussed later). Under high  Mg2+ 

conditions, model H1-containing dinucleosomes form 

crystals of interdigitated 10-nm assemblies [102]. As will 

be discussed further below, the propensity of the flexible 

chromosomal 10-nm fiber to interact with itself over long 

distances provides the foundation for the 3D structure of 

eukaryotic genomes.

Large-scale organization of the 10-nm chromatin �ber: 

the 3D genome

Several different lines of evidence suggest that 

the genomes of higher eukaryotes are partitioned 

into ~ 200-nm-diameter globules of densely packaged 

chromatin separated by regions of non-interacting 

chromatin (Fig.  8). Experiments in which early rep-

licating euchromatin are labeled by incorporation 

of fluorescent nucleotides revealed that the labeled 

chromatin was organized into a punctate pattern of 

resolution-limited 200-nm dots [35, 129–131]. A simi-

lar punctate pattern of euchromatin organization has 

been visualized using fluorescently labeled antibod-

ies against different chromatin epitopes, including 

the nucleosome acidic patch and histone H1.4 [132], 

although it is not clear whether the various antibodies 

label the same structures. Nozaki et al. [133] combined 

super resolution imaging with single nucleosome track-

ing in HeLa cells and observed nucleosome clustering 

into ~ 200-nm-diameter globular domains composed 

of ~ 1000 nucleosomes and ~ 200  kb of genomic DNA. 

Fig. 8 Hierarchical chromatin organization in the nucleus—a 

simplified view. The negatively charged 10-nm fiber is compacted 

into chromatin domains (e.g., topologically associating domain 

[TAD]/contact domain/loop domain) [136–139]. The domains are 

clustered over long distances to form chromatin compartments 

[147]. Compartments generally represent a transcriptionally active 

chromatin state (compartment A) and an inactive chromatin state 

(compartment B). A single interphase chromosome is occupied in 

a chromosome territory (highlighted as different colors) [219]. This 

illustration was  reproduced with modifications from [220].
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Recall that reconstituted T4 nucleosomal arrays con-

sisting of ~ 1000 nucleosome intrinsically condense 

into ~ 250-nm globules in vitro [124]. In the studies of 

Nozaki et al. [133], histone hyperacetylation caused the 

domains to decondense, further indicating the impor-

tance of chromatin fiber self-interaction in maintaining 

the compact domain structure. Bintu et  al. [134] used 

super resolution chromatin tracing in single proliferat-

ing cells to determine the chromosomal structures pre-

sent along a stretch of human chromosome 21. Results 

indicated that the imaged region consisted of spatially 

segregated ~ 200–300 nm globular domains. Recently, a 

combination of 3D super-resolution and scanning elec-

tron microscopy revealed chromatin domains that were 

composed of irregular ~ 200-nm-wide aggregates of 

nucleosomes [109, 135]. Taken together, the replication 

labeling and microscopy studies support a model for 

interphase chromosome organization based on globu-

lar domains of condensed chromatin. In this model, the 

globular structure of the chromatin domains is dictated 

by self-interaction of the 10-nm chromatin fiber over 

long distances.

Chromosome conformation capture technologies such 

as Hi-C reveal the regions of a chromosomal DNA mol-

ecule that are in close proximity within a folded chro-

mosome [136–138]. �e results of many such studies 

indicate that the chromosomes of most eukaryotes are 

organized into series of repetitive structures referred to 

as topologically associating domains (TADs) [139]. �e 

chromatin fiber within these domains has a high prob-

ability of contact with itself compared to flanking chro-

matin regions, irrespective of genomic distance. Hi-C 

studies employing higher resolution sequencing have 

shown that TADs can be subdivided into ~ 185 kb “con-

tact” domains (range of 40–3000 kb) characterized by a 

very high frequency of intra-domain fiber–fiber inter-

actions [140]. Contact domains are functional units of 

the genome, i.e., the chromatin within the domains is 

mostly either transcriptionally active or repressed [140]. 

Although Hi-C data do not provide information about 

the structure of contact domains, it seems likely that 

they correspond to the ~ 200-nm-diameter globules of 

condensed chromatin observed by microscopy. Argu-

ably the strongest evidence for this relationship comes 

from Bintu et  al. [134] and Su et  al. [141], who showed 

that virtually the same contact maps could be generated 

from Hi-C and super resolution imaging data. �at is, 

TAD-like structures derived from Hi-C experiments cor-

responded closely to the spatially separated chromatin 

globules observed by super-resolution imaging in single 

cells [141].

�e chromatin that surrounds TADs and contact 

domains is characterized by low contact frequency 

and often is associated with convergent CTCF/cohesin 

binding sites [142–144]. CTCF and cohesin assemble 

into structures that encircle the chromatin fiber, in the 

process anchoring chromatin loops (Fig.  8) that form 

between two convergent CTCF/cohesin binding sites. 

�ese chromatin loops frequently, but not always, cor-

respond to the contact domains identified by Hi-C [142]. 

Remarkably, while cohesin loss results in the collapse 

of contact domains identified using Hi-C methodology 

[142], chromosomal domains retain their organization 

[134]. Fluorescence in  situ hybridization experiments 

testing domain separation between Hi-C-defined TADs 

in the presence or absence of cohesin, in contrast, shows 

increased separation when cohesin is absent [145]. Col-

lectively, these results imply that the folding into chro-

mosomal domains occurs through self-interaction as 

defined above. Chromosomal domains can be indepen-

dently folded regions of the genome that coincide with 

Hi-C-defined TADs. Interestingly, cohesin loss only alters 

the expression of a subset of genes but those that show 

the greatest loss of expression correlate with genes that 

are close to domain boundaries and with genes in large 

domains [146]. �us, a role of cohesin/CTCF is to pro-

mote long-range self-interaction of the chromatin fiber 

that occurs within the ~ 200-nm-diameter chromosomal 

domains.

Beyond the level of ~ 200-nm chromatin globules, Hi-C 

experiments have revealed the existence of two “com-

partments”, termed A and B [147]. Functionally, com-

partment A most closely corresponds to euchromatin 

and compartment B to heterochromatin although this 

is a simplification. A and B compartments both can be 

subdivided into several sub-compartments as defined by 

their specific chromatin signatures [142]. �e chief physi-

cal characteristic of compartments is that they preferen-

tially interact with other regions of a chromosome that 

have the same chromatin signatures, leading to a check-

erboard pattern on the Hi-C contact maps [147]. In other 

words, the chromatin of A compartments preferentially 

interacts with itself and not the chromatin of B compart-

ments and vice-versa.

�e microscopy and Hi-C data can be combined into 

model of genome organization suggesting a hierarchi-

cal relationship between ~ 200-nm globular domains 

and compartments (Fig. 8). In these models, each ~ 200-

nm chromatin domain consists primarily of either active 

or inactive chromatin as defined by its pattern of post-

translational modifications, the nucleosome spacing and 

arrangements within the globule, and the specific cohort 

of proteins present. �e boundaries of most ~ 200-nm 

chromatin domains are defined by CTCF/cohesin, which 

demarcate the chromosome into functional units. Inter-

action of ~ 200-nm globules with other domains sharing 



Page 20 of 33Hansen et al. Epigenetics & Chromatin           (2021) 14:50 

the same chromatin signature establishes A and B com-

partments and their subcompartments. All steps in the 

hierarchy are fundamentally driven by core histone tail-

mediated self-interaction of the chromatin fiber. �e 

selectivity of domain–domain interactions to form A or B 

compartments may be mediated by interactions between 

specific chromatin-associated proteins in the domains 

that are superimposed upon the intrinsic histone-medi-

ated chromatin fiber interactions.

Condensed chromatin in the nucleus behaves like a solid 

on the mesoscale

Several early kinetic experiments are suggestive of solid-

like behavior to chromatin under normal conditions. 

FRAP experiments done on core histones revealed very 

slow recovery [148–150]. For example, the  T1/2 of the 

slow recovering population of H2B was greater than 

510 min and the recovery of the slow population of H3 

and H4 could not be determined (essentially immobile) 

[148]. Even in early embryonic development, where the 

chromatin is in a more “open” conformation, and there 

is a higher proportion of the core histone pool that is 

mobile, the majority of the pool is “stable” during the 

experiment [151]. �e persistence of photobleached 

chromatin over hours demonstrates the failure of the 

chromatin to mix. �e ability to fix this chromatin in 

space and the failure of the chromatin to recover by 

diffusion-mediation invasion of labeled chromatin into 

regions occupied by photobleached chromatin provided 

indirect evidence that the chromatin at the chromo-

some scale is not undergoing mixing that is characteris-

tic of liquids. Similarly, tracking photo-activated histones 

across the cell cycle revealed some increased fuzziness to 

the photo-activated chromatin but the overall organiza-

tion was well maintained over hours [152].

�e principal limitation of these experiments is the 

interpretation of movement of fluorescent histones 

into photobleached regions as a measure of liquid-

like behavior [86]. Because histones can be displaced 

from chromatin, there is some recovery, and we can-

not rule out that some of this is due to mixing of the 

fluorescent and non-fluorescent chromatin rather than 

the exchange of the histone. �e stability of fluores-

cent nucleotides incorporated into chromatin enabled 

Strickfaden et  al. [35] to address the physical proper-

ties of chromatin in living cells using FRAP. Using this 

approach, the fluorescence did not recover within the 

photobleached region when either early S-phase rep-

licated euchromatin domains were photobleached or 

later replicating heterochromatin regions were pho-

tobleached. �ese experiments revealed that there 

was no resolvable mixing of chromatin within hetero-

chromatin but could not resolve whether or not there 

is mixing within euchromatin. Rather, the behavior of 

euchromatin in FRAP experiments is consistent with 

there being no mixing between chromosomal domains 

but it does not tell us about mixing within these 

domains. �ere are other important limitations to these 

experiments. �e nuclei were not experiencing signifi-

cant changes in applied forces from the cytoskeleton 

that could reveal further information on the material 

properties of the chromatin. �e response of chromatin 

under applied forces may be different. �e FRAP results 

do not distinguish between a very viscous liquid, a vis-

coelastic gel, or a rigid solid. However, they do demon-

strate that over at least tens of minutes, in the absence 

of such stresses, chromatin does not mix.

Although chromatin has solid-like properties when it 

is not under strain and we are measuring the mixing of 

chromatin fibers within chromatin condensates found 

in living cells, this does not tell us much about how the 

chromatin behaves under conditions where forces are 

exerted on the nucleus. Direct measurements of chro-

matin in the presence of applied forces, endogenous 

or exogenous in origin, can reveal other properties that 

inform us on the behavior of chromatin, such as elastic-

ity and viscosity. �e response of mitotic chromosomes 

to mitotic spindle tension provided one of the first clear 

examples of chromatin having elastic properties, con-

sistent with solid-like behavior. Bouck and Bloom [153] 

examined the separation of sister kinetochores and dem-

onstrated, through histone depletion, that pericentric 

heterochromatin has elastic behavior in the presence of 

kinetochore tension.

To study interphase chromatin, Shimamoto et al. [154] 

used two microneedles to puncture isolated HeLa nuclei 

and then, by separating the needles, apply force to the 

nuclei. Resistance to the force was measured by displace-

ment of the force-calibrated microneedle. �ese experi-

ments revealed that nuclease digestion of linker DNA 

reduced the rigidity of the nucleus approximately three-

fold and that histone hyperacetylation reduced the resist-

ance to the applied force approximately twofold [154]. 

Consistent with the impact of magnesium ions on chro-

matin condensate formation in  vitro, nuclei had greater 

stiffness in the presence of 5  mM  MgCl2 versus 1  mM. 

A comparable response to magnesium concentration on 

the stiffness of nuclei was observed by Stephens et  al. 

[155] using a very similar microneedle approach in iso-

lated murine embryonic fibroblasts. �ey also found that 

histone acetylation reduces nuclear rigidity and further 

uncoupled the contribution of the nuclear lamina from 

chromatin, concluding that chromatin is the dominant 

resistant force to extension less than three micrometers 

[155]. Similar conclusions were reached by Wintner et al. 

[156].
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A challenge in studying the contribution of chro-

matin to the mechanical properties of the interphase 

nucleus is that the nuclear lamina forms an elastic shell 

at the nuclear surface that is clearly important in the 

mechanical integrity of the interphase nucleus. �is is 

further complicated by reduced chromatin condensa-

tion in lamin mutant cell lines and evidence that the two 

may be normally interdependent [156]. Notably, lamin 

A-depleted cells have reduced perinuclear heterochro-

matin [156]. Comparing the response of lamin A, B1, and 

B2 knockouts, lamin A knockouts, and wild-type cells, 

they were able to attribute viscous and elastic force con-

tributions of chromatin and each lamin. Triple knockout 

cells are soft and chromatin decondensation does not 

result in any further softening. Lamin A knockout cells 

are stiff but less viscous and chromatin decondensation 

softens the nuclei [156]. �e contribution of chromatin 

to the stiffness of nuclei was also evaluated in S. pombe 

wild type and mutant cells in which the tethering of chro-

matin to the nuclear envelope was disrupted [157]. In 

the absence of tethers, the nuclei were softer and were 

more prone to responding to forces through chromatin 

movement (flow). In wild-type cells, chromatin contrib-

uted to the elastic response of the nucleus and the nuclei 

were stiffer. Consistent with an important role for histone 

N-termini in contributing to this response, upon histone 

hyperacetylation by treatment with Trichostatin A, both 

wild type and mutant cell lines were significantly softer 

[157].

�ere is emerging evidence that histone post-transla-

tional modifications influence the mechanical properties 

of the nucleus and that cells modulate their epigenetic 

state to adapt to changes in applied stress. Using an 

auxin-inducible degron system to deplete cellular CBX5/

HP1α, Strom et  al. [158, 159] found that loss of CBX5/

HP1α results in significant nuclear softening but not the 

loss of heterochromatin domains, consistent with their 

persistence when the methyltransferases responsible 

for synthesizing H3K9me3 are knocked out [160]. HP1 

can dimerize and potentially cross-link chromatin fib-

ers together [161]. �e decrease in the hardness of the 

nuclei in the absence of HP1 [159] suggests that the HP1-

dependent interactions are stronger when challenged by 

applied forces than the intrinsic fiber–fiber interactions 

mediated by the histone N-termini. CBX5, as an HP1 

family member, recognizes trimethylation of histone H3 

lysine 9. �is modification is abundant in pericentric het-

erochromatin. Two recent studies have found that this 

methylation is regulated when cells experience prolonged 

exposure to applied force [162, 163]. Stretching experi-

ments done on epithelial progenitor cells found that they 

have an initial response of downregulating H3K9 tri-

methylation in a calcium-dependent manner preceding a 

longer adaptive response involving reorganization of the 

cytoskeleton [162]. �is loss of H3K9 trimethylation is 

required to reduce the stiffness of the nucleus and failure 

to do so results in DNA damage [162]. Interestingly, in 

murine embryonic fibroblasts, the opposite response was 

seen. When mechanosensitive ion channels were stimu-

lated by adding divalent ions or polyamines to the media, 

these cells upregulated histone H3 lysine 9 trimethylation 

and increased their stiffness [164]. �ese results demon-

strate that cells adapt the mechanical properties of chro-

matin in response to the demands of their environment. 

�e physical models of chromatin mesoscale organiza-

tion need to be able to account for the contribution of 

chromatin to the mechanical stability of the nucleus and 

the manner in which the nucleus responds to applied 

forces. Physiologically, cells experience such forces. In 

the case of cardiomyocytes, for example, they undergo 

significant deformations of their nucleus rhythmically as 

the cells contract and relax during a heartbeat [165].

Chromatin mobility on the nanoscale

Chromatin mobility in the nucleus on the nanoscale was 

initially documented with conventional epifluorescence 

time-lapse microscopy. �e LacO/LacI-GFP system [166] 

(Fig. 9A) was the first system employed to discover and 

characterize the dynamic movements of chromosomal 

loci in organisms such as yeast, nematodes, flies, and 

mammals [167–170] [171–173]. A related system was 

also developed [174]. Recently, genome editing technol-

ogy with CRISPR/Cas9 or CRISPR/dCas9 has allowed 

labeling and visualization of specific genomic chromatin 

regions (e.g., [175]) (Fig. 9B) and confirmed their subdif-

fusive motions [176–178]. Free diffusion is linear with 

time. Subdiffusive motion reflects motion where diffu-

sion is constrained in some manner and distance does 

not increase linearly with time (Fig. 9C). In locus track-

ing experiments, diffusion is constrained since loci pri-

marily move around in a small volume. A complication 

of these experiments is that there is no correction for 

large-scale coordinated movements of chromatin that 

have been observed in living cells on seconds to min-

utes time-scales. �ese studies implemented corrections 

for nuclear rotation but not intranuclear movement. 

Because the nucleus is subjected to forces applied by the 

cytoplasm that can rotate it in x, y, and z dimensions and 

local forces that impact only regions of the nucleus, it is 

important to consider these as potential contributors to 

reported motions even when attempts are made to cor-

rect for them.

It should be noted that not all locus tracking experi-

ments have revealed exclusively random diffusive 

motion. Instances of directed movements of individual 

loci have been demonstrated and not all instances of 
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Fig. 9 Visualization of dynamic chromatin motion. Schemes for LacO/LacI-GFP (A) and CRISPR-based chromatin labeling (B). C Constrained 

diffusion motion of chromatin: mean square displacement (MSD) plots (± SD among cells) of single nucleosomes in living (black) and 

formaldehyde-fixed (red) human RPE-1 cells over time (0.05 to 3 s) (data from [185]). D Scheme for single-nucleosome tracking. A small number of 

nucleosomes are labeled with photoactivatable GFP or other fluorescent tag to get sparse labeling. E Multiscale model of chromatin integrating 

three resolutions: atomistic (left), amino acid/base pair (center), and nucleosome (right) [128]. These models allow the exploration into how 

atomistic and residue level variations affect the structure and dynamics of chromatin fibers and domains. Illustration was reproduced from [189]. 

F (left) Scheme of chromatin heat map. In the heat map, small movements for 50 ms are shown in blue, and large movements are shown in red. 

(center) PALM (photo-activated localization microscopy) super resolution image and the chromatin heat map of a living mouse ES (embryonic 

stem) cell (right). Heterochromatin regions (nuclear periphery and pericentromeric heterochromatin) show dark blue. Data reproduced from [133]
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loci tracking reveal strictly random motions. For exam-

ple, Dundr et  al. [179] incorporated an tetracycline 

inducible array of U2 snRNA genes containing LacO 

repeats to show a transcription- and actin-dependent 

relocation of the array to Cajal bodies over a distance 

of 1.5 to 3.0 microns. Similar actin-dependent vectoral 

transport was observed upon transcriptional activation 

for an array containing an HSP72 construct translocat-

ing from the nuclear periphery to splicing factor com-

partments [180]. More recently, Wang and colleagues 

used yeast cells to investigate the translocation of the 

INO1 gene upon inositol induction. �ey demonstrated 

that the translocation requires the Arp subunits of the 

Ino80 chromatin remodeling complex, actin polym-

erization, and the actin binding protein formin [181]. 

�us, chromatin can be moved intranuclearly through 

both active and passive mechanisms, rearranging chro-

mosomal domains relative to each other in space.

In addition to single-locus tracking, fluorescence cor-

relation methods have been used to extract diffusion 

and movement properties of many independent regions 

of chromatin simultaneously. Early S-phase replicated 

foci and histone H2B-GFP have been used to examine 

the diffusion of chromatin in living cells. �is has con-

firmed that constrained diffusion predominates at short 

time-scales. However, over the course of seconds and 

persisting for minutes, coordinated movement (flow) 

of patches of chromatin as large as 5  µm in diameter 

is observed [182, 183]. Moreover, the linking chroma-

tin between the individual early S-phase replicated 

domains can be inferred to be flexible based on the 

dynamics of chromatin labeled with fluorescent nucleo-

tides early in S-phase [184]. Tracking multiple chromo-

somal sites, Ma et al. [176–178] found that these radii 

of diffusion varied with cell cycle, with maximal free-

dom of movement in late G2 and early S-phase, but that 

all loci were confined to spheres with radii of between 

0.02 and 0.3 microns. While differences in the absolute 

radius and rates of diffusion showed some variation in 

magnitude, the general conclusion was that any region 

of chromatin will undergo constrained diffusion due 

to thermal fluctuation. However, this type of mobility 

does not inform us on the mixing of nucleosomes or 

individual arrays of nucleosomes within each 200-nm 

domain. For example, the constrained diffusion may be 

explained by individual 200-nm domains in a gel state 

connected by flexible intervening chromatin. To deter-

mine whether or not the 200-nm chromatin domains 

are liquid-like condensates, it is necessary to under-

stand the movement of nucleosomal arrays relative to 

each other within these domains. �is currently is only 

feasible using single-molecule tracking approaches.

�e LacO/LacI and CRISPR studies examined the 

movements of relatively large segments of chromatin 

(~ 20–50 nucleosomes), raising the question of what kind 

of motions individual nucleosomes undergo. To address 

this issue, Hihara et  al. [104] performed single nucleo-

some imaging experiments in live cells. Histone H4 was 

fused to photoactivateable GFP and used to label single 

nucleosomes throughout the genome (Fig. 9D). Nucleo-

some movements were then visualized and quantitated 

using fluorescence microscopy. �e average displace-

ment of a labeled nucleosome in interphase chromatin 

over a 30-ms interval was ~ 50 nm, confirming nanoscale 

motions of chromatin. Nozaki et  al. [133] combined 

super-resolution PALM imaging with single nucleo-

some tracking using photoactivatable mCherry-H2B 

(Fig.  9D). �ey found that nucleosomes moved ~ 60  nm 

in 50 ms, consistent with previous measurements [104]. 

Analysis of super-resolution PALM imaging revealed that 

nucleosomes clustered into globular 200-nm domains 

(described above). Moreover, evidence was obtained for 

coherent diffusion of the nucleosomes and the domains 

they occupied [133]. �us, at least part of the nucleo-

some mobility seen in the single nucleosome tracking 

experiments results from the movement of the higher 

order domains they are found in. Nagashima et al. [185] 

and Lerner et  al. [185] also observed local nucleosome 

motions genome-wide with single nucleosome imaging, 

in this case using HaloTagged H2B. Rapid local chroma-

tin movements has also been obtained by combining con-

focal microscopy of fluorescently labeled bulk histones or 

DNA binding fluorophores with displacement correlation 

analysis [182, 186]. Finally, statistical analyses [187, 188] 

of genome-wide single nucleosome tracking data [133] 

have demonstrated that the genomic nucleosomes show 

fluid-like behavior at the 300-nm length scale. Taken 

together, these studies demonstrate that chromatin 

locally is not a rigid solid and has some dynamic features 

that are suggestive of liquid-like properties. �ese prop-

erties are consistent with the findings that genomic chro-

matin consists of irregular extended structures in which 

nucleosomes are interdigitated or clustered together (dis-

cussed above).

Furthermore, this liquid-like behavior of chromatin 

was reconstructed by a recent multi-scale computational 

modeling [128, 189]. Atomistic simulations allow the 

investigation of the nucleosome and di-nucleosome sys-

tems, reaching system sizes of a few nanometers (Fig. 9E). 

To simulate chromatin, coarse-graining is required. Farr 

et al. use a ‘chemically specific’ model (representing his-

tone proteins at the level of one bead per amino acid and 

DNA at base-pair resolution) to model chromatin fibers 

[128]. Investigating the collective behavior of chroma-

tin domains requires a further reduction in the number 
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of particles representing a nucleosome, giving a nucleo-

some resolution ‘minimal’ model. Combined, these mod-

els allow the exploration into how atomistic and residue 

level variations affect the structure and dynamics of 

chromatin fibers and domains. Multiscale modeling of 

12-nucleosome arrays revealed that nucleosome breath-

ing facilitates chromatin phase separation: when nucle-

osomes can breathe, liquid droplet condensates begin to 

appear at lower concentrations of salt because breathing 

nucleosomes foster more connections [128, 190].

Local chromatin motion seems to be isotropic and 

primarily driven by thermal fluctuation [133, 167, 170, 

171, 188]. On the other hand, as discussed above, ATP-

dependent directional chromosomal motions, which 

often correlate with RNA transcription or DNA dou-

ble-strand break repair have been reported (see recent 

reviews [191, 192]), although the forces responsible 

need further investigation. Local nucleosome motion 

within the nucleus is heterogeneous. Nozaki et al. [133] 

displayed their single nucleosome tracking data as a 

heatmap, which revealed that nucleosomes near the 

nuclear periphery are less mobile than interior nucle-

osomes (Fig. 9F). Statistical analysis of the same nucleo-

some tracking data identified fast and slow populations 

of mobile nucleosomes, with the slower nucleosomes 

present at the nuclear periphery [187, 188]. Chubb et al. 

[167] used the lacO/LacI system to investigate the rela-

tionship between locus mobility and nuclear location. 

�ey observed that loci associated with the nuclear 

periphery and the nucleolar surface have reduced mobil-

ity compared to those that localize to the nuclear interior. 

�ese results imply that the local motion of or within 

constitutive heterochromatin are more constrained 

than those in euchromatin and that association with the 

nuclear lamina or nucleolus may further constrain that 

motion.

Importantly, evidence for the functional significance 

of local chromatin motions has been obtained [133, 181, 

193–195]. �e low mobility chromatin was enriched at 

the nuclear periphery while the high mobility chroma-

tin was more prevalent in the interior [193]. In addition, 

Lerner et al. [196] showed that heterochromatin proteins 

(e.g., HP1, Suv39h1) are preferentially located in the low 

mobility chromatin fraction, solidifying the connec-

tion between constitutive heterochromatin and slower 

local nucleosome motion. �is may be due in part to the 

ability of HP1 to cross-link adjacent nucleosomes in the 

chromatin fiber [197], thereby constraining local motion. 

Lerner et al. [196] also determined how various transcrip-

tion factors partitioned between the different chromatin 

mobility groups. Strikingly, the pioneer factors FOXA1, 

SOX2, OCT4, KLF4, and PU.1, which bind nucleosomes 

strongly, were enriched in low and very low mobility 

chromatin. Some of these pioneer factors were present in 

high mobility chromatin while others were excluded. On 

the other hand, cMYC and GATA4, which bind nucle-

osomes more weakly, were depleted in low mobility chro-

matin and enriched in high mobility chromatin. HNF1A 

and 4A are differentiation factors that do not bind nucle-

osomes, and these proteins were essentially absent from 

low mobility chromatin and only found in high mobility 

chromatin. �e observation that nucleosome motions in 

part result from movement of the 200-nm domains they 

are found in [133] raises the question of whether the dif-

ferent chromatin mobility groups identified by Lerner 

et al. [196] reflect different subtypes of 200-nm domains 

that vary in their chromatin landscape and functional 

activity, as implied by the work of Rao et al. [140].

While chromatin is in motion and 200-nm domains 

undergo movements by thermal fluctuation [187, 188, 

192, 193, 196], as discussed above, chromatin behaves 

more as a type of solid on the mesoscale. �is is obvi-

ous at the chromosome level; interphase chromosomes 

form discrete territories in the nucleus rather than mix 

their content based on, for example, functional relation-

ships (see [198] for a review). What restricts the motion 

of genomic chromatin over long distances? Perhaps most 

fundamentally, nucleosome motions are constrained 

by self-interaction of the chromatin fiber. Recall that 

chromatin self-interaction is mediated by histone tail–

DNA interactions and that only a fraction of the tails 

are needed to induce chromatin LSPS in vitro [40, 193]. 

Presuming that the latter observation applies to chroma-

tin fiber interactions in  vivo, one can envision a model 

in which long-range tail–DNA interactions will cross-

link genomic chromatin, creating a solid-like environ-

ment globally. Importantly, in this model, many of the 

nucleosomes within a self-interacting chromatin region 

will not participate in cross-linking interactions, allow-

ing for local fluctuating motions. In  vivo evidence for 

the involvement of tail–DNA interactions comes from 

histone acetylation studies. It has been known for many 

years that HDAC inhibitor-induced hyperacetylation of 

the histone tails is correlated with increased sensitivity 

of genomic chromatin to nuclease digestion, an indirect 

readout of the extent of global chromatin condensation 

and fiber–fiber self-interaction [199]. TSA-induced chro-

matin decondensation in living cells has been observed 

by PALM imaging [35, 133, 200, 201]. Notably, the nucle-

osome tracking experiments and subsequent statisti-

cal analyses of the tracking data showed that treatment 

of HeLa cells with TSA led to increased local nucleo-

some motions throughout the nucleus [133, 188, 202] 

(Fig. 10A). Mechanistically, hyperacetylation significantly 

weakens tail–DNA interactions [46] and reduces the 

extent of DNA charge neutralization [47], both of which 
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would be expected to enhance local nucleosome move-

ments. It is notable, in this respect, that histone acetyla-

tion, which reduces chromatin fiber interactions, also 

reduces the ability of nuclei to resist applied force [154]. 

�is implies that long-range tail–DNA interactions pro-

mote a more rigid state.

Mg2+ promotes chromatin phase separation in  vitro 

as well as maintains chromosomal integrity in isolated 

nuclei [34, 34]. �ese observations suggest that the 

extent of chromatin condensation, and subsequently 

the local chromatin motions, may be regulated by intra-

cellular  Mg2+ levels. �is possibility recently has been 

Fig. 10 Local chromatin motion in the cell. A (left) Decondensed chromatin in cells treated with histone deacetylase (HDAC) inhibitor TSA showed 

increased chromatin movements because of weakening nucleosome–nucleosome interactions and subsequently less local chromatin constraint. 

(center) The typical state of chromatin: chromatin domains are organized by local nucleosome–nucleosome interactions and global folding by 

cohesin. (right) Cohesin loss leads to less constraint and a resultant increase in chromatin motion. B (left and center) Cluster/condensate of active 

RNAPII and transcription factors (blue sphere) can work as a transient hub (green sphere) to weakly connect multiple chromatin domains and to 

globally constrain chromatin motion. (right) RNAPII inhibition or its rapid depletion releases the chromatin constraints and increases chromatin 

motion. C–F Cartoons showing how various nuclear condensates are organized with different chromatin substrates. The orange line represents 

chromatin. Chromatin seems solid at the mesoscale and behaves like a liquid at the nanoscale, which is consistent with its viscoelastic property 

[216] (G). Black arrow designates active transcription start site, and green squiggled lines show RNA. Schemes in Panels A and B were reproduced 

from [220] with modifications
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investigated. In their single nucleosome tracking experi-

ments, Nozaki et  al. [133] observed that a decrease in 

nuclear ATP caused a decrease in local nucleosome 

mobility. Given that ATP in the cell exists as a com-

plex with  Mg2+, one explanation for this result is that 

ATP hydrolysis releases free  Mg2+, which then goes on 

to modulate local and global chromatin structure. To 

test this hypothesis, Maeshima et  al. [63] developed a 

novel FRET-based  Mg2+ indicator capable of measur-

ing free  Mg2+ levels in the nucleus. Using this reagent, 

they showed that free  Mg2+ becomes elevated during 

mitosis concomitant with hypercondensation of mitotic 

chromosomes. Decreased ATP levels also enhanced 

mitotic chromosome condensation. �us, it appears 

that the ATP-dependent decrease in local nucleosome 

movements observed by Nozaki et al. [133] results from 

 Mg2+-dependent increases in chromatin condensation. 

It should be noted that there was no marked changes in 

free  Mg2+ during interphase [63]. However, the data were 

noisy, and it is possible that there are transient fluctua-

tions in  Mg2+ levels throughout the cell cycle that locally 

regulate chromatin condensation. Altogether, these find-

ings suggest a novel regulatory mechanism for modu-

lating the extent of chromatin fiber self-interaction (i.e., 

condensation) and local nucleosome movements by the 

intracellular  Mg2+-ATP balance. In this regard, hyper-

tonic treatment (~ 570  mOsm) of cells, which increases 

intracellular cations and molecular crowding [203], also 

increases chromatin condensation and decreases local 

nucleosome motions [35, 133].

Various chromatin-associated proteins constrain local 

chromatin motion driven by thermal fluctuation. �e 

cohesin complex captures chromatin fibers with its ring 

structure to form loops of condensed chromatin during 

interphase and attaches sister chromatids together during 

mitosis [204–206]. In the case of loop domain formation, 

cohesin is present at the base of the loop. siRNA-medi-

ated depletion of the cohesin RAD21 subunit together 

with single nucleosome tracking showed that disruption 

of the cohesin complex caused more uniform distribu-

tion of the labeled nucleosomes throughout the nucleus, 

led to chromatin decondensation, and increased local 

nucleosome mobility (Fig. 10A) [133, 188, 194]. It seems 

likely that other chromatin-associated structural proteins 

will influence nucleosome mobility as well. For example, 

linker histones reduce the mobility of chromatin in vitro 

in phase-separated condensates [33, 35], suggesting they 

also may modulate local nucleosome mobility in a chro-

mosomal environment in the nucleus.

�e transcriptional machinery has a constraining 

role for local chromatin motion (Fig.  10B, C). Germier 

et  al. [174] used the ANCHOR DNA labeling system 

to fluorescently label a single gene locus and showed 

that transcription initiation leads to confinement of the 

gene. Chen et  al. [207] found that transcriptional acti-

vation led to reduced local movement of a functional 

enhancer–promoter pair. At the single-nucleosome level, 

Nagashima et al. [185] used the same H2B-Halo approach 

as in [133] to investigate the role of Pol II transcription 

in modulating local nucleosome mobility genome-wide. 

Treatment of cells with the Pol II inhibitors, α-amanitin 

and DRB, in each case led to significant increases in local 

nucleosome movement [185]. Both of these inhibitors 

reduce the amount of Pol II bound to chromatin, sug-

gesting that Pol II constrains the local chromatin envi-

ronment. In support of this conclusion, treatment of cells 

with Actinomycin D, which stalls Pol II and leads to its 

accumulation in chromatin, caused decreased local chro-

matin mobility. Nagashima et al. [185] further found that 

auxin-dependent degradation of Pol II, serum starvation, 

and exposure to UV radiation all increased local chroma-

tin motions. Similarly, image correlation methods that 

analyze chromatin motion nucleus-wide have also dem-

onstrated transcription-dependent reduction in mobil-

ity [182, 208]. Taken together, these results demonstrate 

that active Pol II restricts local nucleosome movements. 

Increased local nucleosome motion also was induced by 

knockdown of TEFb, which phosphorylates the Pol II 

CTD on serine 2 and promotes transcription elongation. 

Based on these results, Nagashima et al. [185] proposed 

a model in which euchromatic 200-nm domains form a 

loose network held together by hubs consisting of Pol 

II, transcription factors, and regulatory proteins such as 

P-TEFb (Fig.  10C). �ese hubs correspond to the small 

foci discussed in the second part of the review, which 

may arise from LLPS of their components [107, 113, 116, 

209]. �is model is an extension of the transcription fac-

tory model first proposed a number of years ago [210, 

211].

An analogous situation appears to exist for RNA poly-

merase I (Pol I) in the nucleolus. Ide et al. [212] labeled 

Pol I with HaloTag and tracked its diffusion within the 

fibrillar center (FC) of the nucleolus. �e data showed 

subdiffusive properties, indicating that the movement 

of Pol I was constrained. To determine the movements 

of the rDNA chromatin within the FC, HaloTagged 

upstream binding factor (UBF) was tracked. Plots of 

mean square displacement against time for Pol I and UBF 

were almost identical. Pol I formed clusters on rDNA 

chromatin, leading Ide et  al. [212] to propose that clus-

tered Pol I acts as glue to constrain the movement rDNA 

chromatin in the FC. In support, transcription inhibi-

tion caused Pol I to dissociate from rDNA chromatin and 

removed the constraint to both Pol I and UBF movement 

in the nucleolus. �us, the transcription factory model 

[210, 211] also may apply to Pol I. It will be interesting to 
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determine whether polymerase and transcription factor 

condensates can organize the surrounding genomic chro-

matin into specific functional structures.

As discussed above, the nucleosomes within hetero-

chromatin domains are less mobile than those in euchro-

matin (Fig. 9F) [133, 167, 185, 196, 213]. At least part of 

this reduced nucleosome mobility can be traced to the 

structural effects of the HP1 proteins, which selectively 

bind to nucleosomes marked with H3K9me2/3. �ese 

modifications are most prominent in the constitutive 

heterochromatin domains found at the nuclear periph-

ery such as lamina-associated domains [214], as well as 

locations scattered throughout the nucleus. HP1 fam-

ily proteins have a chromodomain (CD) and a chromo-

shadow (CSD) domain connected by hinge region. HP1 

forms a dimer through its CSD domain. �e HP1 dimer 

can further self-associate into higher order oligomers, 

including tetramers and octamers [161]. HP1 binds to an 

isolated H3K9me3 mononucleosome as a tetramer [161]. 

However, a fundamentally different HP1 binding mode is 

suggested by the recent cryo-EM structure of HP1 bound 

to a H3K9me3 dinucleosome. In this case, a single HP1 

dimer physically contacts both nucleosomes of the dinu-

cleosome, creating a rigid bridge between them [197]. If 

HP1 binds to the chromatin fiber in vivo in this fashion, 

it would be expected to stiffen the chromatin fiber and 

significantly reduce local nucleosome mobility within 

heterochromatin domains. Chromatin motion can be 

further restricted within heterochromatin domains by 

long-range cross-linking of the chromatin fiber by HP1 

dimers [193]. Strom et  al. demonstrated that HP1 and 

specifically HP1 dimerization is not required for het-

erochromatin condensate maintenance but, through its 

cross-linking function, contributes to the rigidity of the 

nucleus [158]. It should be noted that the cross-linking 

function of HP1 appears to be independent of its ability 

to phase separate [92]. Finally, at the nuclear periphery, 

HP1 may work together with inner nuclear membrane 

proteins such as lamins to constrain chromatin move-

ment [133, 167, 185, 196, 213].

Concluding remarks
We have so far discussed two physical states of chroma-

tin: liquid-like or solid-like. To distinguish a liquid or 

solid largely depends on the time and dimension scales. 

As shown in the famous pitch drop experiment, which 

is well-known as one of the longest-term experiments 

[215], some substances that appear solid to our vision 

are actually highly viscous liquids. Such substances flow 

at a very low rate, taking several years to form a single 

droplet. �us, the question of liquid versus solid chro-

matin is a matter of perspective. Here we have defined 

solid chromatin as that which does not mix with its 

environment on the minutes to hours timescale. �is is in 

contrast to the constrained local motion of nucleosomes 

that occurs on the seconds timescale. It should be noted 

that substances that have both solid-like and liquid-like 

properties, depending on the time scale, are referred to 

as viscoelastic [133, 216–218]. As discussed throughout 

this review and also by Erdel [216], this definition fits the 

properties of condensed chromatin.

�e correlated movement of chromatin domains on 

longer time-scales and the local motion on shorter time-

scales correlating with the movement of single nucle-

osomes implies that most of the motion studied to date 

may be explained by chromatin forming gel condensates 

of approximately 200-nm diameter that are connected by 

flexible linkers of chromatin that are resistant to cross-

linking. As we have discussed, it is tempting to speculate 

that the 200-nm chromatin domains might be liquid-like. 

�ese are genomic locations where Hi-C maps dem-

onstrate increased frequency of interactions across the 

domain, suggesting that the chromatin is continually 

mixing, as expected of a liquid. A liquid state to this 

chromatin, mediated by reduced tail–DNA interactions, 

would enable the efficient activation of genes through 

diffusion-mediated long-range regulatory contacts. 

However, recent Hi-C and super-resolution microscopy 

experiments have revealed that the 200-nm domains 

seem to be maintained, show less spatial overlap, and 

persist in the absence of cohesin [109, 145]. �is indi-

cates that these domains are not held together as a unit 

through cohesin-mediated boundaries. �e reduction in 

long-range regulatory interactions, the loss of elevated 

frequencies of long-range Hi-C contacts within TADs, 

and the increased spatial overlap between domains in the 

presence of cohesin is consistent with the cohesin activity 

playing an important role in mediating long-range inter-

actions. �is suggests that the 200-nm domains also may 

persist in a solid gel state, requiring cohesin for efficient 

relocation of regulatory sequences relative to each other.

Our current understanding of the liquid and solid states 

of chromatin is largely at the level of empirical obser-

vation. We are just now starting to appreciate the dual 

nature of chromatin, both in  vitro and in  vivo, and the 

biological reasons why chromatin is this way still need to 

be uncovered. Many questions remain. Is the reason why 

interphase chromosomes exist as territories because each 

chromosome fundamentally is a solid chromatin conden-

sate that has phase separated from the nucleoplasm? At 

what length scale does the transition from liquid chroma-

tin to solid chromatin occur? Is it gradual or cooperative? 

Can a specific region of solid chromatin be converted to 

liquid chromatin by extraneous factors in the nucleus? 

How much of the observed motion of single nucleosomes 

is due to movement of the 200-nm domains that the 
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nucleosomes occupy? Do liquid compartments of het-

erochromatin proteins require solid condensed chroma-

tin to nucleate their formation? What are the functional 

advantages to having a solid-state genome? We anticipate 

that the answers to these and many other questions will 

be forthcoming as studies of the liquid and solid states of 

chromatin mature over time.

Acknowledgements

We are grateful to Dr. Thomas Tolsma for providing the data in Fig. 4 and to Ms. 

A. Maranon and S. Tamura for the figure illustrations. We thank Ms. S. Iida for 

critical reading of this manuscript.

Authors’ contributions

JH, KM, and MH conceived and wrote the manuscript. All authors read and 

approved the final manuscript.

Funding

J.C.H. was supported by National Science Foundation Grant MCB1814012. K.M. 

was supported by Japan Society for the Promotion of Science KAKENHI Grants 

(20H05936 and 21H02453), a Japan Science and Technology Agency CREST 

Grant (JPMJCR15G2), the Takeda Science Foundation, and the Uehara Memo-

rial Foundation. M.J.H. was supported by a Grant from the Canadian Institutes 

of Health Research (CIHR PS 162153).

 Availability of data and materials

The datasets in the current study are available from the corresponding author 

on reasonable request.

Declarations

Ethics approval and consent to participate

Not applicable.

Consent for publication

A consent form from Thomas Tolsma has been obtained.

Competing interests

The authors declare that they have no competing interests.

Author details
1 Department of Biochemistry and Molecular Biology, Colorado State Univer-

sity, Fort Collins, CO 80523, USA. 2 Genome Dynamics Laboratory, National 

Institute of Genetics, and Department of Genetics, Sokendai (Graduate 

University for Advanced Studies), Mishima, Shizuoka 411-8540, Japan. 3 Depart-

ment of Cell Biology, Faculty of Medicine and Dentistry, University of Alberta, 

Edmonton, AB, Canada. 4 Department of Oncology, Faculty of Medicine 

and Dentistry, University of Alberta, Edmonton, AB, Canada. 

Received: 20 August 2021   Accepted: 22 October 2021

References

 1. Shin Y, Brangwynne CP. Liquid phase condensation in cell physiology 

and disease. Science. 2017;357(6357):eaaf4382.

 2. Banani SF, Lee HO, Hyman AA, Rosen MK. Biomolecular conden-

sates: organizers of cellular biochemistry. Nat Rev Mol Cell Biol. 

2017;18(5):285–98.

 3. Hyman AA, Weber CA, Julicher F. Liquid-liquid phase separation in biol-

ogy. Annu Rev Cell Dev Biol. 2014;30(1):39–58.

 4. Boeynaems S, Alberti S, Fawzi NL, Mittag T, Polymenidou M, Rous-

seau F, Schymkowitz J, Shorter J, Wolozin B, Van Den Bosch L, et al. 

Protein phase separation: a new phase in cell biology. Trends Cell Biol. 

2018;28(6):420–35.

 5. Toretsky JA, Wright PE. Assemblages: functional units formed by cellular 

phase separation assemblage: phase separations in cells. J Cell Biol. 

2014;206(5):579–88.

 6. Altmeyer M, Neelsen KJ, Teloni F, Pozdnyakova I, Pellegrino S, Grofte M, 

Rask MD, Streicher W, Jungmichel S, Nielsen ML, et al. Liquid demixing 

of intrinsically disordered proteins is seeded by poly(ADP-ribose). Nat 

Commun. 2015;6:8088.

 7. Zhu L, Brangwynne CP. Nuclear bodies: the emerging biophysics of 

nucleoplasmic phases. Curr Opin Cell Biol. 2015;34:23–30.

 8. Uversky VN. Intrinsically disordered proteins in overcrowded milieu: 

membrane-less organelles, phase separation, and intrinsic disorder. 

Curr Opin Struct Biol. 2017;44:18–30.

 9. Oth A, Desreux V. Soluibilte et dissociation d’une desoxyribonucleopro-

teine. J Polym Sci. 1957;23:73–6.

 10. Jensen RH, Chalkley R. The physical state of nucleohistone under physi-

ological ionic strength. The effect of interaction with free nucleic acids. 

Biochemistry. 1968;7(12):4388–95.

 11. Marushige K, Bonner J. Fractionation of liver chromatin. Proc Natl Acad 

Sci USA. 1971;68(12):2941–4.

 12. Gottesfeld JM, Garrard WT, Bagi G, Wilson RF, Bonner J. Partial purifica-

tion of the template-active fraction of chromatin: a preliminary report. 

Proc Natl Acad Sci USA. 1974;71(6):2193–7.

 13. Davie JR, Candido EP. Acetylated histone H4 is preferentially asso-

ciated with template-active chromatin. Proc Natl Acad Sci USA. 

1978;75(8):3574–7.

 14. Perry M, Chalkley R. The effect of histone hyperacetylation on the 

nuclease sensitivity and the solubility of chromatin. J Biol Chem. 

1981;256(7):3313–8.

 15. Rocha E, Davie JR, van Holde KE, Weintraub H. Differential salt fractiona-

tion of active and inactive genomic domains in chicken erythrocyte. J 

Biol Chem. 1984;259(13):8558–63.

 16. Sanders MM. Fractionation of nucleosomes by salt elution from micro-

coccal nuclease-digested nuclei. J Cell Biol. 1978;79(1):97–109.

 17. Henikoff S, Henikoff JG, Sakai A, Loeb GB, Ahmad K. Genome-wide pro-

filing of salt fractions maps physical properties of chromatin. Genome 

Res. 2009;19(3):460–9.

 18. Teves SS, Henikoff S. Salt fractionation of nucleosomes for genome-

wide profiling. Methods Mol Biol. 2012;833:421–32.

 19. Thakur J, Henikoff S. Unexpected conformational variations of the 

human centromeric chromatin complex. Genes Dev. 2018;32(1):20–5.

 20. Finch JT, Klug A. Solenoidal model for superstructure in chromatin. Proc 

Natl Acad Sci USA. 1976;73(6):1897–901.

 21. Hansen JC. Conformational dynamics of the chromatin fiber in solution: 

determinants, mechanisms, and functions. Annu Rev Biophys Biomol 

Struct. 2002;31(1):361–92.

 22. Thoma F, Koller T, Klug A. Involvement of histone H1 in the organiza-

tion of the nucleosome and of the salt-dependent superstructures of 

chromatin. J Cell Biol. 1979;83(2 Pt 1):403–27.

 23. Simpson RT, Thoma F, Brubaker JM. Chromatin reconstituted from 

tandemly repeated cloned DNA fragments and core histones: a model 

system for study of higher order structure. Cell. 1985;42(3):799–808.

 24. Hansen JC, Ausio J, Stanik VH, van Holde KE. Homogeneous reconsti-

tuted oligonucleosomes, evidence for salt-dependent folding in the 

absence of histone H1. Biochemistry. 1989;28(23):9129–36.

 25. Garcia-Ramirez M, Dong F, Ausio J. Role of the histone “tails” in the 

folding of oligonucleosomes depleted of histone H1. J Biol Chem. 

1992;267(27):19587–95.

 26. Schwarz PM, Hansen JC. Formation and stability of higher order chro-

matin structures. Contributions of the histone octamer. J Biol Chem. 

1994;269(23):16284–9.

 27. Schwarz PM, Felthauser A, Fletcher TM, Hansen JC. Reversible oligonu-

cleosome self-association: dependence on divalent cations and core 

histone tail domains. Biochemistry. 1996;35(13):4009–15.

 28. Tse C, Sera T, Wolffe AP, Hansen JC. Disruption of higher-order fold-

ing by core histone acetylation dramatically enhances transcrip-

tion of nucleosomal arrays by RNA polymerase III. Mol Cell Biol. 

1998;18(8):4629–38.

 29. Carruthers LM, Bednar J, Woodcock CL, Hansen JC. Linker histones 

stabilize the intrinsic salt-dependent folding of nucleosomal arrays: 

mechanistic ramifications for higher-order chromatin folding. Biochem-

istry. 1998;37(42):14776–87.



Page 29 of 33Hansen et al. Epigenetics & Chromatin           (2021) 14:50  

 30. Perry M, Chalkley R. Histone acetylation increases the solubility of 

chromatin and occurs sequentially over most of the chromatin. 

A novel model for the biological role of histone acetylation. J Biol 

Chem. 1982;257(13):7336–47.

 31. Hendzel MJ, Delcuve GP, Davie JR. Histone deacetylase is 

a component of the internal nuclear matrix. J Biol Chem. 

1991;266(32):21936–42.

 32. Zhou J, Fan JY, Rangasamy D, Tremethick DJ. The nucleosome surface 

regulates chromatin compaction and couples it with transcriptional 

repression. Nat Struct Mol Biol. 2007;14(11):1070–6.

 33. Gibson BA, Doolittle LK, Schneider MWG, Jensen LE, Gamarra 

N, Henry L, Gerlich DW, Redding S, Rosen MK. Organization of 

chromatin by intrinsic and regulated phase separation. Cell. 

2019;179(2):470–84.

 34. Maeshima K, Rogge R, Tamura S, Joti Y, Hikima T, Szerlong H, Krause C, 

Herman J, Seidel E, DeLuca J, et al. Nucleosomal arrays self-assemble 

into supramolecular globular structures lacking 30-nm fibers. EMBO J. 

2016;35(10):1115–32.

 35. Strickfaden H, Tolsma TO, Sharma A, Underhill DA, Hansen JC, Hendzel 

MJ. Condensed chromatin behaves like a solid on the mesoscale 

in vitro and in living cells. Cell. 2020;183(7):1772–84.

 36. Dorigo B, Schalch T, Bystricky K, Richmond TJ. Chromatin fiber 

folding: requirement for the histone H4 N-terminal tail. J Mol Biol. 

2003;327(1):85–96.

 37. Brosey CA, Tainer JA. Evolving SAXS versatility: solution X-ray scattering 

for macromolecular architecture, functional landscapes, and integrative 

structural biology. Curr Opin Struct Biol. 2019;58:197–213.

 38. Maeshima K, Imai R, Hikima T, Joti Y. Chromatin structure revealed 

by X-ray scattering analysis and computational modeling. Methods. 

2014;70(2–3):154–61.

 39. Korolev N, Allahverdi A, Lyubartsev AP, Nordenskiold L. The polyelectro-

lyte properties of chromatin. Soft Matter. 2012;8:9322–33.

 40. Gordon F, Luger K, Hansen JC. The core histone N-terminal tail 

domains function independently and additively during salt-

dependent oligomerization of nucleosomal arrays. J Biol Chem. 

2005;280(40):33701–6.

 41. McBryant SJ, Klonoski J, Sorensen TC, Norskog SS, Williams S, Resch MG, 

Toombs JA 3rd, Hobdey SE, Hansen JC. Determinants of histone H4 

N-terminal domain function during nucleosomal array oligomerization: 

roles of amino acid sequence, domain length, and charge density. J Biol 

Chem. 2009;284(25):16716–22.

 42. Kan PY, Caterino TL, Hayes JJ. The H4 tail domain participates in 

intra- and internucleosome interactions with protein and DNA dur-

ing folding and oligomerization of nucleosome arrays. Mol Cell Biol. 

2009;29(2):538–46.

 43. Kan PY, Hayes JJ. Detection of interactions between nucleosome 

arrays mediated by specific core histone tail domains. Methods. 

2007;41(3):278–85.

 44. Zheng C, Lu X, Hansen JC, Hayes JJ. Salt-dependent intra- and internu-

cleosomal interactions of the H3 tail domain in a model oligonucleoso-

mal array. J Biol Chem. 2005;280(39):33552–7.

 45. Pepenella S, Murphy KJ, Hayes JJ. A distinct switch in interactions of the 

histone H4 tail domain upon salt-dependent folding of nucleosome 

arrays. J Biol Chem. 2014;289(39):27342–51.

 46. Hong L, Schroth GP, Matthews HR, Yau P, Bradbury EM. Studies of the 

DNA binding properties of histone H4 amino terminus. Thermal dena-

turation studies reveal that acetylation markedly reduces the binding 

constant of the H4 “tail” to DNA. J Biol Chem. 1993;268(1):305–14.

 47. Allahverdi A, Yang R, Korolev N, Fan Y, Davey CA, Liu CF, Nordenskiold L. 

The effects of histone H4 tail acetylations on cation-induced chromatin 

folding and self-association. Nucleic Acids Res. 2011;39(5):1680–91.

 48. Dhall A, Wei S, Fierz B, Woodcock CL, Lee TH, Chatterjee C. 

Sumoylated human histone H4 prevents chromatin compaction by 

inhibiting long-range internucleosomal interactions. J Biol Chem. 

2014;289(49):33827–37.

 49. Shogren-Knaak M, Ishii H, Sun JM, Pazin MJ, Davie JR, Peterson CL. 

Histone H4–K16 acetylation controls chromatin structure and protein 

interactions. Science. 2006;311(5762):844–7.

 50. Mishra LN, Pepenella S, Rogge R, Hansen JC, Hayes JJ. Acetylation 

mimics within a single nucleosome alter local DNA accessibility in 

compacted nucleosome arrays. Sci Rep. 2016;6:34808.

 51. Fierz B, Chatterjee C, McGinty RK, Bar-Dagan M, Raleigh DP, Muir TW. 

Histone H2B ubiquitylation disrupts local and higher-order chromatin 

compaction. Nat Chem Biol. 2011;7(2):113–9.

 52. Debelouchina GT, Gerecht K, Muir TW. Ubiquitin utilizes an 

acidic surface patch to alter chromatin structure. Nat Chem Biol. 

2017;13(1):105–10.

 53. Kalashnikova AA, Porter-Goff ME, Muthurajan UM, Luger K, Hansen JC. 

The role of the nucleosome acidic patch in modulating higher order 

chromatin structure. J R Soc Interface. 2013;10(82):20121022.

 54. Dorigo B, Schalch T, Kulangara A, Duda S, Schroeder RR, Richmond TJ. 

Nucleosome arrays reveal the two-start organization of the chromatin 

fiber. Science. 2004;306(5701):1571–3.

 55. Chodaparambil JV, Barbera AJ, Lu X, Kaye KM, Hansen JC, Luger K. A 

charged and contoured surface on the nucleosome regulates chroma-

tin compaction. Nat Struct Mol Biol. 2007;14(11):1105–7.

 56. Chen Q, Yang R, Korolev N, Liu CF, Nordenskiold L. Regulation of Nucle-

osome stacking and chromatin compaction by the histone H4 N-Termi-

nal Tail-H2A acidic patch interaction. J Mol Biol. 2017;429(13):2075–92.

 57. Sinha D, Shogren-Knaak MA. Role of direct interactions between the 

histone H4 Tail and the H2A core in long range nucleosome contacts. J 

Biol Chem. 2010;285(22):16572–81.

 58. Woodcock CL, Skoultchi AI, Fan Y. Role of linker histone in chromatin 

structure and function: H1 stoichiometry and nucleosome repeat 

length. Chromosome Res. 2006;14(1):17–25.

 59. Lu X, Hansen JC. Identification of specific functional subdomains 

within the linker histone H10 C-terminal domain. J Biol Chem. 

2004;279(10):8701–7.

 60. Carruthers LM, Hansen JC. The core histone N termini function inde-

pendently of linker histones during chromatin condensation. J Biol 

Chem. 2000;275(47):37285–90.

 61. Mishra LN, Hayes JJ. A nucleosome-free region locally abrogates his-

tone H1-dependent restriction of linker DNA accessibility in chromatin. 

J Biol Chem. 2018;293(50):19191–200.

 62. Hansen JC, Connolly M, McDonald CJ, Pan A, Pryamkova A, Ray K, Seidel 

E, Tamura S, Rogge R, Maeshima K. The 10-nm chromatin fiber and its 

relationship to interphase chromosome organization. Biochem Soc 

Trans. 2018;46(1):67–76.

 63. Maeshima K, Matsuda T, Shindo Y, Imamura H, Tamura S, Imai R, 

Kawakami S, Nagashima R, Soga T, Noji H, et al. A transient rise in free 

Mg(2+) ions released from ATP-Mg hydrolysis contributes to mitotic 

chromosome condensation. Curr Biol. 2018;28(3):444–51.

 64. Lee JY, Hirose M. Partially folded state of the disulfide-reduced form of 

human serum albumin as an intermediate for reversible denaturation. J 

Biol Chem. 1992;267(21):14753–8.

 65. Muzzopappa F, Hertzog M, Erdel F. DNA length tunes the fluidity of 

DNA-based condensates. Biophys J. 2021;120(7):1288–300.

 66. Correll SJ, Schubert MH, Grigoryev SA. Short nucleosome repeats 

impose rotational modulations on chromatin fibre folding. EMBO J. 

2012;31(10):2416–26.

 67. Stanek D, Fox AH. Nuclear bodies: news insights into structure and 

function. Curr Opin Cell Biol. 2017;46:94–101.

 68. Aguzzi A, Altmeyer M. Phase separation: linking cellular compartmen-

talization to disease. Trends Cell Biol. 2016;26(7):547–58.

 69. Guo L, Shorter J. It’s raining liquids: RNA tunes viscoelasticity and 

dynamics of membraneless organelles. Mol Cell. 2015;60(2):189–92.

 70. Weber SC. Sequence-encoded material properties dictate the structure 

and function of nuclear bodies. Curr Opin Cell Biol. 2017;46:62–71.

 71. Zhou HX, Rivas G, Minton AP. Macromolecular crowding and confine-

ment: biochemical, biophysical, and potential physiological conse-

quences. Annu Rev Biophys. 2008;37:375–97.

 72. Turner AL, Watson M, Wilkins OG, Cato L, Travers A, Thomas JO, Stott 

K. Highly disordered histone H1-DNA model complexes and their 

condensates. Proc Natl Acad Sci USA. 2018;115(47):11964–9.

 73. Shakya A, Park S, Rana N, King JT. Liquid-liquid phase separation of 

histone proteins in cells: role in chromatin organization. Biophys J. 

2020;118(3):753–64.

 74. Larson AG, Elnatan D, Keenen MM, Trnka MJ, Johnston JB, Burlingame 

AL, Agard DA, Redding S, Narlikar GJ. Liquid droplet formation by HP1al-

pha suggests a role for phase separation in heterochromatin. Nature. 

2017;547(7662):236–40.



Page 30 of 33Hansen et al. Epigenetics & Chromatin           (2021) 14:50 

 75. Strom AR, Emelyanov AV, Mir M, Fyodorov DV, Darzacq X, Karpen GH. 

Phase separation drives heterochromatin domain formation. Nature. 

2017;547(7662):241–5.

 76. Plys AJ, Davis CP, Kim J, Rizki G, Keenen MM, Marr SK, Kingston RE. Phase 

separation of Polycomb-repressive complex 1 is governed by a charged 

disordered region of CBX2. Genes Dev. 2019;33(13–14):799–813.

 77. Tatavosian R, Kent S, Brown K, Yao T, Duc HN, Huynh TN, Zhen CY, 

Ma B, Wang H, Ren X. Nuclear condensates of the Polycomb protein 

chromobox 2 (CBX2) assemble through phase separation. J Biol Chem. 

2019;294(5):1451–63.

 78. Zhao S, Cheng L, Gao Y, Zhang B, Zheng X, Wang L, Li P, Sun Q, Li H. 

Plant HP1 protein ADCP1 links multivalent H3K9 methylation readout 

to heterochromatin formation. Cell Res. 2019;29(1):54–66.

 79. Fan C, Zhang H, Fu L, Li Y, Du Y, Qiu Z, Lu F. Rett mutations attenuate 

phase separation of MeCP2. Cell Discov. 2020;6(1):38.

 80. Li CH, Coffey EL, Dall’Agnese A, Hannett NM, Tang X, Henninger JE, 

Platt JM, Oksuz O, Zamudio AV, Afeyan LK, et al. MeCP2 links hetero-

chromatin condensates and neurodevelopmental disease. Nature. 

2020;586(7829):440–4.

 81. Wang L, Hu M, Zuo MQ, Zhao J, Wu D, Huang L, Wen Y, Li Y, Chen P, 

Bao X, et al. Rett syndrome-causing mutations compromise MeCP2-

mediated liquid-liquid phase separation of chromatin. Cell Res. 

2020;30(5):393–407.

 82. Guo Y, Zhao S, Wang GG. Polycomb gene silencing mechanisms: PRC2 

chromatin targeting, H3K27me3 “Readout”, and phase separation-based 

compaction. Trends Genet. 2021;37(6):547–65.

 83. Narlikar GJ. Phase-separation in chromatin organization. J Biosci. 

2020;45(1):5.

 84. Kowalski A. Abundance of intrinsic structural disorder in the histone H1 

subtypes. Comput Biol Chem. 2015;59 Pt A:16–27.

 85. Leicher R, Osunsade A, Latham AP, Chua GNL, Watters JW, Christodou-

lou-Rubalcava S, Zhang B, David Y, Liu S: Single-stranded nucleic acid 

sensing and coacervation by linker histone H1. bioRxiv 2021.

 86. McSwiggen DT, Mir M, Darzacq X, Tjian R. Evaluating phase separation 

in live cells: diagnosis, caveats, and functional consequences. Genes 

Dev. 2019;33(23–24):1619–34.

 87. Rego A, Sinclair PB, Tao W, Kireev I, Belmont AS. The facultative hetero-

chromatin of the inactive X chromosome has a distinctive condensed 

ultrastructure. J Cell Sci. 2008;121(Pt 7):1119–27.

 88. Fussner E, Strauss M, Djuric U, Li R, Ahmed K, Hart M, Ellis J, Bazett-Jones 

DP. Open and closed domains in the mouse genome are configured as 

10-nm chromatin fibres. Embo Rep. 2012;13(11):992–6.

 89. Bannister AJ, Zegerman P, Partridge JF, Miska EA, Thomas JO, Allshire RC, 

Kouzarides T. Selective recognition of methylated lysine 9 on histone 

H3 by the HP1 chromo domain. Nature. 2001;410(6824):120–4.

 90. Jacobs SA, Taverna SD, Zhang Y, Briggs SD, Li J, Eissenberg JC, Allis CD, 

Khorasanizadeh S. Specificity of the HP1 chromo domain for the meth-

ylated N-terminus of histone H3. EMBO J. 2001;20(18):5232–41.

 91. Fischle W, Wang Y, Jacobs SA, Kim Y, Allis CD, Khorasanizadeh S. 

Molecular basis for the discrimination of repressive methyl-lysine marks 

in histone H3 by Polycomb and HP1 chromodomains. Genes Dev. 

2003;17(15):1870–81.

 92. Erdel F, Rademacher A, Vlijm R, Tunnermann J, Frank L, Weinmann 

R, Schweigert E, Yserentant K, Hummert J, Bauer C, et al. Mouse 

heterochromatin adopts digital compaction states without show-

ing hallmarks of HP1-driven liquid-liquid phase separation. Mol Cell. 

2020;78(2):236–49.

 93. Wang H, Wang L, Erdjument-Bromage H, Vidal M, Tempst P, Jones RS, 

Zhang Y. Role of histone H2A ubiquitination in Polycomb silencing. 

Nature. 2004;431(7010):873–8.

 94. Saurin AJ, Shiels C, Williamson J, Satijn DP, Otte AP, Sheer D, Freemont 

PS. The human polycomb group complex associates with pericen-

tromeric heterochromatin to form a novel nuclear domain. J Cell Biol. 

1998;142(4):887–98.

 95. Sanulli S, Trnka MJ, Dharmarajan V, Tibble RW, Pascal BD, Burlingame 

AL, Griffin PR, Gross JD, Narlikar GJ. HP1 reshapes nucleosome 

core to promote phase separation of heterochromatin. Nature. 

2019;575(7782):390–4.

 96. Wang L, Gao Y, Zheng X, Liu C, Dong S, Li R, Zhang G, Wei 

Y, Qu H, Li Y, et al. Histone modifications regulate chromatin 

compartmentalization by contributing to a phase separation mecha-

nism. Mol Cell. 2019;76(4):646–59.

 97. Isono K, Endo Takaho A, Ku M, Yamada D, Suzuki R, Sharif J, Ishikura 

T, Toyoda T, Bernstein Bradley E, Koseki H. SAM domain polymeriza-

tion links subnuclear clustering of PRC1 to gene silencing. Dev Cell. 

2013;26(6):565–77.

 98. Gao Z, Zhang J, Bonasio R, Strino F, Sawai A, Parisi F, Kluger Y, Reinberg 

D. PCGF homologs, CBX proteins, and RYBP define functionally distinct 

PRC1 family complexes. Mol Cell. 2012;45(3):344–56.

 99. Fang J, Chen T, Chadwick B, Li E, Zhang Y. Ring1b-mediated H2A ubiq-

uitination associates with inactive X chromosomes and is involved in 

initiation of X inactivation. J Biol Chem. 2004;279(51):52812–5.

 100. Cao R, Tsukada Y, Zhang Y. Role of Bmi-1 and Ring1A in H2A ubiquityla-

tion and Hox gene silencing. Mol Cell. 2005;20(6):845–54.

 101. Seif E, Kang JJ, Sasseville C, Senkovich O, Kaltashov A, Boulier EL, Kapur I, 

Kim CA, Francis NJ. Phase separation by the polyhomeotic sterile alpha 

motif compartmentalizes Polycomb Group proteins and enhances their 

activity. Nat Commun. 2020;11(1):5609.

 102. Adhireksan Z, Sharma D, Lee PL, Davey CA. Near-atomic resolu-

tion structures of interdigitated nucleosome fibres. Nat Commun. 

2020;11(1):4747.

 103. Weidemann T, Wachsmuth M, Knoch TA, Muller G, Waldeck W, Lan-

gowski J. Counting nucleosomes in living cells with a combination of 

fluorescence correlation spectroscopy and confocal imaging. J Mol Biol. 

2003;334(2):229–40.

 104. Hihara S, Pack CG, Kaizu K, Tani T, Hanafusa T, Nozaki T, Takemoto S, 

Yoshimi T, Yokota H, Imamoto N, et al. Local nucleosome dynamics 

facilitate chromatin accessibility in living mammalian cells. Cell Rep. 

2012;2(6):1645–56.

 105. Strickfaden H, Missiaen K, Hendzel MJ, Underhill DA: KMT5C displays 

robust retention and liquid-like behavior in phase separated hetero-

chromatin. bioRxiv 2019:776625.

 106. Hendzel MJ, Kruhlak MJ, MacLean NA, Boisvert F, Lever MA, Bazett-Jones 

DP. Compartmentalization of regulatory proteins in the cell nucleus. J 

Steroid Biochem Mol Biol. 2001;76(1–5):9–21.

 107. Cho WK, Spille JH, Hecht M, Lee C, Li C, Grube V, Cisse II. Mediator and 

RNA polymerase II clusters associate in transcription-dependent con-

densates. Science. 2018;361(6400):412–5.

 108. Wiedner HJ, Giudice J. It’s not just a phase: function and characteris-

tics of RNA-binding proteins in phase separation. Nat Struct Mol Biol. 

2021;28(6):465–73.

 109. Miron E, Oldenkamp R, Brown JM, Pinto DMS, Xu CS, Faria AR, Shaban 

HA, Rhodes JDP, Innocent C, de Ornellas S, et al. Chromatin arranges in 

chains of mesoscale domains with nanoscale functional topography 

independent of cohesin. Sci Adv. 2020;6(39):eeba8811.

 110. Hendzel MJ, Kruhlak MJ, Bazett-Jones DP. Organization of highly acety-

lated chromatin around sites of heterogeneous nuclear RNA accumula-

tion. Mol Biol Cell. 1998;9(9):2491–507.

 111. Hilbert L, Sato Y, Kuznetsova K, Bianucci T, Kimura H, Julicher F, 

Honigmann A, Zaburdaev V, Vastenhouw NL. Transcription organizes 

euchromatin via microphase separation. Nat Commun. 2021;12(1):1360.

 112. Kwon I, Kato M, Xiang S, Wu L, Theodoropoulos P, Mirzaei H, Han T, Xie 

S, Corden JL, McKnight SL. Phosphorylation-regulated binding of RNA 

polymerase II to fibrous polymers of low-complexity domains. Cell. 

2013;155(5):1049–60.

 113. Lu H, Yu D, Hansen AS, Ganguly S, Liu R, Heckert A, Darzacq X, Zhou Q. 

Phase-separation mechanism for C-terminal hyperphosphorylation of 

RNA polymerase II. Nature. 2018;558(7709):318–23.

 114. Itoh Y, Iida S, Tamura S, Nagashima R, Shiraki K, Goto T, Hibino K, Ide 

S, Maeshima K. 1,6-hexanediol rapidly immobilizes and condenses 

chromatin in living human cells. Life Sci Alliance. 2021;4(4):e202001005.

 115. Narlikar GJ, Myong S, Larson D, Maeshima K, Francis N, Rippe K, Sabari 

B, Strader L, Tjian R. Is transcriptional regulation just going through a 

phase? Mol Cell. 2021;81(8):1579–85.

 116. Sabari BR, Dall’Agnese A, Boija A, Klein IA, Coffey EL, Shrinivas K, 

Abraham BJ, Hannett NM, Zamudio AV, Manteiga JC, et al. Coactivator 

condensation at super-enhancers links phase separation and gene 

control. Science. 2018;361(6400):eaar3958.

 117. Guo YE, Manteiga JC, Henninger JE, Sabari BR, Dall’Agnese A, Han-

nett NM, Spille JH, Afeyan LK, Zamudio AV, Shrinivas K, et al. Pol II 



Page 31 of 33Hansen et al. Epigenetics & Chromatin           (2021) 14:50  

phosphorylation regulates a switch between transcriptional and splic-

ing condensates. Nature. 2019;572(7770):543–8.

 118. Shin Y, Chang YC, Lee DSW, Berry J, Sanders DW, Ronceray P, Wingreen 

NS, Haataja M, Brangwynne CP. Liquid nuclear condensates mechani-

cally sense and restructure the genome. Cell. 2018;175(6):1481–91.

 119. Zuo L, Zhang G, Massett M, Cheng J, Guo Z, Wang L, Gao Y, Li R, Huang 

X, Li P, et al. Loci-specific phase separation of FET fusion oncoproteins 

promotes gene transcription. Nat Commun. 2021;12(1):1491.

 120. Fazio T, Visnapuu ML, Wind S, Greene EC. DNA curtains and nanoscale 

curtain rods: high-throughput tools for single molecule imaging. Lang-

muir. 2008;24(18):10524–31.

 121. Frank L, Rippe K. Repetitive RNAs as regulators of chromatin-asso-

ciated subcompartment formation by phase separation. J Mol Biol. 

2020;432(15):4270–86.

 122. Mine-Hattab J, Heltberg M, Villemeur M, Guedj C, Mora T, Walczak AM, 

Dahan M, Taddei A. Single molecule microscopy reveals key physical 

features of repair foci in living cells. Elife. 2021;10:e60577.

 123. Phair RD, Scaffidi P, Elbi C, Vecerova J, Dey A, Ozato K, Brown DT, Hager 

G, Bustin M, Misteli T. Global nature of dynamic protein-chromatin 

interactions in vivo: three-dimensional genome scanning and 

dynamic interaction networks of chromatin proteins. Mol Cell Biol. 

2004;24(14):6393–402.

 124. Zinchenko A, Berezhnoy NV, Wang S, Rosencrans WM, Korolev N, 

van der Maarel JRC, Nordenskiold L. Single-molecule compaction of 

megabase-long chromatin molecules by multivalent cations. Nucleic 

Acids Res. 2018;46(2):635–49.

 125. Eltsov M, Maclellan KM, Maeshima K, Frangakis AS, Dubochet J. Analysis 

of cryo-electron microscopy images does not support the existence of 

30-nm chromatin fibers in mitotic chromosomes in situ. Proc Natl Acad 

Sci USA. 2008;105(50):19732–7.

 126. Joti Y, Hikima T, Nishino Y, Kamada F, Hihara S, Takata H, Ishikawa T, 

Maeshima K. Chromosomes without a 30-nm chromatin fiber. Nucleus. 

2012;3(5):404–10.

 127. Nishino Y, Eltsov M, Joti Y, Ito K, Takata H, Takahashi Y, Hihara S, Frangakis 

AS, Imamoto N, Ishikawa T, et al. Human mitotic chromosomes consist 

predominantly of irregularly folded nucleosome fibres without a 30-nm 

chromatin structure. Embo J. 2012;31(7):1644–53.

 128. Farr SE, Woods EJ, Joseph JA, Garaizar A, Collepardo-Guevara R. Nucleo-

some plasticity is a critical element of chromatin liquid-liquid phase 

separation and multivalent nucleosome interactions. Nat Commun. 

2021;12(1):2883.

 129. Chagin VO, Casas-Delucchi CS, Reinhart M, Schermelleh L, Markaki Y, 

Maiser A, Bolius JJ, Bensimon A, Fillies M, Domaing P, et al. 4D Visualiza-

tion of replication foci in mammalian cells corresponding to individual 

replicons. Nat Commun. 2016;7:11231.

 130. Xiang W, Roberti MJ, Hériché J-K, Huet S, Alexander S, Ellenberg J. Cor-

relative live and super-resolution imaging reveals the dynamic structure 

of replication domains. The dynamic structure of replication domains. J 

Cell Biol. 2018;217(6):1973–84.

 131. Ferreira J, Paolella G, Ramos C, Lamond AI. Spatial organization of large-

scale chromatin domains in the nucleus: a magnified view of single 

chromosome territories. J Cell Biol. 1997;139(7):1597–610.

 132. Olins DE, Olins AL. Epichromatin and chromomeres: a “fuzzy” perspec-

tive. Open Biol. 2018;8(6):180058.

 133. Nozaki T, Imai R, Tanbo M, Nagashima R, Tamura S, Tani T, Joti Y, Tomita 

M, Hibino K, Kanemaki MT, et al. Dynamic organization of chromatin 

domains revealed by super-resolution live-cell imaging. Mol Cell. 

2017;67(2):282–93.

 134. Bintu B, Mateo LJ, Su JH, Sinnott-Armstrong NA, Parker M, Kinrot S, 

Yamaya K, Boettiger AN, Zhuang X. Super-resolution chromatin tracing 

reveals domains and cooperative interactions in single cells. Science. 

2018;362(6413):eaau1783.

 135. Hoffman DP, Shtengel G, Xu CS, Campbell KR, Freeman M, Wang L, 

Milkie DE, Pasolli HA, Iyer N, Bogovic JA, et al. Correlative three-dimen-

sional super-resolution and block-face electron microscopy of whole 

vitreously frozen cells. Science. 2020;367(6475):eaaz5357.

 136. Nora EP, Lajoie BR, Schulz EG, Giorgetti L, Okamoto I, Servant N, 

Piolot T, van Berlum NL, Meisig J, Sedat JW, et al. Spatial partition-

ing of the regulatory landscape of the X-inactivation centre. Nature. 

2012;485(7398):381–5.

 137. Dixon JR, Selvaraj S, Yue F, Kim A, Li Y, Shen Y, Hu M, Liu JS, Ren B. 

Topological domains in mammalian genomes identified by analysis of 

chromatin interactions. Nature. 2012;485(7398):376–80.

 138. Sexton T, Yaffe E, Kenigsberg E, Bantignies F, Leblanc B, Hoichman 

M, Parrinello H, Tanay A, Cavalli G. Three-dimensional folding and 

functional organization principles of the drosophila genome. Cell. 

2012;148(3):458–72.

 139. Dekker J, Heard E. Structural and functional diversity of topologically 

associating domains. FEBS Lett. 2015;589(20 Pt A):2877–84.

 140. Rao SS, Huntley MH, Durand NC, Stamenova EK, Bochkov ID, Robinson 

JT, Sanborn AL, Machol I, Omer AD, Lander ES, et al. A 3D map of the 

human genome at kilobase resolution reveals principles of chromatin 

looping. Cell. 2014;159(7):1665–80.

 141. Su JH, Zheng P, Kinrot SS, Bintu B, Zhuang X. Genome-scale imaging 

of the 3D organization and transcriptional activity of chromatin. Cell. 

2020;182(6):1641–59.

 142. Rao SSP, Huang SC, Glenn St Hilaire B, Engreitz JM, Perez EM, Kieffer-

Kwon KR, Sanborn AL, Johnstone SE, Bascom GD, Bochkov ID, et al. 

Cohesin Loss Eliminates All Loop Domains. Cell. 2017;171(2):305–20.

 143. Zuin J, Dixon JR, vander Reijden MI, Ye Z, Kolovos P, Brouwer RW, vande 

Corput MP, vande Werken HJ, Knoch TA, van Wilfred IF, et al. Cohesin 

and CTCF differentially affect chromatin architecture and gene expres-

sion in human cells. Proc Natl Acad Sci U S A. 2014;111(3):996–1001.

 144. Wutz G, Varnai C, Nagasaka K, Cisneros DA, Stocsits RR, Tang W, Schoe-

nfelder S, Jessberger G, Muhar M, Hossain MJ, et al. Topologically asso-

ciating domains and chromatin loops depend on cohesin and are regu-

lated by CTCF, WAPL, and PDS5 proteins. EMBO J. 2017;36(24):3573–99.

 145. Luppino JM, Park DS, Nguyen SC, Lan Y, Xu Z, Yunker R, Joyce EF. 

Cohesin promotes stochastic domain intermingling to ensure proper 

regulation of boundary-proximal genes. Nat Genet. 2020;52(8):840–8.

 146. Thiecke MJ, Wutz G, Muhar M, Tang W, Bevan S, Malysheva V, Stocsits R, 

Neumann T, Zuber J, Fraser P, et al. Cohesin-dependent and -independ-

ent mechanisms mediate chromosomal contacts between promoters 

and enhancers. Cell Rep. 2020;32(3):107929.

 147. Lieberman-Aiden E, van Berkum NL, Williams L, Imakaev M, Ragoczy T, 

Telling A, Amit I, Lajoie BR, Sabo PJ, Dorschner MO, et al. Comprehensive 

mapping of long-range interactions reveals folding principles of the 

human genome. Science. 2009;326(5950):289–93.

 148. Kimura H, Cook PR. Kinetics of core histones in living human cells: little 

exchange of H3 and H4 and some rapid exchange of H2B. J Cell Biol. 

2001;153(7):1341–53.

 149. Lever MA, Th’ng JP, Sun X, Hendzel MJ. Rapid exchange of histone H1’1 

on chromatin in living human cells. Nature. 2000;408(6814):873–6.

 150. Phair RD, Misteli T. High mobility of proteins in the mammalian cell 

nucleus. Nature. 2000;404(6778):604–9.

 151. Boskovic A, Eid A, Pontabry J, Ishiuchi T, Spiegelhalter C, Raghu Ram 

EV, Meshorer E, Torres-Padilla ME. Higher chromatin mobility sup-

ports totipotency and precedes pluripotency in vivo. Genes Dev. 

2014;28(10):1042–7.

 152. Strickfaden H, Zunhammer A, van Koningsbruggen S, Kohler D, Cremer 

T. 4D chromatin dynamics in cycling cells: Theodor Boveri’s hypotheses 

revisited. Nucleus. 2010;1(3):284–97.

 153. Bouck DC, Bloom K. Pericentric chromatin is an elastic component of 

the mitotic spindle. Curr Biol. 2007;17(9):741–8.

 154. Shimamoto Y, Tamura S, Masumoto H, Maeshima K. Nucleosome-nucle-

osome interactions via histone tails and linker DNA regulate nuclear 

rigidity. Mol Biol Cell. 2017;28(11):1580–9.

 155. Stephens AD, Banigan EJ, Adam SA, Goldman RD, Marko JF. Chromatin 

and lamin A determine two different mechanical response regimes of 

the cell nucleus. Mol Biol Cell. 2017;28(14):1984–96.

 156. Wintner O, Hirsch-Attas N, Schlossberg M, Brofman F, Friedman R, 

Kupervaser M, Kitsberg D, Buxboim A. A unified linear viscoelastic 

model of the cell nucleus defines the mechanical contributions of 

lamins and chromatin. Adv Sci. 2020;7(8):1901222.

 157. Schreiner SM, Koo PK, Zhao Y, Mochrie SG, King MC. The tethering of 

chromatin to the nuclear envelope supports nuclear mechanics. Nat 

Commun. 2015;6:7159.

 158. Strom AR, Biggs RJ, Banigan EJ, Wang X, Chiu K, Herman C, Collado J, 

Yue F, Ritland Politz JC, Tait LJ, et al. HP1alpha is a chromatin crosslinker 

that controls nuclear and mitotic chromosome mechanics. Elife. 

2021;10:e63972.



Page 32 of 33Hansen et al. Epigenetics & Chromatin           (2021) 14:50 

 159. Strom AR, Biggs RJ, Banigan EJ, Wang X, Chiu K, Herman C, Collado 

J, Yue F, Politz JCR, Tait LJ et al. HP1α is a chromatin crosslinker that 

controls nuclear and mitotic chromosome mechanics. bioRxiv 2020.

 160. Peters AH, O’Carroll D, Scherthan H, Mechtler K, Sauer S, Schofer C, 

Weipoltshammer K, Pagani M, Lachner M, Kohlmaier A, et al. Loss of 

the Suv39h histone methyltransferases impairs mammalian hetero-

chromatin and genome stability. Cell. 2001;107(3):323–37.

 161. Canzio D, Chang EY, Shankar S, Kuchenbecker KM, Simon MD, 

Madhani HD, Narlikar GJ, Al-Sady B. Chromodomain-mediated 

oligomerization of HP1 suggests a nucleosome-bridging mechanism 

for heterochromatin assembly. Mol Cell. 2011;41(1):67–81.

 162. Nava MM, Miroshnikova YA, Biggs LC, Whitefield DB, Metge F, Boucas 

J, Vihinen H, Jokitalo E, Li X, Garcia Arcos JM, et al. Heterochromatin-

driven nuclear softening protects the genome against mechanical 

stress-induced damage. Cell. 2020;181(4):800–17.

 163. Stephens AD, Liu PZ, Banigan EJ, Almassalha LM, Backman V, Adam 

SA, Goldman RD, Marko JF. Chromatin histone modifications and 

rigidity affect nuclear morphology independent of lamins. Mol Biol 

Cell. 2018;29(2):220–33.

 164. Stephens AD, Liu PZ, Kandula V, Chen H, Almassalha LM, Herman C, 

Backman V, O’Halloran T, Adam SA, Goldman RD, et al. Physicochemi-

cal mechanotransduction alters nuclear shape and mechanics via 

heterochromatin formation. Mol Biol Cell. 2019;30(17):2320–30.

 165. Ghosh S, Seelbinder B, Henderson JT, Watts RD, Scott AK, Veress AI, 

Neu CP. Deformation microscopy for dynamic intracellular and intra-

nuclear mapping of mechanics with high spatiotemporal resolution. 

Cell Rep. 2019;27(5):1607–20.

 166. Robinett CC, Straight A, Li G, Willhelm C, Sudlow G, Murray A, 

Belmont AS. In vivo localization of DNA sequences and visualization 

of large-scale chromatin organization using lac operator/repressor 

recognition. J Cell Biol. 1996;135(6 Pt 2):1685–700.

 167. Chubb JR, Boyle S, Perry P, Bickmore WA. Chromatin motion is con-

strained by association with nuclear compartments in human cells. 

Curr Biol. 2002;12(6):439–45.

 168. Hajjoul H, Mathon J, Ranchon H, Goiffon I, Mozziconacci J, Albert B, 

Carrivain P, Victor JM, Gadal O, Bystricky K, et al. High-throughput 

chromatin motion tracking in living yeast reveals the flexibility of the 

fiber throughout the genome. Genome Res. 2013;23(11):1829–38.

 169. Heun P, Laroche T, Shimada K, Furrer P, Gasser SM. Chromo-

some dynamics in the yeast interphase nucleus. Science. 

2001;294(5549):2181–6.

 170. Marshall WF, Straight A, Marko JF, Swedlow J, Dernburg A, Belmont 

A, Murray AW, Agard DA, Sedat JW. Interphase chromosomes 

undergo constrained diffusional motion in living cells. Curr Biol. 

1997;7(12):930–9.

 171. Levi V, Ruan Q, Plutz M, Belmont AS, Gratton E. Chromatin dynamics 

in interphase cells revealed by tracking in a two-photon excitation 

microscope. Biophys J. 2005;89(6):4275–85.

 172. Meister P, Towbin BD, Pike BL, Ponti A, Gasser SM. The spatial dynam-

ics of tissue-specific promoters during C. elegans development. 

Genes Dev. 2010;24(8):766–82.

 173. Arai R, Sugawara T, Sato Y, Minakuchi Y, Toyoda A, Nabeshima K, 

Kimura H, Kimura A. Reduction in chromosome mobility accompa-

nies nuclear organization during early embryogenesis in Caenorhab-

ditis elegans. Sci Rep. 2017;7(1):3631.

 174. Germier T, Kocanova S, Walther N, Bancaud A, Shaban HA, Sellou H, 

Politi AZ, Ellenberg J, Gallardo F, Bystricky K. Real-time imaging of a 

single gene reveals transcription-initiated local confinement. Biophys 

J. 2017;113(7):1383–94.

 175. Tasan I, Sustackova G, Zhang L, Kim J, Sivaguru M, HamediRad M, 

Wang Y, Genova J, Ma J, Belmont AS, et al. CRISPR/Cas9-mediated 

knock-in of an optimized TetO repeat for live cell imaging of endog-

enous loci. Nucleic Acids Res. 2018;46(17):e100.

 176. Chen B, Gilbert LA, Cimini BA, Schnitzbauer J, Zhang W, Li GW, Park J, 

Blackburn EH, Weissman JS, Qi LS, et al. Dynamic imaging of genomic 

loci in living human cells by an optimized CRISPR/Cas system. Cell. 

2013;155(7):1479–91.

 177. Gu B, Swigut T, Spencley A, Bauer MR, Chung M, Meyer T, Wysocka J. 

Transcription-coupled changes in nuclear mobility of mammalian 

cis-regulatory elements. Science. 2018;359(6379):1050–5.

 178. Ma H, Tu LC, Chung YC, Naseri A, Grunwald D, Zhang S, Pederson T. 

Cell cycle- and genomic distance-dependent dynamics of a discrete 

chromosomal region. J Cell Biol. 2019;218(5):1467–77.

 179. Dundr M, Ospina JK, Sung MH, John S, Upender M, Ried T, Hager GL, 

Matera AG. Actin-dependent intranuclear repositioning of an active 

gene locus in vivo. J Cell Biol. 2007;179(6):1095–103.

 180. Khanna N, Hu Y, Belmont AS. HSP70 transgene directed motion 

to nuclear speckles facilitates heat shock activation. Curr Biol. 

2014;24(10):1138–44.

 181. Wang A, Kolhe JA, Gioacchini N, Baade I, Brieher WM, Peterson CL, Free-

man BC. Mechanism of long-range chromosome motion triggered by 

gene activation. Dev Cell. 2020;52(3):309–20.

 182. Zidovska A, Weitz DA, Mitchison TJ. Micron-scale coherence 

in interphase chromatin dynamics. Proc Natl Acad Sci USA. 

2013;110(39):15555–60.

 183. Shaban HA, Barth R, Bystricky K. Formation of correlated chromatin 

domains at nanoscale dynamic resolution during transcription. Nucleic 

Acids Res. 2018;46(13):e77.

 184. Xiang W, Roberti MJ, Heriche JK, Huet S, Alexander S, Ellen-

berg J. Correction: correlative live and super-resolution imaging 

reveals the dynamic structure of replication domains. J Cell Biol. 

2018;217(9):3315–6.

 185. Nagashima R, Hibino K, Ashwin SS, Babokhov M, Fujishiro S, Imai R, 

Nozaki T, Tamura S, Tani T, Kimura H, et al. Single nucleosome imaging 

reveals loose genome chromatin networks via active RNA polymerase 

II. J Cell Biol. 2019;218:1511–30.

 186. Shaban HA, Barth R, Bystricky K: Nanoscale mapping of DNA dynamics 

in live human cells. bioRxiv 2019.

 187. Ashwin SS, Maeshima K, Sasai M. Heterogeneous fluid-like movements 

of chromatin and their implications to transcription. Biophys Rev. 

2020;12(2):461–8.

 188. Ashwin SS, Nozaki T, Maeshima K, Sasai M. Organization of fast and slow 

chromatin revealed by single-nucleosome dynamics. Proc Natl Acad Sci 

U S A. 2019;116(40):19939–44.

 189. Itoh Y, Woods EJ, Minami K, Maeshima K, Collepardo-Guevara R. 

Liquid-like chromatin in the cell: what can we learn from imaging and 

computational modeling? Curr Opin Struc Biol. 2021;71:123–35.

 190. Espinosa JR, Joseph JA, Sanchez-Burgos I, Garaizar A, Frenkel D, 

Collepardo-Guevara R. Liquid network connectivity regulates the 

stability and composition of biomolecular condensates with many 

components. Proc Natl Acad Sci U S A. 2020;117(24):13238–47.

 191. Soutoglou E, Misteli T. Mobility and immobility of chromatin 

in transcription and genome stability. Curr Opin Genet Dev. 

2007;17(5):435–42.

 192. Seeber A, Hauer MH, Gasser SM. chromosome dynamics in response to 

DNA damage. Annu Rev Genet. 2018;52:295–319.

 193. Hiragami-Hamada K, Soeroes S, Nikolov M, Wilkins B, Kreuz S, Chen 

C, De La Rosa-Velazquez IA, Zenn HM, Kost N, Pohl W, et al. Dynamic 

and flexible H3K9me3 bridging via HP1beta dimerization establishes a 

plastic state of condensed chromatin. Nat Commun. 2016;7:11310.

 194. Dion V, Kalck V, Seeber A, Schleker T, Gasser SM. Cohesin and the 

nucleolus constrain the mobility of spontaneous repair foci. Embo Rep. 

2013;14(11):984–91.

 195. Strickfaden H, Sharma AK, Hendzel MJ: A charge-dependent phase 

transition determines interphase chromatin organization. bioRxiv 

2019:541086.

 196. Lerner J, Gomez-Garcia PA, McCarthy RL, Liu Z, Lakadamyali M, Zaret KS. 

Two-parameter mobility assessments discriminate diverse regulatory 

factor behaviors in chromatin. Mol Cell. 2020;79(4):677–88.

 197. Machida S, Takizawa Y, Ishimaru M, Sugita Y, Sekine S, Nakayama JI, Wolf 

M, Kurumizaka H. Structural basis of heterochromatin formation by 

human HP1. Mol Cell. 2018;69(3):385–97.

 198. Cremer T, Cremer M. Chromosome territories. Cold Spring Harb Per-

spect Biol. 2010;2(3):a003889.

 199. Hebbes TR, Clayton AL, Thorne AW, Crane-Robinson C. Core his-

tone hyperacetylation co-maps with generalized DNase I sensitiv-

ity in the chicken beta-globin chromosomal domain. EMBO J. 

1994;13(8):1823–30.

 200. Gorisch SM, Wachsmuth M, Toth KF, Lichter P, Rippe K. Histone 

acetylation increases chromatin accessibility. J Cell Sci. 2005;118(Pt 

24):5825–34.



Page 33 of 33Hansen et al. Epigenetics & Chromatin           (2021) 14:50  

•

 

fast, convenient online submission

 
•

  

thorough peer review by experienced researchers in your field

• 

 

rapid publication on acceptance

• 

 

support for research data, including large and complex data types

•

  

gold Open Access which fosters wider collaboration and increased citations 

 

maximum visibility for your research: over 100M website views per year •

  
At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research   ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

 201. Ricci MA, Manzo C, Garcia-Parajo MF, Lakadamyali M, Cosma MP. 

Chromatin fibers are formed by heterogeneous groups of nucleosomes 

in vivo. Cell. 2015;160(6):1145–58.

 202. Amitai A, Seeber A, Gasser SM, Holcman D. Visualization of chromatin 

decompaction and break site extrusion as predicted by statistical poly-

mer modeling of single-locus trajectories. Cell Rep. 2017;18(5):1200–14.

 203. Albiez H, Cremer M, Tiberi C, Vecchio L, Schermelleh L, Dittrich S, 

Kupper K, Joffe B, Thormeyer T, von Hase J, et al. Chromatin domains 

and the interchromatin compartment form structurally defined 

and functionally interacting nuclear networks. Chromosome Res. 

2006;14(7):707–33.

 204. Nasmyth K, Haering CH. The structure and function of SMC and kleisin 

complexes. Annu Rev Biochem. 2005;74:595–648.

 205. Morales C, Losada A. Establishing and dissolving cohesion during the 

vertebrate cell cycle. Curr Opin Cell Biol. 2018;52:51–7.

 206. Nishiyama T. Cohesion and cohesin-dependent chromatin organiza-

tion. Curr Opin Cell Biol. 2019;58:8–14.

 207. Chen H, Levo M, Barinov L, Fujioka M, Jaynes JB, Gregor T. Dynamic 

interplay between enhancer-promoter topology and gene activity. Nat 

Genet. 2018;50(9):1296–303.

 208. Shaban HA, Barth R, Recoules L, Bystricky K. Hi-D: nanoscale mapping of 

nuclear dynamics in single living cells. Genome Biol. 2020;21(1):95.

 209. Chong S, Dugast-Darzacq C, Liu Z, Dong P, Dailey GM, Cattoglio C, 

Heckert A, Banala S, Lavis L, Darzacq X, et al. Imaging dynamic and 

selective low-complexity domain interactions that control gene tran-

scription. Science. 2018;361(6400):eaar2555.

 210. Feuerborn A, Cook PR. Why the activity of a gene depends on its neigh-

bors. Trends Genet. 2015;31(9):483–90.

 211. Edelman LB, Fraser P. Transcription factories: genetic programming in 

three dimensions. Curr Opin Genet Dev. 2012;22(2):110–4.

 212. Ide T, Ochi H, Imai R, Maeshima K. Transcriptional suppression of riboso-

mal DNA with phase separation. Sci Adv. 2020;6(42):eabb5953.

 213. Shinkai S, Nozaki T, Maeshima K, Togashi Y. Dynamic nucleosome move-

ment tells structural information of topological chromatin domains in 

human cells. PLoS Computa Biol. 2016;12(10):e1005136.

 214. van Steensel B, Belmont AS. Lamina-associated domains: links with 

chromosome architecture, heterochromatin, and gene repression. Cell. 

2017;169(5):780–91.

 215. Edgeworth R, Dalton BJ, Parnell T. The pitch drop experiment. Eur J 

Phys. 1984;5(4):198–200.

 216. Erdel F. Biophysical mechanisms of chromatin patterning. Curr Opin 

Genet Dev. 2020;61:62–8.

 217. Zidovska A. Chromatin: liquid or solid? Cell. 2020;183(7):1737–9.

 218. Vivante A, Bronshtein I, Garini Y. Chromatin viscoelasticity measured by 

local dynamic analysis. Biophys J. 2020;118(9):2258–67.

 219. Cremer T, Cremer C. Chromosome territories, nuclear architecture and 

gene regulation in mammalian cells. Nat Rev Genet. 2001;2(4):292–301.

 220. Maeshima K, Tamura S, Hansen JC, Itoh Y. Fluid-like chromatin: toward 

understanding the real chromatin organization present in the cell. Curr 

Opin Cell Biol. 2020;64:77–89.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-

lished maps and institutional affiliations.


	The solid and liquid states of chromatin
	Abstract 
	Background
	Why do macromolecules phase separate?
	Phase separation of chromatin
	Sixty years of chromatin aggregation studies: from insoluble precipitants to phase-separated condensates
	Chromatin aggregation intrinsically is a liquidsolid phase separation process
	Factors that control chromatin LSPS
	Salts and the polyelectrolyte effect
	Core histone N-terminal tail domains
	Post-translational modifications
	Nucleosome acidic patch
	Linker histones

	Are the chromatin condensates formed by LSPS physiologically relevant?
	Liquidliquid phase separation of chromatin

	Phase separation of chromatin-binding proteins
	Histones
	Heterochromatin-binding proteins
	Euchromatin proteins
	The nucleus and nuclear condensates

	Solid and liquid states of chromatin in the nucleus
	The importance of chromatin fiber self-interaction in shaping interphase chromosome structure
	Local interdigitated packaging of the 10-nm chromatin fiber
	Large-scale organization of the 10-nm chromatin fiber: the 3D genome

	Condensed chromatin in the nucleus behaves like a solid on the mesoscale
	Chromatin mobility on the nanoscale

	Concluding remarks
	Acknowledgements
	References


