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THE SPECTRUM OF INFINITE REGULAR LINE GRAPHS

TOMOYUKI SHIRAI

Abstract. Let G be an infinite d-regular graph and L(G) its line graph.
We consider discrete Laplacians on G and L(G), and show the exact relation
between the spectrum of −∆G and that of −∆L(G). Our method is also appli-

cable to (d1, d2)-semiregular graphs, subdivision graphs and para-line graphs.

1. Introduction

Many authors have intensively studied the spectra of the Laplacians (or adja-
cency matrices) of finite graphs and the relationship to the structure and charac-
teristic properties of graphs (cf. [1]). Recently, the spectra of Laplacians of infinite
graphs have been studied in the various frameworks, for example, harmonic analysis
on graphs, probability theory, especially Markov chains, and potential theory, and
so on. A survey of the topic can be found in [5]. In [3] the transience of the Markov
chains on a graph and its line graph has been studied, and also an inequality for
the bottoms of the spectrum of the discrete Laplacian on a regular graph and its
line graph has been given.

In this paper we give, in place of the inequality, the exact relation between the
spectra of the Laplacians on regular graphs and their line graphs. Also we will show
similar relations for some other graphs, such as semiregular graphs, subdivision
graphs and para-line graphs.

In order to state our theorems, we prepare some definitions and notations. A
graph G is a pair (V (G), E(G)) of a set V (G) and a set E(G) of unordered pairs xy
of two distinct points x, y of V (G). The sets V (G) and E(G) are called the vertex
set and the edge set of G, respectively. We define a neighborhood set of a vertex x
by

Nx = {y ∈ V (G) ; xy ∈ E(G)} .

The degree of a vertex x is the cardinality of Nx and is denoted by m(x). Through-
out this paper, we assume that an infinite graph G is simple, connected and locally
finite, that is, G has no self-loops and no multiple edges, G has a path from x to y
for any two distinct vertices x, y ∈ V (G) and m(x) < ∞ for any x ∈ V (G).
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We denote by `2(G) an `2-space of functions on V (G) with the inner product
defined by

〈f, g〉G =
∑

x∈V (G)

m(x)f(x)g(x).(1.1)

Now we define a discrete Laplacian which acts on `2(G) as follows:

∆Gf(x) =
1

m(x)

∑
y∈Nx

f(y)− f(x),(1.2)

where Nx is the neighborhood of a vertex x. We denote the spectrum of −∆G by
Spec(−∆G).

Remark 1.1. In this definition one can easily check that ∆G is a bounded self-
adjoint operator with Spec(−∆G) ⊂ [0, 2], where both 0 and 2 cannot be eigenvalues
because G is infinite.

A graph G is called d-regular if m(x) = d for all x ∈ V (G). The line graph L(G)
of a graph G is defined as follows:

• V (L(G)) = E(G),
• E(L(G)) = {(xy)(yz) ; xy ∈ E(G) and yz ∈ E(G), x 6= z}.

(See Figure 2.1.)
Our first theorem is the following:

Theorem 1.2. Let d ≥ 3. Let G be an infinite d-regular graph and L(G) the line
graph of G. Then,

Spec(−∆L(G)) =
d

2d− 2
Spec(−∆G) ∪ { d

d− 1
}

where d
d−1 is an eigenvalue with infinite multiplicity.

We can define the n-th line graph of a graph G inductively by

L0(G) = G,

Ln(G) = L(Ln−1(G)) for n ≥ 1.

Note that the line graph of a regular graph is also regular, and so the n-th line
graph Ln(G) is regular for each n ≥ 0.

Example 1.3. Let G be the 2-dimensional square lattice Z2. It is easy to see that
Spec(Z2) = Spec(−∆Z2) = [0, 2] by Fourier series. Then applying Theorem 1.2 to
this case repeatedly, we have

Spec(Z2) = [0, 2],
Spec(L(Z2)) = [0, 4/3] ∪ {4/3},

Spec(L2(Z2)) = [0, 4/5] ∪ {4/5} ∪ {6/5},
Spec(L3(Z2)) = [0, 4/9] ∪ {4/9} ∪ {2/3} ∪ {10/9},

· · · .

Here all the eigenvalues are of infinite multiplicity.
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Example 1.4. Let Td be a d-regular tree (d ≥ 3). It is well-known that Spec(Td) =
Spec(−∆Td

) = [λ0, λ∞] where λ0 = 1− 2
√

d−1
d and λ∞ = 1+ 2

√
d−1
d . Then applying

Theorem 1.2 to this case repeatedly, we have

Spec(Td) = [λ0, λ∞],

Spec(L(Td)) =
d

2d− 2
[λ0, λ∞] ∪ { d

d− 1
},

Spec(L2(Td)) =
d

4d− 6
[λ0, λ∞] ∪ { d

2d− 3
} ∪ {2d− 2

2d− 3
},

Spec(L3(Td)) =
d

8d− 14
[λ0, λ∞] ∪ { d

4d− 7
} ∪ {2d− 2

4d− 7
} ∪ {4d− 6

4d− 7
},

· · · .

We note that the maximal eigenvalues d
d−1 , 2d−2

2d−3 , . . . converge to 1.
For a semiregular graph (the definition will be given in Section 3), we can show

a similar relation:

Theorem 1.5. Let G be an infinite (d1, d2)-semiregular graph where d1 ≥ d2 ≥ 3

or d1 > d2 = 2, and f
(d1,d2)
± (x) =

(
d1 + d2 ±

√
(d1 − d2)

2 + 4d1d2(1− x)2
)

/2D,

where D = d1 + d2 − 2. Let Spec∗(−∆G) = Spec(−∆G)\{1}. Then

Spec(−∆L(G)) = f
(d1,d2)
− (Spec∗(−∆G)) ∪ S ∪ f

(d1,d2)
+ (Spec∗(−∆G)) ∪ {d1 + d2

D
}

where d1+d2
D is an eigenvalue with infinite multiplicity, and S ⊂ {f (d1,d2)

± (1)} =
{ d1

D , d2
D } which is determined by eigenfunctions of −∆G corresponding to {1}.

More precise description of the set S will be given in Theorem 3.2.
The next theorem shows that line graphs have special spectral property (see [4]).

Theorem 1.6. Let G be an infinite graph such that supx∈V (G) m(x) = M < ∞.
Let λess∞ be the upper bound of the essential spectrum of −∆G. Then

1 +
2
M

≤ λess
∞

and the equality holds if G is a M -regular line graph.

A similar technique as in the proofs of Theorem 1.2 and Theorem 1.5 can be also
applied to other kinds of graph. The first one is the subdivision S(G) of a graph
G, whose definition will be found in Section 4.

Theorem 1.7. Let d ≥ 3. Let G be an infinite d-regular graph, and fS
±(x) =

1±√1− x/2. Then

Spec(−∆S(G)) = fS
−(Spec(−∆G)) ∪ {1} ∪ fS

+(Spec(−∆G))

where 1 is an eigenvalue with infinite multiplicity.

The second one is the para-line graph p-L(G) of a graph G which was introduced
in [3] in order to show a relationship between the behavior of simple random walks
on a graph and its line graph. The definition of para-line graph will be given in
Section 5. Since a para-line graph can be regarded as a line graph of the subdivision
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of G and the subdivision of a d-regular graph is (d, 2)-semiregular, from Theorem
1.5 and Theorem 1.7, we have

Spec(−∆p-L(G))

= f
(d,2)
− (Spec(−∆S(G))\{1}) ∪ S ∪ f

(d,2)
+ (Spec(−∆S(G))\{1}) ∪ {d + 2

d
}

= f
(d,2)
−

(
fS
±(Spec(−∆G))

) ∪ S ∪ f
(d,2)
+

(
fS
±(Spec(−∆G))

) ∪ {d + 2
d

}

= fp
−(Spec(−∆G)) ∪ S ∪ fp

+(Spec(−∆G)) ∪ {d + 2
d

},

where S ⊂ f
(d,2)
± (1) = {1, 2

d} and fp
± = f

(d,2)
± ◦ fS± is the function defined in

Theorem 1.8.
The set S is not characterized precisely on this stage. However, owing to the

structure of para-line graphs, we have the following theorem:

Theorem 1.8. Let d ≥ 3. Let G be an infinite d-regular graph and p-L(G) its

para-line graph, and fp
±(x) =

(
d + 2±

√
(d + 2)2 − 4dx

)
/2d. Then

Spec(−∆p-L(G)) = fp
−(Spec(−∆G)) ∪ {1} ∪ fp

+(Spec(−∆G)) ∪ {d + 2
d

}
where 1 and d+2

d are eigenvalues with infinite multiplicity.

Thus, in this case S = { d1
D } = {1} in Theorem 1.5. In general, all four cases

that S = ∅, { d1
D }, { d2

D }, or { d1
D , d2

D } may occur.
Our theorems are also applicable to finite graphs [1]. The spectrum of the

Laplacian on a (finite) pre-Sierpinski gasket can be obtained from Theorem 1.2 and
Theorem 1.8.

Remark 1.9. Let K4 be a complete graph on 4 vertices and Fn a pre-n-Sierpinski
gasket (see Figure 1.1). It is easy to check that

L
(
(p-L)n(K4)

)
= Fn+1 ∪ Fn/ ∼ .

Here by∼, we identify three vertices 1, 2 and 3 of Fn+1 with those of Fn respectively.
Then we obtain a similar result as studied in [7]. It follows from the form of the
functions fp

± that the spectrum of pre-n-Sierpinski gasket has Cantor structure as
n →∞.

Figure 1.1. Pre-Sierpinski gasket.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



THE SPECTRUM OF INFINITE REGULAR LINE GRAPHS 119

We will repeatedly use the following lemma due to Weyl (see [6]) in the proofs
of the theorems above.

Lemma 1.10. (Weyl’s criterion) Let H be a separable Hilbert space, and let L be
a bounded self-adjoint operator on H. Then λ ∈ Spec(L) if and only if there exists
a sequence {fn}∞n=1 so that ‖fn‖ = 1 and limn→∞ ‖(L− λ)fn‖ = 0.

2. Line graphs of regular graphs

The line graph L(G) of a graph G is the graph such that its vertex set is E(G)
and two vertices are adjacent if and only if they have exactly one common vertex
of G (see Figure 2.1).

Remark 2.1. The line graph of a d-regular graph is (2d− 2)-regular.

Then we obtain the following:

Theorem 2.2. Let d ≥ 3. Let G be an infinite d-regular graph and L(G) the line
graph of G. Then,

Spec(−∆L(G)) =
d

2d− 2
Spec(−∆G) ∪ { d

d− 1
}

where d
d−1 is an eigenvalue with infinite multiplicity.

Figure 2.1. Line graph.

This theorem depends much on the algebraic relation between two Laplacians
(Lemma 2.4).

We identify L(G) with {(x, y) ∈ V (G)× V (G) ; xy ∈ E(G)}/ ∼, where (x, y) ∼
(y, x). So, we can regard `2(L(G)) as symmetric square integrable functions on the
set above. Then, we can write down ∆L(G) using this notation as follows:

∆L(G)F (x, y) =
1

2d− 2

∑
(r,s)∈N(x,y)

F (r, s)− F (x, y)

=
1

2d− 2

∑
r∈Nx

(F (x, r) − F (x, y)) +
∑

r∈Ny

(F (r, y)− F (x, y))

 .
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Now, we define two operators, φ : `2(G) → `2(L(G)) and φ∗ : `2(L(G)) → `2(G) in
the following way:

φf(x, y) =

√
d

2d− 2
(f(x) + f(y)),

φ∗F (x) =

√
2d− 2

d

∑
r∈Nx

F (x, r).(2.1)

Lemma 2.3. The operator φ∗ is the adjoint operator of φ, that is,

〈F, φf〉L(G) = 〈φ∗F, f〉G.

In particular, for any f, g ∈ `2(G) and any F, G ∈ `2(L(G)),

〈φf, φg〉L(G) = 〈φ∗φf, g〉G,

〈φ∗F, φ∗G〉G = 〈φφ∗F, G〉L(G).

Proof. First we note that∑
xy∈E(G)

F (x, y) =
1
2

∑
x∈G

∑
y∈Nx

F (x, y) =
1
2

∑
y∈G

∑
x∈Ny

F (x, y).

By (2.1) we have

〈F, φf〉L(G) =
∑

xy∈E(G)

(2d− 2)F (x, y)

√
d

2d− 2
(f(x) + f(y))

=
√

d(2d− 2)
∑

x∈V (G)

∑
r∈Nx

F (x, r)f(x)

=
∑

x∈V (G)

df(x)φ∗F (x)

= 〈φ∗F, f〉G.

The following lemma is essential for the theorem.

Lemma 2.4. Two operators φ and φ∗ are linear bounded operators, and have the
following relations:

1) φ∗φ = d(∆G + 2),

2) φφ∗ = (2d− 2)(∆L(G) + (
d

d− 1
)),

3) ∆L(G)φ =
d

2d− 2
φ∆G,

4) φ∗∆L(G) =
d

2d− 2
∆Gφ∗.

Proof. 1) By (2.1) we obtain

(φ∗φf)(x) =

√
2d− 2

d

∑
r∈Nx

φ(f)(x, r) =
∑

r∈Nx

(f(x) + f(r))

=
∑

r∈Nx

(
(f(r)− f(x)) + 2f(x)

)
= d(∆G + 2)f(x).
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2) Also by (2.1)

(φφ∗F )(x, y)

=

√
d

2d− 2
(φ∗F (x) + φ∗F (y)) =

∑
r∈Nx

F (x, r) +
∑

r∈Ny

F (y, r)

=
∑

r∈Nx

(F (x, r) − F (x, y)) +
∑

r∈Ny

(F (y, r) − F (x, y)) + 2dF (x, y)

= (2d− 2)∆L(G)F (x, y) + 2dF (x, y)

= (2d− 2)
(

∆L(G) +
d

d− 1

)
F (x, y).

3) and 4) are obvious from 1) and 2).

Proposition 2.5. Let H1 and H2 be separable Hilbert spaces, and let L1 and L2 be
bounded self-adjoint operators on H1 and H2, respectively. Suppose L1 is a positive
operator, 0 is not an eigenvalue of L1 and there exists a bounded operator φ from
H1 to H2 which satisfies the following two conditions:

1) φL1 = L2φ,

2) inf
‖f‖=1

‖φf‖ ≥ C > 0 or L1 = P (φ∗φ),

where φ∗ is the adjoint operator of φ and P is a continuous function such that
0 ≤ P (x) ≤ Kx on Spec(L1) for some K > 0. Then,

Spec(L1) = Spec(L2|φ(H1)).

Proof. Assume that λ ∈ Spec(L1) and λ 6= 0. Then there exists a sequence {fn}n≥1

such that ‖fn‖ = 1 and ‖(λ−L1)fn‖ → 0 (n →∞) by Lemma 1.10. (From now on
we will often use Lemma 1.10 in this way.) Since ‖φ(λ−L1)fn‖ = ‖(λ−L2)φfn‖ → 0
as n → ∞, in order to show λ ∈ Spec(L2), by Lemma 1.10, we check that ‖φfn‖
is bounded from below for sufficient large n. When inf‖f‖=1 ‖φf‖ ≥ C > 0, it is
trivial. Thus we consider the case when L1 = P (φ∗φ). By the assumption on P ,

〈(λ− L1)f, (λ− L1)f〉 ≥ λ2‖f‖2 − 2λ〈L1f, f〉
= λ2‖f‖2 − 2λ〈P (φ∗φ)f, f〉
≥ λ2‖f‖2 − 2λK〈φ∗φf, f〉,

and so we have

‖φf‖2 ≥ λ

2K
‖f‖2 − 1

2Kλ
‖(λ− L1)f‖2.

Therefore for sufficiently large n,

‖φfn‖2 ≥ λ

2K
‖fn‖2 − 1

2Kλ
‖(λ− L1)fn‖2

≥ λ

4K
,(2.2)

since ‖(λ−L1)fn‖ → 0. So Spec(L1) \ {0} ⊂ Spec(L2|φ(H1)). However, since spec-

trum sets are closed and 0 is not an eigenvalue of L1, Spec(L1) \ {0} = Spec(L1) ⊂
Spec(L2|φ(H1)

).
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Conversely, we will show

Spec(L2|φ(H1)) ⊂ Spec(L1).

Assume that λ ∈ Spec(L2|φ(H1)
). If inf‖f‖=1 ‖φf‖ ≥ C > 0, since ‖(L2− λ)φfn‖ =

‖φ(L1 − λ)fn‖ → 0 as n → ∞, ‖(L1 − λ)fn‖ → 0. Then λ ∈ Spec(L1). Let us
consider the case that L1 = P (φ∗φ). Put H1,δ = E([δ,∞))H1 where E([a, b]) is the
resolution of the identity for the operator L1. For any f ∈ H1,δ we obtain

δ‖f‖2 ≤ 〈L1f, f〉 = 〈P (φ∗φ)f, f〉 ≤ K‖φf‖2,
and

‖φf‖ ≥
√

δ

K
‖f‖.

Since (L1 − λ)f ∈ H1,δ for f ∈ H1,δ, by Lemma 1.10, we have

Spec(L2|φ(H1,δ)) ⊂ Spec(L1|H1,δ
) ⊂ Spec(L1).

As δ > 0 is arbitrary and 0 is not an eigenvalue, we have

Spec(L2|φ(H1)) =
⋃
δ>0

Spec(L2|φ(H1,δ)) ⊂ Spec(L1).

This is the desired conclusion.

Now, we decompose `2(L(G)) into two closed subspaces E and E⊥ where E =
φ(`2(G)). Note that ∆L(G) preserves E and E⊥ by Lemma 2.4 2) and 3). First,
we consider the spectrum of −∆L(G)|E .

Proposition 2.6. Let E be as above and d ≥ 2. Then

Spec(−∆L(G)|E) =
d

2d− 2
Spec(−∆G).

Proof. Set L1 = d(∆G + 2), L2 = (2d − 2)(∆L(G) + d
d−1 ), H1 = `2(G), and H2 =

`2(L(G)) . The operator φ is the one defined by (2.1). It is obvious that φ, L1 and
L2 satisfy the conditions in Proposition 2.5 by Lemma 2.3 and Lemma 2.4, and
that L1 is a positive operator and does not have 0 as an eigenvalue by Remark 1.1.
So, we obtain

Spec

(
(2d− 2)(∆L(G) +

d

d− 1
)
∣∣∣
E

)
= Spec(d(∆G + 2)),

and this implies the proposition.

Next, we characterize the space E⊥.

Proposition 2.7. Let d ≥ 2. Then

E⊥ = kerφ∗ = {F ∈ `2(L(G));−∆L(G)F =
d

d− 1
F}.

If d = 2, E⊥ is empty. If d ≥ 3, E⊥ is infinite dimensional, that is, ∆L(G) restricted
to E⊥ has an eigenvalue with infinite multiplicity and in particular,

Spec(−∆L(G)|E⊥) = { d

d− 1
}.
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Proof. In general, it is easy to see that F ∈ E⊥ is equivalent to φ∗F = 0, since

F ∈ E⊥ ⇔ 0 = 〈F, φf〉 = 〈φ∗F, f〉 for any f ∈ `2(G).

Moreover, if F ∈ kerφ∗, we obtain

0 = φφ∗F = (2d− 2)(∆L(G) +
d

d− 1
)F

by Lemma 2.4. Suppose F is an eigenfunction of −∆L(G) corresponding to d
d−1 .

Then for any f ∈ `2(G)

0 = 〈(2d− 2)(∆L(G) +
d

d− 1
)F, φf〉 = 〈φφ∗F, φf〉

= 〈φ∗F, φ∗φf〉 = 〈φ∗F, d(∆G + 2)f〉.
Since 2 is not an eigenvalue of −∆G, so (∆G +2)`2(G) is dense in `2(G). Therefore,
φ∗F = 0, that is, F ∈ kerφ∗.

When d = 2, by Remark 1.1, it is trivial that E⊥ is empty. Thus, we assume that
d ≥ 3. Before proving that E⊥ is an infinite dimensional eigenspace corresponding
to d

d−1 , we prepare a lemma.

Lemma 2.8. Let δxy ∈ `2(L(G)) be the indicator function of a vertex xy ∈ V (L(G))
and δx, δy ∈ `2(G) the indicator functions of vertices x, y, respectively. Then,

(∆L(G) +
d

d− 1
)δxy =

√
1

d(2d− 2)
φ(δx + δy).

Proof. Observe that

φ∗δxy =

√
2d− 2

d
(δx + δy).

Applying φ to both sides of the equation above and using Lemma 2.4 2), we obtain
the lemma.

Corollary 2.9. Let γ = x0x1 · · ·x2n−1 be an even closed path in G and set

Fγ =
2n−1∑
k=0

(−1)kδxkxk+1

where x2n = x0. Then, Fγ ∈ kerφ∗. In particular, if Fγ 6= 0, then Fγ is an
eigenfunction of −∆L(G) corresponding to d

d−1 .

Proof. Since x0x1 · · ·x2n−1 is an even closed path,

φ∗Fγ = φ∗
2n−1∑
k=0

(−1)kδxkxk+1

=

√
2d− 2

d

2n−1∑
k=0

(−1)k(δxk
+ δxk+1)

= 0.
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Now we will call γ a closed walk if Fγ ∈ kerφ∗\{0}.
We proceed to the second part of the proof of Proposition 2.7. It is divided into

three cases according to the structure of a graph G.
First, let G be the d-regular tree. We can construct eigenfunctions corresponding

to d
d−1 as follows. Take any vertex 0 ∈ V (G) and fix it. Each vertex x of G can be

identified with the shortest path from 0 to x and the set V (G) with{
x = (x0x1 . . . xn) (n ≥ 0); x0 = 0, x1 ∈ {1, 2, . . . , d},

xi ∈ {1, 2, . . . , d− 1} (2 ≤ i ≤ n)
}

.

Note that the vertices adjacent to x = (x0x1x2 . . . xn) for n ≥ 1 are of the form
(x0x1x2 . . . xn−1) or (x0x1x2 . . . xna) with a ∈ {1, 2, . . . , d− 1} . We define a func-
tion F0 on L(G) inductively by

F0(x0, x0x1) = 0 for x1 ∈ {1, 2, . . . , d},

F0(x0x1, x0x1x2) =

 1 if x1 = 1, x2 = 1,
−1 if x1 = 1, x2 = 2,

0 otherwise,

F0(x0x1x2 . . . xn, x0x1x2 . . . xn+1) =
−1

d− 1
F0(x0x1x2 . . . xn−1, x0x1x2 . . . xn)

for n ≥ 2.

Obviously, φ∗F0 = 0, that is, −∆L(G)F0 = d
d−1F0. It remains to show that F0 ∈

`2(L(G)). Indeed,

‖F0‖2
L(G) =

∑
xy∈E(G)

(2d− 2)F0(x, y)2

= (2d− 2)
2∑

x2=1

{
F0(01, 01x2)2

+
∑
n≥3

(
d−1∑

x3,...,xn=1

F0(01x2x3 . . . xn−1, 01x2x3 . . . xn)2
)}

= 2(2d− 2)

1 +
∑
n≥3

(d− 1)n−2 · ( −1
d− 1

)
2(n−2)


< ∞.

Similarly, by considering the vertex (x0

n times︷ ︸︸ ︷
11 . . .1) in place of x0, we can define

Fn for n ≥ 1. By the definition of {Fn}n≥0, they are linearly independent and
eigenfunctions corresponding to d

d−1 . Therefore E⊥ is infinite dimensional.
Second, we consider a graph G which has only a finite number of even closed

walks. In this case, subtracting a sufficiently large subgraph from G which contains
all even closed walks, we obtain a finite number of half infinite trees. Then we can
construct eigenfunctions in the same way as above.

Finally, in the other cases, G has an infinite number of even closed walks and
then, by Corollary 2.9, we obtain eigenfunctions associated with each even closed
walks.
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In any case, E⊥ is infinite dimensional. Thus the proof is completed.

Theorem 2.2 follows from Proposition 2.6 and Proposition 2.7.

3. Line graphs of semiregular graphs

A graph G is called a bipartite graph if G has no cycles of odd length; the
vertex set V (G) can be partitioned into two sets V1 and V2 in such a way that
every edge in E(G) connects a vertex in V1 with a vertex in V2. A bipartite graph
G with a bipartition {Vi}i=1,2 is called a (d1, d2)-semiregular graph if the degree
of each vertex in Vi is the constant di (i = 1, 2). Note that a d-regular graph is
(d, d)-semiregular if and only if it is a bipartite graph.

Remark 3.1. The line graph of a (d1, d2)-semiregular graph is (d1 +d2−2)-regular.

The Laplacian on L(G) is given by

∆L(G)F (x, y) =
1

d1 + d2 − 2

∑
r∈Nx

(F (x, r) − F (x, y)) +
∑

r∈Ny

(F (r, y)− F (x, y))

 .

Theorem 3.2. Let G be an infinite (d1, d2)-semiregular graph where d1 ≥ d2 ≥ 3

or d1 > d2 = 2, and f
(d1,d2)
± (x) = (d1 + d2 ±

√
(d1 − d2)

2 + 4d1d2(1 − x)2)/2D,

where D = d1 + d2 − 2. Let Spec∗(−∆G) = Spec(−∆G)\{1}. Then

Spec(−∆L(G)) = f
(d1,d2)
− (Spec∗(−∆G)) ∪ S ∪ f

(d1,d2)
+ (Spec∗(−∆G)) ∪ {d1 + d2

D
}

where d1+d2
D is an eigenvalue with infinite multiplicity, and S ⊂ {f (d1,d2)

± (1)} =
{ d1

D , d2
D }. Furthermore, when d1 6= d2, S contains an eigenvalue d1

D (resp. d2
D ) if

and only if there exists an eigenvalue 1 of −∆G and its corresponding eigenfunction
is supported on the set V2 (resp. V1). Here Vi is the set of vertices whose degrees
are di. When d1 = d2 = d, S = { d

D} if there exists an eigenvalue 1 of −∆G.

In order to prove this theorem we define two operators φ : `2(G) → `2(L(G))
and φ∗ : `2(L(G)) → `2(G) by

φf(x, y) = f(x) + f(y),

φ∗F (x) =
D

m(x)

∑
r∈Nx

F (x, r).(3.1)

Lemma 3.3. The operator φ∗ is the adjoint operator of φ, i.e.,

〈F, φf〉L(G) = 〈φ∗F, f〉G.

Proof. By (3.1) we have

〈F, φf〉L(G) =
∑

x∈V (G)

∑
r∈Nx

D F (x, r)f(x)

=
∑

x∈V (G)

m(x)

(
D

m(x)

∑
r∈Nx

F (x, r)

)
f(x)

= 〈φ∗F, f〉G.
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Lemma 3.4. Two operators φ and φ∗ are linear bounded operators, and have the
following relations:

1) φ∗φ = D(∆G + 2),
2) φ(mφ∗) = D(D∆L(G) + (D + 2)), in particular,

φ(m(∆G + 2)) = (D∆L(G) + (D + 2))φ,

3) (∆G + 1)m = m̃(∆G + 1),
4) D∆L(G)φ = φ∆Gm̃,

5) D(D∆L(G)
2 + (D + 2)∆L(G))φ = φd1d2(∆G(∆G + 2)),

where D = d1 + d2 − 2 and m̃ = D + 2−m.

Proof. 1) By (3.1) we have

φ∗φf(x) =
D

m(x)

∑
r∈Nx

φf(x, r)

=
D

m(x)

∑
r∈Nx

(f(r) − f(x) + 2f(x))

= D(∆G + 2)f(x).

2) For any F ∈ `2(L(G))

φ(mφ∗F )(x, y) = D{
∑

r∈Nx

F (x, r) +
∑

r∈Ny

F (r, y)}

= D{
∑

r∈Nx

(F (x, r) − F (x, y)) +
∑

r∈Ny

(F (r, y)− F (x, y))

+(d1 + d2)F (x, y)}
= D{D∆L(G)F (x, y) + (D + 2)F (x, y)}.

In particular, when F = φf , using 1), we have

φ(m(∆G + 2)f) = (D∆L(G) + (D + 2))φf.

3) Since m(r) = m̃(x) for any r ∈ Nx, it is trivial.
4) Using 1), 2) and 3), we have

D∆L(G)φ =
1
D

φmφ∗φ− (D + 2)φ

= φm(∆G + 2)− φ(D + 2)
= φ ((∆G + 1)m̃ + m)− φ(m + m̃)
= φ∆Gm̃.

5) Using 1), 2) and 4) we obtain

D(D∆L(G)
2 + (D + 2)∆L(G))φ

= ∆L(G)φmφ∗φ

=
1
D

φ∆Gm̃mD(∆G + 2)

= φd1d2∆G(∆G + 2).
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Lemma 3.5. Let G be a bipartite graph. Then Spec(−∆G) is symmetric with
respect to 1, that is, 1 + µ ∈ Spec(−∆G) is equivalent to 1 − µ ∈ Spec(−∆G) for
any 0 ≤ µ ≤ 1.

Proof. Suppose 1 + µ ∈ Spec(−∆G); we can take a sequence {fn}n≥1 such that
‖fn‖ = 1 and ‖(−∆G − (1 + µ))fn‖ → 0 as n → ∞. Since G is bipartite, for each
fn, we can define another function by

f̃n =
{

fn on V1,
−fn on V2,

where V (G) = V1 ∪ V2. It is easy to see that ‖(−∆G − (1− µ))f̃n‖ → 0 as n →∞.
Then 1− µ ∈ Spec(−∆G).

Before proving Theorem 3.2, in the same manner as in Section 2, we decom-
pose `2(L(G)) into the direct sum of three closed subspaces. Let W1 = {f ∈
`2(G) ; −∆Gf = f}, W0 = W⊥

1 , and E1 = φ(W1). We put

`2(L(G)) = E0 ⊕ E1 ⊕ E2,

where E0 = φ(`2(G)) 	 E1, and E2 = (E0 ⊕ E1)⊥ is the orthogonal complement
of φ(`2(G)) in `2(L(G)). It is easy to check by using Lemma 3.4 that E0 = φ(W0)
and ∆L(G) leaves Ei’s invariant for i = 0, 1, 2.

Proof of Theorem 3.2. First we consider the spectrum of −∆L(G)|E0 . Put

λ± = λ±(µ) =
d1 + d2 ±

√
(d1 − d2)2 + 4d1d2µ2

2D
.(3.2)

For 0 < µ ≤ 1, let 1 + µ ∈ Spec(−∆G). (Note that also 1 − µ ∈ Spec(−∆G) by
Lemma 3.5.) Take a sequence {fn}n≥1 such that ‖(∆G + (1 + µ))fn‖ → 0 and
‖fn‖ = 1. By Lemma 3.4 5),

D2(∆L(G) + λ+)(∆L(G) + λ−)φ = d1d2φ(∆G + (1 + µ))(∆G + (1− µ)).(3.3)

It follows from (3.3) that (∆L(G) + λ+)(∆L(G) + λ−)φfn → 0 (n → ∞). Then if
(∆L(G) + λ∓)φfn is bounded from below, λ± ∈ Spec(−∆L(G)). Observe that by
Lemma 3.4 2),

〈(∆L(G) + λ−)φfn, φfn〉 = 〈m(∆G + 2)fn, (∆G + 2)fn〉 − λ+‖φfn‖2.
Since (∆G + (1 + µ))fn → 0 (n →∞), we have

‖D(∆L(G) + λ−)φfn‖2

= D2〈(∆L(G) + λ+)(∆L(G) + λ−)φfn, φfn〉
−D2(λ+ − λ−)〈(∆L(G) + λ−)φfn, φfn〉

= d1d2〈φ(∆G + (1− µ))(∆G + (1 + µ))fn, φfn〉
+D2(λ+ − λ−)

{
λ+‖φfn‖2 − 〈m(∆G + 2)fn, (∆G + 2)fn〉

}
= o(1) + D2(λ+ − λ−)

{
Dλ+(1− µ)‖fn‖2 − (1 − µ)2〈mfn, fn〉

}
,(3.4)

where o(1) is the function which tends to 0 as n →∞. In the same way, we obtain

‖D(∆L(G) + λ+)φf̃n‖2

= o(1) + D2(λ+ − λ−){(1 + µ)2〈mfn, fn〉 −Dλ−(1 + µ)‖fn‖2},(3.5)
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since (∆G + (1 − µ))f̃n → 0 (n → ∞) and |f̃n(x)| = |fn(x)| for any x ∈ V (G),
where f̃n is defined as in Lemma 3.5. Put

gn,± = gn,±(µ) = ±(Dλ±‖fn‖2 − (1 ∓ µ)〈mfn, fn〉)
and fn = fn,1 + fn,2 where

fn,1 =
{

fn on V1,
0 on V2,

fn,2 =
{

0 on V1,
fn on V2.

Then it is easy to see that

gn,± = ±[(Dλ± − (1∓ µ)d1)‖fn,1‖2 + (Dλ± − (1∓ µ)d2)‖fn,2‖2](3.6)

and gn,± ≥ 0 for any 0 ≤ µ ≤ 1. Moreover, we can check that if 0 < µ ≤ 1, there
exists δ = δ(µ) > 0 such that

gn,± ≥ δ‖fn‖2.

This implies that lim inf
n→∞ ‖D(∆L(G) + λ±)φfn‖ ≥ δ > 0. By Lemma 1.10, we get

λ± ∈ Spec(−∆L(G)|E0) and hence f
(d1,d2)
± (Spec∗(−∆G)) ⊂ Spec(−∆L(G)|E0).

Put H1 = W0, H2 = E0, L1 = h1(−∆G) and L2 = h2(−∆L(G)), where h1(x) =
d1d2x(2−x) and h2(x) = Dx((D +2)−Dx). It is easy to see that the assumptions
in Proposition 2.5 hold. Then by Proposition 2.5 and spectral mapping theorem
we obtain

h1(Spec(−∆G|W0)) = h2(Spec(−∆L(G)|E0))

and so Spec(−∆L(G)|E0) ⊂ h−1
2 ◦ h1(Spec∗(−∆G)) = f

(d1,d2)
± (Spec∗(−∆G)). Con-

sequently, we conclude that

Spec(−∆L(G)|E0) = f
(d1,d2)
± (Spec∗(−∆G)).

Next let us consider the spectrum of −∆L(G)|E1 . Let f ∈ W1. Then (∆G+1)f =
0 (µ = 0). When d1 6= d2, λ+ = d1

D , λ− = d2
D . Because of (3.4), (3.5) and (3.6), we

obtain

‖(∆L(G) + λ−)φf‖ = 0 ⇔ f |V2 = 0.

In the same way we have

‖(∆L(G) + λ+)φf‖ = 0 ⇔ f |V1 = 0.

And when d1 = d2 = d, λ± = d
D , and for any f ∈ W1

‖(∆L(G) + λ±)φf‖ = 0.

This implies the second part of the theorem.
Next let us consider −∆L(G)|E2 . Since φ∗F (x) = 0 for F ∈ E2,∑

r∈Nx

F (x, r) = 0 for any x ∈ V (G),
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and so

−∆L(G)F (x, y)

=
−1

d1 + d2 − 2

∑
r∈Nx

(F (x, r) − F (x, y)) +
∑

r∈Ny

(F (r, y)− F (x, y))


=

d1 + d2

d1 + d2 − 2
F (x, y).

Hence Spec(−∆L(G)|E2) = { d1+d2
d1+d2−2}. Moreover, it can be shown that E2 is infinite

dimensional in the similar way as in Section 2.

4. Subdivision graphs

We define the subdivision of a graph G. The subdivision graph S(G) of a graph
G is obtained from G by replacing each edge by a path of length 2, or equivalently,
by inserting an additional vertex into each edge of G (see Figure 4.1).

G

x w

y z

S(G)

(x,y)

(x,w)

(z,w)

(y,z)

(y,w)

x

y z

w

Figure 4.1. Subdivision.

Remark 4.1. The subdivision graph of a d-regular graph is (d, 2)-semiregular.

Then we can show the following theorem:

Theorem 4.2. Let d ≥ 3 and G be a d-regular graph. Let fS±(x) = 1±√1− x/2.
Then

Spec(−∆S(G)) = fS
−(Spec(−∆G)) ∪ {1} ∪ fS

+(Spec(−∆G))

where 1 is an eigenvalue with infinite multiplicity.

We identify V (S(G)) with the set V (G) ∪ V (L(G)). Then,

E(S(G)) = {(x, (x, y)
) ∈ V (G)× V (L(G)) ; y ∈ Nx in G}.

The Laplacian ∆S(G) is given by

∆S(G)F (x, y) =
1
2
(F (x) + F (y))− F (x, y),

∆S(G)F (x) =
1
d

∑
r∈Nx

F (x, r) − F (x).(4.1)

We remark that `2(S(G)) is identified with the direct sum `2(G) ⊕ `2(L(G)) and
so F ∈ `2(S(G)) can be regarded as F0 + F1 ∈ `2(G)⊕ `2(L(G)). Two operators φ
and φ∗ defined in (2.1) are also useful in this section.
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Lemma 4.3. Let φ and φ∗ be the same ones in (2.1). Let F = F0 + F1 ∈ `2(G)⊕
`2(L(G)) ∼= `2(S(G)). Then ∆S(G) has a matrix representation as follows:

∆S(G)

(
F0

F1

)
=
( −1 Cd

d φ∗
1

2Cd
φ −1

)(
F0

F1

)
,

where Cd =
√

d
2d−2 . Moreover,

(
∆2

S(G) + 2∆S(G)

)( F0

F1

)
=
(

1
2∆G 0

0 d−1
d ∆L(G)

)(
F0

F1

)
.

Proof. We note that suppF0 ⊂ V (G) and suppF1 ⊂ V (L(G)).

∆S(G)F (x) =
1
d

∑
r∈Nx

F (x, r) − F (x)

=
Cd

d
φ∗F1(x)− F0(x).

Similarly,

∆S(G)F (x, y) =
1
2
(F (x) + F (y))− F (x, y)

=
1

2Cd
φF0(x, y)− F1(x, y).

Then

∆S(G)

(
F0

F1

)
=
( −1 Cd

d φ∗
1

2Cd
φ −1

)(
F0

F1

)
,

and

∆2
S(G) =

( −1 Cd

d φ∗
1

2Cd
φ −1

)2

=
(

1 + 1
2dφ∗φ − 2Cd

d φ∗

− 1
Cd

φ 1 + 1
2dφφ∗

)
.

Hence using Lemma 2.4, we obtain

∆2
S(G) + 2∆S(G) =

(
1
2∆G 0

0 d−1
d ∆L(G)

)
.

Proof of Theorem 4.2. Let g(t) = −t2 + 2t. By the spectral mapping theorem and
Lemma 4.3, we have

g
(
Spec(−∆S(G))

)
= Spec

(
g(−∆S(G))

)
= Spec

(− (∆2
S(G) + 2∆S(G))

)
= Spec

(− 1
2
∆G

) ∪ Spec
(− d− 1

d
∆L(G)

)
= Spec

(− 1
2
∆G

) ∪ (Spec
(− 1

2
∆G

) ∪ {1}).(4.2)

We used Theorem 2.2 in the third equality. Since S(G) is bipartite, by the spectral
mapping theorem and Lemma 3.5, we obtain

Spec(−∆S(G)) = fS
−(Spec(−∆G)) ∪ {1} ∪ fS

+(Spec(−∆G))

where fS
± are two branches of the inverse of 2g.

By Proposition 2.7, the eigenspace of {1} (corresponding to { d
d−1} of −∆L(G))

is infinite dimensional.
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5. Para-line graphs

Let us define the para-line graph of a graph G. Given a graph G, insert two
vertices to each edge xy of G. Those two vertices will be denoted by (x, y), (y, x),
where (x, y) (resp. (y, x)) is the one incident to x (resp. y). We define the vertex
set and the edge set as follows:

V (p-L(G)) = {(x, y) ∈ V (G)× V (G) ; xy ∈ E(G)}.
E(p-L(G)) = {((x, w), (x, z)) ; (x, w), (x, z) ∈ V (p-L(G)), w 6= z}

∪{((x, y), (y, x)) ; xy ∈ E(G)}.
The resultant graph is called a para-line graph and denoted by p-L(G) (see Fig-
ure 5.1).

Remark 5.1. The para-line graph of a d-regular graph is d-regular and it can be
regarded as the line graph of the subdivision of a graph.

Then we can show the following theorem.

Theorem 5.2. Let d ≥ 3. Let G be a d-regular graph and p-L(G) its para-line

graph, and fp
±(x) =

(
d + 2±

√
(d + 2)2 − 4dx

)
/2d. Then

Spec(−∆p-L(G)) = fp
−(Spec(−∆G)) ∪ {1} ∪ fp

+(Spec(−∆G)) ∪ {d + 2
d

}

where 1 and d+2
d are eigenvalues with infinite multiplicity.

Now, by definition, V (p-L(G)) = {(x, y) ∈ V (G) × V (G) ; xy ∈ E(G)}. So, we
can regard `2(p-L(G)) as the space of square summable functions on the set above
and write down ∆p-L(G) as follows:

∆p-L(G)F (x, y) =
1
d

{∑
r∈Nx

(F (x, r) − F (x, y)) + (F (y, x)− F (x, y))

}
.

Proof of Theorem 5.2. We apply Theorem 3.2 to the subdivision of a d-regular
graph G.

We identify V (S(G)) with V (G) ∪ V (L(G)) as in the previous section. Put
V1 = V (G) and V2 = V (L(G)) in Theorem 3.2 and in this case d1 = d, d2 = 2 and
D = d.

Figure 5.1. Para-line graph.
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As mentioned in the introduction, by Remark 5.1 and Theorem 3.2, we have

Spec(−∆p-L(G))

= f
(d,2)
− (Spec(−∆S(G))\{1}) ∪ S ∪ f

(d,2)
+ (Spec(−∆S(G))\{1}) ∪ {d + 2

d
}

= f
(d,2)
−

(
fS
±(Spec(−∆G))

) ∪ S ∪ f
(d,2)
+

(
fS
±(Spec(−∆G))

) ∪ {d + 2
d

}

= fp
−(Spec(−∆G)) ∪ S ∪ fp

+(Spec(−∆G)) ∪ {d + 2
d

},

where S ⊂ f
(d,2)
± (1) = { d1

D , d2
D } = {1, 2

d}. It is easy to check that fp
± = f

(d,2)
± ◦ fS

±,
where f

(d,2)
± and fS± are the functions defined in Theorem 3.2 and Theorem 4.2. The

set S is not empty because the subdivision graph always has an eigenvalue {1}. So
all we have to do is to obtain the information of the support of an eigenfunction
for {1} of −∆S(G).

Since 1 is not an eigenvalue of − 1
2∆G by Remark 1.1, an eigenvalue {1} comes

only from − d−1
d ∆L(G) in (4.2), and hence the support of each eigenfunction for {1}

is contained in V2. Then, by Theorem 3.2, S = { d1
D } = {1}.
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