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The excitonic insulator is an electronically-

driven phase of matter that emerges upon the

spontaneous formation and Bose condensation of

excitons. Detecting this exotic order in candi-

date materials is a subject of paramount impor-

tance, as the size of the excitonic gap in the

band structure establishes the potential of this

collective state for superfluid energy transport.

However, the identification of this phase in real

solids is hindered by the coexistence of a struc-

tural order parameter with the same symmetry

as the excitonic order. Only a few materials are

currently believed to host a dominant excitonic

phase, Ta2NiSe5 being the most promising. Here,

we test this scenario by using an ultrashort laser

pulse to quench the broken-symmetry phase of

this transition metal chalcogenide. Tracking the

dynamics of the materials electronic and crys-

tal structure after light excitation reveals sur-

prising spectroscopic fingerprints that are only

compatible with a primary order parameter of

phononic nature. We rationalize our findings

through state-of-the-art calculations, confirming

that the structural order accounts for most of the

electronic gap opening. Not only do our results

uncover the long-sought mechanism driving the

phase transition of Ta2NiSe5, but they also con-

clusively rule out any substantial excitonic char-

acter in this instability.

The excitonic insulator (EI) is an elusive state of mat-
ter proposed theoretically in 1965 [1–3] and expected to
exhibit many unusual properties, such as superfluid en-
ergy transport [4], electronic ferroelectricity [5], and su-
perradiant emission [6]. In several ways the EI is analo-
gous to a conventional superconductor, but pairing in an
electron-hole rather than electron-electron channel. Sim-

ilar to a superconductor, the EI is a many-body effect
beyond the scope of non-interacting electron theory. Un-
like conventional superconductivity, the EI develops en-
tirely within the electronic subsystem, driven by electron-
electron interactions based on Coulomb repulsion rather
than phonon exchange. However, the EI instability has
the same symmetry as a structural phase transition, so
the EI and structural order parameters are in general
linearly coupled and occur together [7]. Because there is
no symmetry distinction, the question whether the tran-
sition is excitonic or structural in nature is necessarily
quantitative rather than qualitative, involving compari-
son of energy scales. A phase can be classified as pre-
dominantly excitonic on the basis of two theoretically-
defined criteria: (i) the instability occurs in the elec-
tronic subsystem alone, at fixed ionic positions [1, 2],
and (ii) the symmetry breaking leads to the emergence
of a pseudo-Goldstone collective mode (phason) with a
much smaller energy than the Higgs-like mode (see Sup-
plementary Note 1) [8].

There are only a few EI candidates, of which Ta2NiSe5
is one of the most extensively studied. Above a critical
temperature TC = 328 K, this material crystallizes in a
layered orthorhombic unit cell that consists of parallel
Ta and Ni chains (Fig. 1a). At TC , a second-order phase
transition lowers the crystalline symmetry to monoclinic
and the material simultaneously undergoes a semimetal-
to-semiconductor transition [9, 10]. Of note is the break-
ing of mirror symmetry [8, 11] and the development of
spontaneous strain below TC [11, 12]. In the semicon-
ducting phase, a gap opens in the electronic structure
[9, 13] and the valence band (VB) top acquires an M-
like flat shape around the Γ point of the Brillouin zone
[10, 14]. Since this band flattening is expected from the
Bogoliubov transformation for an electron-hole pair, it
has been quoted as evidence of an electronic origin for
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FIG. 1. Ta2NiSe5 and experimental methods. a, High-temperature orthorhombic crystal structure of Ta2NiSe5 showing
the layered nature of the system along the y axis and the quasi-one dimensional Ta- and Ni chains running along the x axis. The
TaSe6 octahedra and NiSe4 tetrahedra are represented in light-blue and pink, respectively. b, Calculated electronic structure of
Ta2NiSe5 in the low-temperature monoclinic unit cell along the X-Γ-X momentum direction (parallel to the Ta and Ni chains).
The electronic structure is computed using GW calculations. A bandgap opens in the single-particle band structure and its
lower value is close to the Γ point of the Brillouin zone (see Supplementary Note 7 for the details). The VB (CB) dispersions
acquire an M-like (W-like) shape around Γ, consistent with the dispersion found in experiments. c, Schematic of the trARPES
experiment. An ultrashort near-infrared pump pulse illuminates the sample and a delayed ultraviolet probe pulse photo-ejects
electrons at different energies and momenta. The photoelectrons are finally detected in a time-of-flight analyzer. d, Schematic
of the UED experiment performed in a transmission geometry. An ultrashort near-infrared pump pulse excites the sample and
a delayed electron pulse is diffracted by the specimen and captured by a CCD detector. The specimen is in the form of an
ultrathin flake deposited on a standard TEM Cu mesh.

the phase transition of Ta2NiSe5. In this scenario, the
changes in the lattice degrees of freedom accompanying
the electronic structure reconstruction are interpreted in
terms of linear coupling of the lattice to the putative EI
order parameter [8, 15]. Nevertheless, it is crucial to re-
mark that the opening of the hybridization gap and the
M-shaped dispersion could also follow from a fundamen-
tally distinct effect, the lowering of the crystal symme-
try alone [10, 16]. Under this circumstance, the primary
order parameter would be structural in nature, with rel-
evant consequences on the fate of the EI. Such an un-
derlying complexity in Ta2NiSe5 so far has posed signif-
icant challenges to disentangling different contributions

to the gap formation in experiments performed under
equilibrium conditions. This calls for the development of
advanced nonequilibrium schemes to separate the time
dependence of the electronic and structural components
of the instability [17–20], assessing their relative impor-
tance with the support of state-of-the-art computational
methods.

Here, we present an experimental study of quench dy-
namics aimed at uncovering the nature of the phase tran-
sition in Ta2NiSe5. The ultrafast destabilization of the
order parameter is imprinted on the material’s nonequi-
librium electronic structure, which we track via time- and
angle-resolved photoemission spectroscopy (trARPES,
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FIG. 2. Light-induced modification of the electronic structure. a,b Snapshots of the trARPES spectra along the kx
momentum direction and for kz = 0 Å−1. The data have been measured at 11 K with a probe photon energy of 10.75 eV
and an absorbed pump fluence of 0.4 mJ/cm2. (a) Snapshot before photoexcitation (t < 0). At the Γ point of the Brillouin
zone (kx = 0 Å−1), the flat anti-bonding VB is located around -0.16 eV, whereas the bonding VB appears around -0.65 eV.
(b) Snapshot measured at the maximum of the pump-probe response (t = 0.3 ps). Upon photoexcitation, the VB is depleted in
intensity and broadens significantly. Spectral weight is transfered above EF and accumulates close to Γ. c-f, Evolution of the
photoexcited state (at t = 0.3 ps) along kx at representative kz momenta, as indicated in the labels. Note that the color scale
is different from that of panels (a,b). The spectral weight above EF assumes a W-like shape consistent with the dispersion of
the CB. The VB and CB never crosses each other and thus the gap size remains finite in the whole kx-kz momentum space
around Γ. The white lines denote the energy-momentum dispersion calculated at the GW level (Fig. 1b). A rigid shift of
-84 meV has been applied to the VB to account for the underestimated gap resulting from the GW method. The calculated
dispersions have an excellent match with the experimental findings.

Fig. 1c). We observe that the electronic gap never col-
lapses upon intense photoexcitation even though the de-
pletion of the electronic states near the VB maximum is
strong; moreover, the dominant response proceeds over
a phononic rather than electronic timescale. The central
role of the crystal structure in the symmetry breaking is
confirmed by direct visualization of the lattice dynamics,
provided by ultrafast electron diffraction (UED, Fig. 1d).
Advanced first-principles calculations performed in the
realistic low-temperature unit cell clarify that the lead-
ing contribution to gap opening in Ta2NiSe5 is of struc-
tural origin, as encountered in phonon-driven displacive
transitions.

As a first step, we map the light-induced modifica-
tion of the electronic structure of Ta2NiSe5 via trARPES.
We drive the material deep in the low-temperature phase
(T = 11 K) with an intense near-infrared laser pulse that
rapidly changes the electronic distribution, in effect in-
creasing the electronic temperature (Te) to values well
above TC while keeping the lattice cold. The theoretical
estimates indicate that the carriers initially photoexcited
by the pump rapidly relax, leading to a nonequilibrium
distribution corresponding to a substantial depletion of
the VB edge states (see Supplementary Note 2). The
combination of a vacuum ultraviolet probe beam and
a time-of-flight electron analyzer allows us to access a
large portion of the Brillouin zone, elucidating how the

electronic gap reacts to photoexcitation along both kx,
the direction parallel to the chains in the orthorhombic
cell and kz, the one perpendicular to it. This feature is
crucial because the material’s electronic structure is not
purely one-dimensional, with the interchain coupling es-
tablishing a well-defined dispersion along kz [10]. If the
instability in Ta2NiSe5 was purely excitonic in nature,
our experimental protocol would lead to the observation
of a complete gap closure on an electronic timescale.

Figures 2a,b show snapshots of trARPES spectra along
kx for kz = 0 Å−1. At negative time delays (Fig. 2a),
the flat anti-bonding VB is observed around an energy
of -0.16 eV relative to the Fermi level (EF ) at the Γ
point, whereas the bonding VB appears at -0.65 eV [14].
Photoexciting electron-hole pairs with Te of several hun-
dred kelvins above TC induces a modification of the band
structure that is the strongest around 0.3-0.4 ps (Fig. 2b).
The flat VB is depleted in intensity and broadened sub-
stantially, but its peak energy remains nearly unchanged
at all momenta (see Supplementary Figure 5). This is
in stark contrast to the behavior observed in equilibrium
upon increasing the lattice temperature, which involves
a significant energy shift of the VB toward EF [10, 14].
Another important feature in the pump-probe spectrum
is found above EF , where spectral weight accumulates
around the Γ point. To investigate the nature of these
states, we acquire data at 0.3 ps with improved sensitivity
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FIG. 3. Role of the collective modes in the gap response. a, Map of the photoelectron intensity at the Γ point as
a function of energy and pump-probe delay. The data have been acquired at 14 K with a probe photon energy of 6.20 eV
and an absorbed pump fluence of 0.85 mJ/cm2. b, Excitation-density dependence rise of the photoelectron intensity response
at Γ (dotted lines). Fits to the experimental traces are overlapped in solid lines. The traces are selected at an energy of
-0.158 eV with respect to EF and averaged over an energy window of ±0.05 eV, as indicated by the dashed rectangle in
panel (a). c, Time dependence of the momentum-integrated photoelectron intensity in selected energy intervals referenced to
EF . Intensities are normalized to the average intensity I0 in the delay interval [-300,-50] fs; curves are offset for clarity and
smoothed. The energy interval over which the intensity is integrated is ±0.05 eV around the indicated energy. d, Oscillatory
component singled out from the temporal traces of panel (c) by subtracting the nonoscillatory transient. For visualization
purposes, the residuals have been multiplied by a factor of 5 and smoothed. e, Fourier transform analysis of the oscillatory
signal in (d). Four frequency components (labelled as I-IV) appear in the spectrum and they are identified as Raman-active
phonons of Ta2NiSe5. The corresponding frequencies detected in spontaneous Raman scattering [15] are indicated by orange
dots. f-g, Calculated eigenvectors of the dynamical matrix of Ta2NiSe5 corresponding to modes II and III, respectively. Violet
atoms refer to Ta, pink atoms to Ni, and blue atoms to Se. The phonon spectrum has been computed using DFT. To enhance
the visibility of the atomic motion, the amplitude is scaled by a factor of 8. h-i, Calculated electronic structure of Ta2NiSe5
displaced along the eigenvectors of the modes showed in panels (f-g). The dark blue lines refer to the electronic structure of
the initial (undisplaced, u = 0) low-temperature unit cell, whereas the light blue (organge) lines indicate the band structure
for positive (negative) displacements. The electronic structures are computed on the GW level of theory.

around EF and show them in Fig. 2c-f at representative
kz values. At kz = 0 Å−1 and an energy of ∼50 meV
(Fig. 2c), we observe an upward-dispersing band with a
characteristic W shape, which we identify as the lowest
conduction band (CB). While the exact estimate of the
final gap size is hindered by the experimental resolution,
the relevant aspect for our discussion is that the gap along
kx remains open. Direct inspection of the snapshots si-
multaneously taken at finite kz (Fig. 2d-f) confirms that

the VB and CB never cross each other throughout the
two-dimensional momentum space around Γ. We remark
that this behavior occurs in the presence of a clear sep-
aration between the electronic and lattice temperatures,
differing from the response observed when the lattice is
also transiently heated above TC [21, 22].

To elucidate whether the electronic or ionic degrees of
freedom control the dynamics, we measure the trARPES
signal with a high time resolution setup. Figure 3a dis-
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FIG. 4. Direct visualization of the structural dynamics. a, Static electron diffraction pattern of Ta2NiSe5 taken at room
temperature and with electrons at an energy of 26 kV. Inset: electron micrograph of the UED sample taken at 120 kV, showing
nanoscale needle-like morphology. Though all needles are aligned along the a-axis, their b- and c-axis differ, resulting in peaks
observed out of the [010] zone axis; some of these peaks are labeled. b, Photoinduced change of the integrated diffraction
intensity, normalized to its value before excitation. The absorbed fluence is 0.1 mJ/cm2. Intensity values are taken as the
average between (200) and (2̄00) peaks. The fitted curve (solid line) shows a fast drop with τ1 = 0.32 ± 0.18 ps and a slow
decay of τ2 = 26 ± 1 ps. c, Time evolution of the monoclinic distortion angle β, shown in panel (a), upon photoexcitation.
While the sensitivity of the UED setup is not sufficient to resolve the pump-induced change, the angle never reaches the 90◦

value associated with the orthorhombic unit cell. Qualitatively similar data were measured at 77 K and 295 K.

plays the energy distribution of the photoemission inten-
sity around Γ (integrated over ±0.05 Å−1 in the kx-kz
plane) as a function of pump-probe delay. Tracking the
evolution of the VB intensity at different pump fluences
(Fig. 3b) allows us to observe a response that is complete
within ∼0.3-0.4 ps, a timescale longer than our instru-
ment response function. This behavior is incompatible
with the very short timescale (i.e. few fs, see Supple-
mentary Note 5) that characterizes the plasma-induced
screening of the Coulomb interaction. The latter effect
plays an important role in the bandgap renormalization
of conventional semiconductors and, in the case of a
model two-band EI, it is expected to modify the excitonic
gap amplitude on timescales of 10-100 fs [23, 24]. Direct
inspection of our raw data and a combined analysis of the
VB amplitude, broadening, and peak position indicates
that plasma screening in Ta2NiSe5 provides only a small
contribution to the gap renormalization compared to the
phenomenon evolving on the slower timescale. The same
analysis suggests that the dominant process involves the
emission of optical phonons, a behavior usually observed
in materials with a gap of structural origin [17, 25, 26]. To
assess the validity of this scenario, we search for an unam-

biguous signature of strongly-coupled phonon modes in
Ta2NiSe5. Figure 3c displays the momentum-integrated
photoemission response as a function of time at repre-
sentative energies of -0.05 eV and -0.08 eV. Both curves
refer to the upper edge of the VB and show the pres-
ence of oscillations in the photoemission intensity due
to coherent phonons. Subtracting the multi-exponential
background from the data of Fig. 3c allows us to iso-
late the signal of the collective response (Fig. 3d). The
residuals reveal that the coherent phonon oscillations al-
ready emerge during the rise of the pump-probe signal,
confirming that the maximum gap response is locked to a
phononic timescale. Applying a Fourier filter to the sig-
nal of Fig. 3d yields the frequency spectrum of Fig. 3e.
The peaks (labelled as I-IV) match the frequencies of
four Raman-active phonons previously observed in other
ultrafast studies [15, 22, 27–29]. The sharp lineshape of
mode II deserves special attention, as this is a charac-
teristic fingerprint of the monoclinic phase of Ta2NiSe5
(see Supplementary Note 6). It indicates that the crys-
tal maintains the low-temperature structure even if the
electronic distribution becomes strongly nonequilibrium,
another feature incompatible with a symmetry breaking
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of purely excitonic origin.

To verify the inhibition of the monoclinic-to-
orthorhombic transition, we directly visualize the evo-
lution of the crystal structure through UED (details are
given in the Methods). Figure 4a shows a static electron
diffraction pattern of Ta2NiSe5 in the monoclinic phase,
featuring two peaks at (±2, 0, 0). In Fig. 4b, we track
the change in the diffraction intensity upon photoexci-
tation. We observe a signal that drops promptly and is
followed by a slow evolution that marks the rise of lat-
tice heating after ∼1 ps. Upon accounting for the instru-
ment response function, we find that the initial sub-ps de-
crease is resolution-limited and indicates the immediate
emission of multiple phonons (some of which revealed by
trARPES) which redistribute intensity from Bragg reflec-
tions to elsewhere in the Brillouin zone. We then monitor
how the β angle associated with the monoclinic distor-
tion reacts to the sudden increase of Te. The results show
that β remains rather constant in time (Fig. 4c), never
reaching the value of 90◦ expected for the orthorhombic
cell. Although the sensitivity offered by our UED appa-
ratus is not sufficient to resolve the small pump-induced
change of β (within a scale of 0.014◦), we can firmly es-
tablish that the structural transition never occurs at all
time delays.

The presented data show that in Ta2NiSe5 the elec-
tronic distribution changes substantially and suddenly,
the electronic gap remains open at all time delays, and
the crystal retains its monoclinic structure. These results
indicate that the material’s instability is driven mostly by
phonons and not by a pure EI order of electronic origin.

In the following, we rationalize these findings by per-
forming state-of-the-art calculations based on DFT and
its Hartree-Fock-like generalizations. As a first step, we
establish the crystal structure that is favored at low tem-
perature by relaxing the material’s unit cell. We find
that this structure is monoclinic, in agreement with pre-
vious results [10, 12, 16]. We also study how the low-
symmetry distortion reacts to an increase in Te by intro-
ducing a finite Fermi smearing in the Brillouin zone inte-
grations. We observe that the electron heating does not
remove the monoclinic distortion even at Te≫TC , consis-
tent with our experimental findings of Fig. 3e and Fig. 4c.
The amplitude of the distortion is gradually reduced, al-
beit never to zero. Already at this stage, we could con-
clude that the orthorhombic-to-monoclinic transition is
primarily driven by ion dynamics, and not by excitonic
effects.

We then examine the evolution of the electronic struc-
ture as the lattice is varied between the orthorhombic
and monoclinic phases. To capture the electronic struc-
ture in the monoclinic phase, DFT alone is not suffi-
cient, as the standard functionals routinely yield severely
underestimated gaps and inaccurate band dispersions in
semiconductors. Nevertheless, this fact is not related to
any EI physics and stems from an incomplete descrip-

tion of the long-range exchange interaction in DFT [30].
One can circumvent this problem by including the lowest-
order correction in the screened electron-electron inter-
action. This is the essence of the so-called GW method,
which largely improves the description of semiconduc-
tors [31]. Importantly, this method does not account for
any ladder-diagrammatic effects (such as the EI order)
and thus can serve as a crucial test for the EI hypoth-
esis in Ta2NiSe5. We compute the material’s electronic
structure at the GW level in the monoclinic unit cell
and show the results in Fig. 1b (details are given in
the Methods and in Supplementary Note 7). We observe
that the monoclinic distortion alone profoundly affects
the electronic structure, changing it from semimetallic to
semiconducting. Specifically, a hybridization gap opens
around the Γ point, its size being half of the experimen-
tal value [9]; the change in structure also leads to large
systematic changes in band offsets, with CBs moving up
in energy with respect to VBs. Further corrections in
the description of the screening and the inclusion of the
electron-phonon coupling would likely refine the gap size
to larger values. More importantly, along kx the top-
most VB acquires an M-like flat shape and the lowest
CB develops a W-like structure, both consistent with
the experimental dispersions (as shown by the white lines
overlapped to the experimental data of Fig. 2c). These
shapes are expected when two intersecting electron and
hole bands hybridize, with the degree of flattening set by
the strength of the hybridization potential. Starting from
this electronic structure, we establish how it evolves upon
increasing Te. There are two mechanisms through which
electron heating can modify the GW gap: (i) Screening of
the long-range exchange interaction, which proceeds on
the electronic timescale set by the plasma frequency, and
(ii) the dependence of the structural distortion (involving
the monoclinic angle and the internal displacements) on
Te, an effect that evolves on phononic timescales. At our
values of Te, the former mechanism has a small impact
on the electronic structure of Ta2NiSe5, consistent with
our experimental findings (see Supplementary Note 7D).
In contrast, a small decrease in the monoclinic distor-
tion would cause a larger shrinkage of the GW gap [32].
In our trARPES data, the phononic timescale associated
with the largest gap response reinforces the idea that the
dynamics is governed by a small reduction of the struc-
tural distortion. During this time, the electron-phonon
coupling plays a key role in equilibrating the electron
and the ion subsystems. We can quantify this coupling
for each of the coherent phonons emerging in trARPES
by computing the GW band structure while statically
displacing the ions along the mode coordinates [33]. Fig-
ures 3f-i show representative results for modes II and III.
In agreement with the experiment, our calculations show
that the VB undergoes a substantial modulation around
Γ, confirming a strong deformation potential coupling be-
tween the low-energy electronic states and the atomic
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displacements. Such deformation potential coupling in-
volves, together with band offsets, strong changes in band
hybridization.

In conclusion, our joint experimental-theoretical study
excludes the scenario wherein the instability in Ta2NiSe5
has a dominant (or even substantial) EI nature. Rather,
the electronic gap in the material can be best described
as a one-electron hybridization gap driven by ion-ion
interactions, with the possible addition of a small sec-
ondary EI order. In such conditions, the phason of the
EI (if present) would be pinned at the high energy scale
of the structural gap, hindering dissipationless transport
and excitonic superfluidity even upon application of in-
tense external stimuli [8]. While our calculations (as
well as those in Ref. [16]) predict that a zone-center
soft phonon leads to a quadrupolar order below TC , only
high-resolution structural probes will clarify the lattice
dynamics responsible for the symmetry breaking. Indeed,
anharmonic effects beyond the perturbative approach can
also conspire to trigger the phase transition, making the
experimental identification of the relevant phonon more
challenging. Irrespective of the detailed mechanism at
play, we believe that our study reconciles the controver-
sial results obtained experimentally on Ta2NiSe5 since its
discovery in 1985 [34]. We envision that the strategy pre-
sented here will serve as a general protocol to establish
the role of the crystal structure in future candidate EIs.

METHODS

Sample growth and preparation

Single crystals of Ta2NiSe5 were synthesized by chem-
ical vapour transport. Elemental powders of Ta, Ni, and
Se were mixed with a stoichiometric ratio and sealed
into an evacuated quartz tube (∼1×103 Pa) with a small
amount of I2 as transport agent. The mixture was sin-
tered under a temperature gradient of 950/850◦C. After
sintering for 1 week, needle-like single crystals grew at
the cold end of the tube.

For the trARPES experiment, the single crystals were
directly glued on a copper holder using silver epoxy,
in order to ensure a good thermal contact in the
cryostat. For the UED experiments, an ultramicro-
tome fitted with a diamond blade was used to cleave
a single crystal of Ta2NiSe5 along the ac plane, pro-
ducing thin flakes with an approximate dimension of
600µm × 50 nm × 200µm. Flakes were scooped from
water onto standard transmission electron microscopy
(TEM) copper grids (300 lines/inch). The TEM grids
were clamped to a copper holder that ensures good ther-
mal contact. Sample characterization was done by a com-
mercial TEM (Tecnai G2 Spirit TWIN, FEI) with a 120-
kV electron beam energy.

Time- and angle-resolved photoemission

spectroscopy

The Ta2NiSe5 single crystals were cleaved at 10-14 K
under ultra-high-vacuum conditions (<1×10−10 torr).
Systematic trARPES data were reproduced on a total
of ten samples using two different laser schemes. The
first scheme used a setup based on an amplified Yb:KGW
laser system operating at 100 kHz (PHAROS SP-10-600-
PP, Light Conversion). Details are reported in Ref. [35].
In brief, the laser ouput (with pulses centered around
1.19 eV) was split into a pump and probe beams. The
pump beam was directed into an optical parametric am-
plifier (ORPHEUS, Light Conversion) to produce a near-
infrared pulse at 1.55 eV. The probe pulse was frequency
tripled to 3.58 eV and directed into a hollow fiber filled
with Xe gas (XUUS, KMLabs). Here, pulses centered
around 10.75 eV were obtained through nonlinear con-
version of the 3.58 eV beam. The resulting vacuum ul-
traviolet pulse was passed through a custom-built grat-
ing monochromator (McPherson OP-XCT) to minimize
pulse width broadening and enhance throughput effi-
ciency. Finally, the probe was focused onto the sample
with an in-plane polarization state perpendicular to the
Ta and Ni chains. The temporal resolution of the setup
was 230 fs, while the energy resolution was 43 meV. The
second laser scheme consisted of an amplified Ti:Sapphire
system (Wyvern, KMLabs), emitting ultrashort pulses
around 1.55 eV and at a repetition rate of 30 kHz. A
portion of the output beam was used directly as the near-
infrared pump pulse at 1.55 eV, whereas the ultraviolet
probe was obtained by frequency-quadrupling the laser
fundamental photon energy to 6.20 eV. The probe light
polarization state was set to circular. The overall time
resolution was ∼160 fs (see Supplementary Note 3), while
the energy resolution was 31 meV.

A time-of-flight analyzer (Scienta ARTOF 10k) was
used to acquire the transient band structure of Ta2NiSe5
in the two-dimensional kx-kz plane around the Γ point
of the Brillouin zone without rotating the sample or the
detector. The pump beam was incident on the sample at
an angle of ∼45◦ and its polarization could be set pre-
cisely to either S or P with respect to the incident plane.
The sample was oriented such that S polarization had
a pure in-plane electric field component perpendicular to
the chains (Ein ‖ c), while P polarization had an in-plane
component parallel to the chains (Ein ‖ a) and an out-
of-plane component perpendicular to the sample surface
(Eout ‖ b). The position of EF was carefully calibrated
for each sample by acquiring the steady-state ARPES
spectrum of an auxiliary Bi2Se3 single crystal.
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Ultrafast electron diffraction

The 1.19 eV output of an amplified Yb:KGW laser sys-
tem (PHAROS SP-10-600-PP, Light Conversion) operat-
ing at 100 kHz was split into pump and probe branches.
The pump beam was focused onto the sample, while
the probe beam was frequency quadrupled to 4.78 eV
and focused onto a gold-coated sapphire in high vacuum
(<4×10−9 torr) to generate photoelectrons. These elec-
trons were accelerated to 26 kV in a dc field and fo-
cused with a solenoid before diffracting from Ta2NiSe5
in a transmission geometry. Diffracted electrons were
incident on an aluminum-coated phosphor screen (P-
46), whose luminescence was recorded by an intensified
charge-coupled device (iCCD PI-MAX II) operating in
shutter mode. The temporal resolution was 0.8 ps (see
Supplementary Note 3). We calculated the β angle by
fitting the positions of the (200), (-200) and (004) Bragg
peaks, which allows for the determination of the recipro-
cal unit vectors [100] and [001]. Small detector aberra-
tions resulted in a β angle of ∼90.4◦, slightly deviating
from the 90.57◦ reported previously [12]. The experi-
ments were performed at 77 K and 300 K.

First-principles calculations

All ab initio calculations were performed using the Vi-
enna Atomistic Simulation Package (VASP) implement-
ing the projected augmented wave (PAW) method [36].
The DFT structural relaxation using the vdw-opt88-
PBE functional (know to correctly describe both van
der Waals and regular interactions) resulted in the mon-
oclinic structure characteristic of the low-temperature
phase of Ta2NiSe5. The relaxation was performed on
a 24×4×6 k-mesh with a 460 eV cutoff. We obtained
the lattice parameters a = 3.517 Å, b = 12.981 Å,
and c = 15.777 Å, and unit cell angles α = 90.005◦,
β = 90.644◦, and γ = 89.948◦. Note that this struc-
ture has a small triclinic distortion, but it is very close
to the monoclinic one, as analyzed in the Supplemen-
tary Note 7. This structure agrees, within our numerical
accuracy, to the monoclinic C2/c cell measured in exper-
iments [11, 34] and in agreement with the findings of Ref.
[16].
DFT band structure calculations were performed on

a 16×4×4 k-mesh using the standard Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional [37].
Afterwards, the GW bands were calculated on top of
DFT at the G0W0 level with a 12×4×2 k-mesh. We
used a 100 eV cutoff for the calculation of the random-
phase approximation (RPA) polarizability and we in-
cluded 1086 conduction bands and 160 frequencies for the
calculation of the screened interaction. For the analysis
of the electronic temperature effect on the band struc-
ture, we performed G0W0 calculations with the parame-

ters reported above on top of DFT calculation with the
PBE functional. A Fermi smearing for different temper-
atures was set for the self-consistent cycle. This allowed
us to have a depletion of the top valence bands and fi-
nite occupation of the bottom conduction bands, which
in turns affected the G0W0 corrections as discussed in the
text. The complete electronic structure analysis is given
in Supplementary Note 7C,D.
The computation of the phonon dispersion and eigen-

modes was performed on a 4×4×3 k-mesh with a 4×2×1
supercell. The analysis of the phonon modes was per-
formed with the Phonopy package [38]. To analyze the
effect of representative phonon modes on the electronic
bands, we performed G0W0 calculations as described
above, but with the atomic positions displaced along the
phonon eigenmodes by an amount equal to ±

√

〈r2〉T=0K,
with 〈r2〉T=0K being the amplitude of the zero-point os-
cillation of this mode. Similar calculations were repeated
at different temperatures. More details are provided in
Supplementary Note 7E,F.

DATA AVAILABILITY

The data that support the findings of this study are
available from the corresponding author upon reasonable
request.

SUPPLEMENTARY INFORMATION

Supplementary Information is available for this paper.
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SUPPLEMENTARY NOTE 1: FATE OF THE

EXCITONIC INSULATOR IN THE PRESENCE

OF PHONONS

In this section, we discuss the fate of the phason of
an EI state in the two limiting cases where the transi-
tion is driven either by an electronic instability or by a
structural instability. A detailed analysis of an EI cou-
pled to a phonon was recently published [39]; here, as
a reference for the rest of the paper, we provide a sim-
plified analysis and a more general perspective. Starting

from a simple two band model of an EI, the order pa-
rameter is given by the hybridization between the two

bands ∆(x) =
〈

c†1(x)c2(x)
〉

, where c†1(x) creates an elec-

tron in band 1, c2(x) annihilates an electron in band 2,
and 〈...〉 indicates the expectation value. The structural
instability is described by an optical phonon coordinate
Xphon. One can then derive a low-energy effective the-
ory from this microscopic model. Using the symmetry
of the phonon and the excitonic order parameter and ex-
panding in the lowest order terms of the relevant fields
(which should be justified not too far from the transition
temperature TC), we obtain the Lagrangian

L =

∫

d2x

(

−1

2
∆∗∂2

t∆+
ξ

2
∆∗∂2

x∆−Mphon
Xphon∂

2
tXphon

2
− V (Xphon,∆)

)

, (1a)

V (Xph.,∆) =
r

2
|∆|2 + g

4
|∆|4 + λXphon

(∆ +∆∗)

2
+

κ

2
X2

phon +
u

4
X4

phon +
v

2
X2

phon|∆|2, (1b)

where Mphon is the ionic mass associated with the
phonon. The quartic terms g, u, v > 0. The quadratic
coefficients in the potential, r and κ, respectively drive
the excitonic and structural instability as they approach
zero. Here, for simplicity, we neglect the U(1) symmetry
breaking that, as noted by Mazza et. al. [8], is intrinsic
to solid-state realizations of the EI phenomenon, on the
grounds that this symmetry breaking is very small in
practice. In the dynamics, we neglect dissipative terms
arising from particle-hole excitations. As pointed out
by Pekker and Varma [40], in this case the lowest-order
time-derivative term for the order parameter is second
order due to particle-hole symmetry. The theory is
thus valid only for frequencies less than twice the
quasiparticle gap. Finally, λ couples the two modes
linearly.

A. Phase diagram

For λ = 0, the above problem factorizes into a
U(1) × Z2 symmetry sector. The phase diagram for
this case is presented in Fig. S1a and it comprises four
distinct phases: i) r > 0 , κ > 0, with no symmetry break-
ing, ii) r < 0, κ > 0, an EI phase with U(1) symmetry
breaking, iii) r > 0 , κ < 0, a phase with Z2 symmetry
breaking in the form of a structural phase transition, and
iv) r < 0, κ < 0, with both U(1) and Z2 symmetry break-
ing. However, for λ > 0, the U(1) symmetry of the elec-
tron system is explicitly broken by linear coupling to the
phonon, and all three symmetry-broken phases for λ = 0
merge into a single phase of spontaneous Z2-symmetry
breaking (shown in Fig. S1b). First, we express the or-
der parameter in terms of its real and imaginary parts:

∆ = ∆1+ i∆2. Then, due to the presence of the phonon,
we can set ∆2 = 0 and find the minimum of ∆1. The
resulting equations are

r∆1 + g∆3
1 + λXphon + vX2

phon∆1 = 0, (2a)

κXphon + uX3
phon + λ∆1 + vXphon∆

2
1 = 0. (2b)

For small λ, we can perturbatively find the correction to
the phase diagram near the two extreme scenarios |r| ≪1,
κ > 0 (corresponding to an electronically-driven transi-
tion) and |κ| ≪1, r > 0 (corresponding to a structurally-
driven transition):

i) for |r| ≪ 1 and k > 0: Xphon ≈ −λ
κ∆1 and

∆2
1 = −

(

r − λ2

κ

)

/
(

g + v λ2

κ2

)

,

ii) for |κ| ≪ 1 and r > 0: ∆1 ≈ −λ
rXphon and

X2
phon = −

(

κ− λ2

r

)

/
(

u+ v λ2

r2

)

.

In both limits the transition occurs at r = λ2/κ, which
defines the new phase transition boundary. In both cases
the transition corresponds to a Z2-type of symmetry
breaking.

B. Phason dispersion

When the excitonic order parameter and the phonon
fields are linearly coupled as in equation (1), there is no
rigorous symmetry distinction between different types of
symmetry breaking. Furthermore, since the continuous
U(1) symmetry is reduced to the Z2 symmetry, there may
not be a gapless Goldstone mode [8, 24, 41]. However,
as discussed in detail in Ref. [39], the phason dispersion
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FIG. S1. Phase diagram of the EI-phonon coupled

system. a, Phase diagram without coupling of electrons to
phonons (λ = 0). In this case, there is a U(1) symmetry
in the electronic sector and a Z2 symmetry in the structural
sector which can be broken independently leading to four dis-
tinct phases. b, Phase diagram with finite electron-phonon
coupling (λ > 0). U(1) symmetry is explicitly broken by lin-
ear coupling to the phonons, leading to the three symmetry-
broken phases to merge into only one Z2 phase. The pur-
ple dots signify the two limiting cases where the transition is
driven by the excitonic order parameter or the crystal struc-
ture.

should give indications of the leading mechanism of insta-
bility. In particular, when λ is small and the transition is
primarily driven by the excitonic part of the model, there
are pseudo-Goldstone modes, i.e. modes with a non-zero

but small gap that may be understood as arising from
the proximity of the U(1) symmetry. This is analogous
to chiral quantum chromodynamics, where small mass of
π mesons can be understood from the perspective of the
proximity of the model to the full chiral symmetry [42].
From the Lagrangian in equation (1), the energy of the
phason in the symmetry broken phase is given by

ω2
phas(q) =

λ|Xphon|
|∆1|

+ ξq2. (3)

In the electronically-driven scenario, ω2
phas(q = 0) ≈

λ2/κ. For small λ, this is a pseudo-Goldstone mode,
i.e. a remnant of the massless Goldstone mode in
the U(1) theory that has been gapped by interactions
with phonons. On the other hand, in the case of a
structurally-driven transition, ω2

phas(q = 0) ≈ r and the
energy of the phason is as high as that of the amplitude
(Higgs) mode.

C. Other collective modes

In this paragraph, we compute the dispersion of the
remaining Higgs mode and phonon mode, which are now
coupled. This is done by expanding the Lagrangian in
equation (1) around the mean-field expectation value,
|∆| = ∆0+δ∆ and Xphon = 〈Xphon〉+u to quadratic or-
der in the fluctuations. This derivation assumes that the
mode energies are less than the quasiparticle gap, so that
damping by particle-hole pairs need not be considered.

L =
1

2

∫

ddx
(

δ∆ u
)

(

−∂2
t − r + 3g∆2

0 + v 〈Xphon〉2 + ξ∂2
x λ+ 2v 〈Xphon〉∆0

λ+ 2v 〈Xphon〉∆0 −Mphon∂
2
t − κ− 3u 〈Xphon〉2 − v∆2

0

)(

δ∆
u

)

(4)

In the frequency-momentum basis, the equations of mo- tion are given by

(

ω2 − r − 3g∆2
0 − v 〈Xphon〉2 − ξk2 −λ− 2v 〈Xphon〉∆0

−λ− 2v 〈Xphon〉∆0 −Mphonω
2 − κ− 3u 〈Xphon〉2 − v∆2

0

)(

δ∆
u

)

= 0 (5)

The dispersion relation of the collective modes can be found by solving the secular equation

∣

∣

∣

∣

(

ω2 − r − 3g∆2
0 − v 〈Xphon〉2 − ξk2 −λ− 2v 〈Xphon〉∆0

−λ− 2v 〈Xphon〉∆0 −Mphonω
2 − κ− 3u 〈Xphon〉2 − v∆2

0

)
∣

∣

∣

∣

= 0, (6a)

(ω2 − C1(k
2))(ω2 − C2)− C3 = 0, (6b)

where C1(k
2) = r + 3g∆2

0 + v 〈Xphon〉2 + ξq2, C2 =
κ+3u〈Xphon〉

2+v∆2

0

Mphon
and C3 =

(λ+2v〈Xphon〉)
2

Mphon
. The
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two collective mode energies are expressed as

ω2
1,2 =

C1(q
2) + C2

2
±

√

(C1(q2)− C2)2 − 4C2
3

2
. (7)

Taking the limit of a weakly-coupled system (where λ is
small but finite), the two modes are ω2

1,2 = C1,2(q
2).

Approaching the phase boundary either from the
electronically-driven direction (|r| ≪ 1, κ > 0) or the
structurally-driven direction (|κ| ≪ 1, r > 0), we find
that there is one mode in each case that goes to zero at
the transition, either the amplitude mode or the phonon
mode respectively, while the other modes’ frequency is
hardly affected by the transition. A detailed account of
the influence of these modes on the linear and nonlinear
optical response is given in Ref. [39].

SUPPLEMENTARY NOTE 2: TRANSIENT

ELECTRONIC DISTRIBUTION AND LATTICE

TEMPERATURE

A. Transient electronic distribution

In this section, we estimate the electronic temperature
(Te) and other properties of the nonequilibrium electron
distribution induced by the pump in Ta2NiSe5, following
arguments previously given in related contexts [43, 44].
Since the crystals have a thickness larger than 1 mm (i.e.
orders of magnitude larger than the penetration depth of
the pump pulse), we assume that there is no transmis-
sion of the pump beam through the sample. Therefore,
the pump energy that is not reflected at the sample sur-
face is absorbed. Relying on the optical properties of the
material and the experimental parameters, we can esti-
mate the absorbed fluence for every measurement per-
formed. For example, when our pump photon energy is
Ωpump = 1.55 eV and the light beam is polarized parallel
to the material’s c-axis, we have that the reflectance at
11-14 K is R = 0.455 [45, 46]. Thus, for an incident flu-
ence of 1.56 mJ/cm2, the corresponding absorbed fluence
is 0.85 mJ/cm2. We can estimate the energy density ab-

sorbed to be Ev = 65 meV per formula unit. Since each
absorbed photon creates a particle-hole pair at energy
1.55 eV, we estimate that the pump produces a density
of npump ≈ 0.04 pairs per formula unit. At the minimum
fluence used in our trARPES experiments the absorbed
fluence is ∼0.4 mJ/cm2, corresponding to an energy of
about 30 meV per formula unit, and for the UED exper-
iments the absorbed fluence used is ∼0.1 mJ/cm2 cor-
responding to an energy of about 7.6 meV per formula
unit.
The initial dynamics is entirely within the electronic

subsystem, whose energy is thus conserved. Solution
of the quantum Boltzmann equation in related con-
texts [43] indicates that the distribution thermalizes on
a very short (few fs) timescale while conserving the num-
ber of electron-hole pairs. Then, over a longer (10-
50 fs) timescale, an inverse Auger process [44] down-
scatters a carrier from the high energy tail of the dis-
tribution thereby lowering the temperature while creat-
ing a particle-hole pair. The result of this process is an
intermediate-time distribution characterized by a lower
temperature and a higher density of particle-hole pairs,
both determined by balancing Auger and inverse Auger
processes. This distribution then loses energy to the lat-
tice on phonon-timescales and the density also recom-
bines at a yet slower rate both from Auger and multi-
phonon processes. We may estimate the density of pairs
in the intermediate time state by equating the Auger
up and down scattering and assuming that the energy
is the same as the initial energy. Following Ref. [43],
by making a dynamical mean-field-like approximation in
which the momentum dependence of the scattering rate
is averaged over, and taking the CB and VB densities
of states to be the same so the electrons and holes have
the same distribution functions and in steady-state the
same chemical potential. The amplitude for the Auger
upscattering (one particle at high energy E1 + E2 + E3)
to one particle E1 plus an across bandgap excitation of
one particle at E2 and one at E3) is then proportional to
f(E1+E2+E3)(1−f(E1))(1−f(E2))(1−f(E3)) where f
is the distribution function, while the downscattering is
proportional to f(E1)f(E2)f(E3)(1− f(E1 +E2 +E3)).
Equating the up and down scattering gives

∫

(dk1)(dk2)(dk3) [f(E1)f(E2)f(E3)(1− f(E1 + E2 + E3))] = (8)

∫

(dk1)(dk2)(dk3) [f(E1 + E2 + E3)(1− f(E1))(1− f(E2))(1− f(E3))]

where (dk) is the appropriate integration measure in
momentum space. We assume that the distributions are
Fermi functions and that, in the presence of the gap ∆,

the energy dispersion is E =
√

ε2k +∆2, and the density
of states ν(ε) =

∫

(dk)δ(ε− εk) is constant and identical

for the CB and VB. We define the fugacity ζ = e
µ−∆

T ,
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F (mJ/cm2) E (meV/fu) nss T (K) VB edge occ

0.85 (trARPES, Fmax) 65 0.12 1600 0.75
0.40 (trARPES, Fmin) 30 0.07 1200 0.82

0.10 (UED) 7.6 0.020 700 0.92

TABLE S1. Energy, number of excited electrons per formula
unit, temperature, and occupancy of state at VB edge for
pseudoequilbrium distribution generated by electron equili-
bration at fluences used in experiment

find the ζ(β) that yields the desired energy density E as-
suming E = 2

∫

(dk)Ef(Ek) (the 2 is from summing over
electrons and holes) and then find the β that solves Eq. 8.
Using ∆ = 0.15 eV and a density of states per formula
unit ν = 2/eV , we find the results presented in Table S1.

B. Transient lattice temperature

In this paragraph, we estimate the maximum transient
lattice temperature that can be reached in Ta2NiSe5 after
photoexcitation. We rely on the simple thermodynamic
expression

Q =

∫ TL,fin

TL,in

mC(T )dT (9)

where Q is the absorbed heat from a single laser pulse,
m is the illuminated mass, C(T ) is the temperature-
dependent specific heat, TL,in is the initial equilibrium
temperature and TL,fin is the final lattice tempera-
ture. We calculate m through the material density
ρ = 7.72 g/cm3 and the illuminated sample volume
V . Finally, we rely on the temperature dependence of
the heat capacity, as measured in Ref. [9]. For the
trARPES experiments (where TL,in = 14 K), at the
largest absorbed fluence of 0.85 mJ/cm2 the calculation
yields a maximum TL,fin = 210 K, which lies well be-
low TC = 328 K. For the UED experiments (where TL,in

is either 77 K or 295 K), the calculation yields a maxi-
mum TL,fin of 89 K or 302 K for the absorbed fluence of
0.1 mJ/cm2. Both values lie again below TC .

SUPPLEMENTARY NOTE 3: TIME

RESOLUTION IN THE EXPERIMENTAL

SETUPS

Here, we estimate the time resolution of our trARPES
and UED setups. For trARPES, Fig. S2 shows two
temporal traces at energies of -0.16 eV (orange dots)
and -0.23 eV (blue dots), referenced to EF . The time
resolution is extracted from the fast rise appearing in
the temporal trace at -0.23 eV, which is assumed to be
time-resolution limited and therefore follows the cross-
correlation between the pump and the probe pulses.
Specifically, the value of 160 ± 30 fs is obtained by fit-
ting the derivative of the trace at -0.23 eV around zero

time delay with a Gaussian function; the temporal resolu-
tion is taken as its full-width-at-half-maximum (FWHM).
Given this instrumental resolution, the rise time of the
trace at -0.16 eV is therefore not resolution limited and
involves a phenomenon rising with a ∼150 fs timescale.
As such, the temporal trace reaches its minimum value
around 0.3-0.4 ps. This slow response is consistent with
that reported in previous trARPES transient reflectivity
experiments [15, 27, 28, 47, 48].
For UED, we determine the temporal resolution by us-

ing a Bi film whose response to photoexcitation is known
and fast [49]. Tracking the evolution of the most intense
Debye-Scherrer ring (Fig. S3a), we model the fast lattice
response by an exponential function convolved with a
Gaussian kernel (Fig. S3b). The temporal resolution of
0.8 ± 0.1 ps is taken as the fitted FWHM of the Gaussian
function.
All time traces of our trARPES and UED experiments

are fit with a model function composed of two exponen-
tial functions. The first captures the fast initial response
and the second describes the slower relaxation dynamics.
Specifically, the function is

f(t) =
{

Θ(t− t0) ·
[

A1

(

1− e−(t−t0)/τ1
)

+

A2

(

1− e−(t−t0)/τ2
)]}

∗ G(w), (10)

where t is the pump-probe delay time, t0 is the time
zero when the pump and probe pulses maximally overlap

6420

Delay time (ps)

I 
(a

.u
.)

E - E
F
 = -0.16 eV

E - E
F
 = -0.23 eV

FIG. S2. Temporal resolution in the Ti:Sapphire-based

trARPES measurement. Temporal traces selected at the
energies of -0.16 eV (orange dots) and -0.23 eV (blue dots),
referenced to EF . The solids lines are fit to the data. The
overall time resolution can be estimated 160 ± 30 fs, corre-
sponding to the first rise of the trace at -0.23 eV. The data
have been acquired at 14 K using the 6.20 eV probe trARPES
scheme and an absorbed fluence of 0.85 mJ/cm2.
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FIG. S3. Temporal resolution in the UED measure-

ment. a, Static diffraction pattern at room temperature of
a 35 nm Bi film, which was deposited on a 10 nm-thick sili-
con nitride window via electron beam evaporation. The three
most prominent Debye-Scherrer rings are labeled. b, Pho-
toinduced change in the (110) ring intensity, normalized to
its value before photoexcitation. Data was taken at 295K,
with a repetition rate of 1 kHz and incident pump fluence of
0.54mJ/cm2. Following Ref. [49], the instrumental temporal
resolution is determined by fitting the raw data (red circles)
with an exponential decaying function (time constant 150 fs,
red curve) convolved by a Gaussian kernel. The temporal
resolution, 0.8 ± 0.1 ps, is taken as the fitted FWHM of the
Gaussian function.

in time, Θ(·) is the Heaviside step function, ∗ denotes
convolution, and G(w) is a normalized Gaussian function
with FWHM w, where w is the instrumental temporal
resolution. The fitting parameters are t0, A1,2, and τ1,2.

SUPPLEMENTARY NOTE 4:

ENERGY-MOMENTUM DISPERSION

In this section, we focus on the electronic structure
measured in our trARPES experiments. Figure S4 shows
representative constant-energy cuts of the data acquired
before photoexcitation (t < 0) at 11 K with a probe

photon energy of 10.75 eV. These data show the VB
structure in the kx-kz momentum space, where kx de-
notes the direction parallel to the Ta and Ni chains in
the orthorhombic cell and kz the one perpendicular to
the chains. The energy, referenced to EF , at which each
constant-energy map is cut is indicated in the labels. In
particular, Fig. S4a corresponds to the upper part of the
VB and exhibits an anisotropic hole-like pocket centered
around the Γ point of the Brillouin zone. Increasing the
binding energy (Fig. S4b-d) gives access to a rich pattern
of bands, in agreement with previous static ARPES data
[10, 50]. Therefore, our results in equilibrium are consis-
tent with the band structure known from the literature
of Ta2NiSe5. Similar results were obtained in the mea-
surements with the 6.20 eV probe scheme, albeit over the
narrower kx-kz range expected from this photon energy.

Figure S5 shows the energy distribution curves (EDCs)
along kx, as obtained from the spectra in Fig. 2a,b be-
fore time zero and at the maximum signal response. As
discussed in the main text, we observe that the dominant
effect of photoexcitation on the VB is the modification
of its intensity and width at all momenta. On the other
hand, its peak position is barely affected by photoexci-
tation. Figure S5c shows the energy-momentum disper-
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sion before time zero and around the maximum signal
response, as obtained from tracking the VB peak energy
at different momenta in the explored range. We observe
that at this time delay the VB peak is shifted toward
higher binding energy in the momentum region where
the VB is flat, whereas no sizeable changes are detected
on the wings of the band. This momentum dependence
demonstrates that the detected shifts are not caused by
a change in the workfunction of Ta2NiSe5. In Supple-
mentary Note 5C, we show how the intensity, width, and
peak position of the VB vary as a function of time.

Finally, in Fig. S6 we display trARPES snapshots ob-
tained with improved sensitivity around EF at 11 K. The
snapshot in panel (a) shows the data acquired before pho-
toexcitation (t < 0) and kz = 0.0 Å−1, whereas panels
(b-e) represent an enlarged version of Fig. 3c-f and are
obtained at t = 0.3 ps after photoexcitation with an ab-
sorbed pump fluence of 0.4 mJ/cm2. As underlined in
the main text, in Fig. S6a we observe only the flattened
VB around the Γ point of the Brillouin zone. Pump-
ing out of equilibrium (Fig. S6b-e) leads to the appear-
ance of an upward-dispersing CB with the characteristic
W-like shape expected from band hybridization and our
ab initio calculations in the monoclinic phase (see Fig.
1b and Supplementary Note 7). As mentioned above,
the VB undergoes depletion and broadening, but no dis-
tortions of its shape are found compared to the spectra

before photoexcitation. This is unlike the equilibrium
case above TC , at which the gap collapses and the two
bands intersect, losing their hybridized M-like and W-
like shapes [10]. The bottom of the CB lies around 50
meV above the chemical potential, indicating that the
latter is pinned closer to the CB minimum than the VB
maximum. This aspect is consistent with the conclu-
sions of scanning tunneling spectroscopy (STS) data [13],
although the size of the electronic gap in that equilib-
rium study (300 meV at 78 K) is larger than the elec-
tronic gap found by us and the optical gap measured by
spectroscopic ellipsometry (∼200 meV at 10 K) [9, 45].
In Supplementary Note 7D we explain this discrepancy
quantitatively by noting that the STS data have been
obtained on a sample with a monoclinic angle β = 92.5◦

that is much larger than the one expected in the mon-
oclinic phase (90.5◦-90.6◦) [11, 34]. As such, the STS
gap increases compared to the gap of a crystal with the
nominal β angle. In our trARPES data, the uncertainty
provided by the energy resolution and the simultaneous
presence of a photoinduced carrier density does not al-
low us to extrapolate an absolute value for the gap size in
equilibrium conditions. We can only establish that, close
to the Γ point of the Brillouin zone (kx ∼ ±0.05 Å−1,
kz ∼ ±0.00 Å−1), the gap size lies in a range between
180 meV and 210 meV even if Te is well above TC by
several hundred kelvins. This observation allows us to ex-
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with a probe photon energy of 10.75 eV and an absorbed pump fluence of 0.4 mJ/cm2.

clude the scenario in which the gap opening in Ta2NiSe5
has a dominant (or even substantial) EI nature. The
consequence of this observation on the fate of the EI or-
der parameter and its collective modes is explained in
Supplementary Note 1.

SUPPLEMENTARY NOTE 5: ORIGIN OF THE

RISE TIME IN THE TRARPES DATA

In order to determine the origin of the rise time in
the trARPES data of Fig. 3a-c, we examined several
physical processes. Relying on this analysis and on the
direct observation of phonon oscillations on the rise of
the response (Fig. 3d and Fig. S8), we conclude that

the rise time is phononic in nature.

A. Screening of the Coulomb interaction

First, we consider a scenario in which the photoex-
cited carrier density creates a transient metallic state
that screens the electron-hole Coulomb interaction. This
process is present in all materials and lies at the ori-
gin of the so-called bandgap renormalization observed
in standard band semiconductors [51]. In the case of
a pure EI (defined as a material whose gap is solely
driven by an excitonic instability), this mechanism ac-
quires special importance: indeed, increasing Te ≫ TC

is expected to cause a collapse of the excitonic gap. In
the following, we investigate this scenario in detail rely-



ing on our band structure calculations (Supplementary
Note 7). We determine the plasma frequency ωp (i.e.
the relevant parameter governing the screening dynam-
ics) along the three crystallographic directions as a func-
tion of the Fermi energy. We use the standard procedure
of averaging the squared Fermi velocity over the Fermi
surface. The result is then convoluted with the Fermi
function corresponding to the Te reached in our trARPES
experiment (see Supplementary Note 2). We obtain that
ωp,a = 2.07 eV, ωp,b = 0.28 eV, and ωp,c = 0.59 eV, along
the a, b, and c crystallographic axes, respectively. These
values imply that the screening time τscr is on the order
of 2-15 fs, which is significantly faster than the timescale
discussed in this paper.
Another way to estimate τscr is through the simplified

formula [17]

τscr = 2π

√

ǫ0ǫopt
e2

m∗

ηnph
, (11)

where η is the quantum efficiency, nph is the photoex-
cited carrier density, m∗ is the carrier effective mass, and
ǫopt is a non-resonant dielectric constant that accounts
for the background polarizability of the valence electrons
(i.e. the real part of the dielectric function at optical
frequencies). Substituting the relevant parameters
for Ta2NiSe5 [45] and assuming that η = 1 yields a
fluence-dependent rise time of the order of τscr ∼ 10 fs.
These results are very robust with respect to the choice
of the effective dielectric constant accounting for the
material’s anisotropy and the carriers’ effective mass.
Therefore, the estimate is in agreement with the more
refined ab initio calculation given above and confirm
that screening of the Coulomb interaction (and bandgap
renormalization due to an increase of Te) cannot explain
the dominant response observed in our trARPES data.

B. Quasiparticle avalanche multiplication

Since a putative EI bears similarities with a supercon-
ductor, we also consider the processes typically observed
in the nonequilibrium response of superconductors pho-
toexcited with photon energies much larger than the gap
size. The generally-accepted picture for describing the
initial ultrafast dynamics of a superconductor involves
the process of quasiparticle avalanche multiplication [52–
54]. In this mechanism, a photon with energy exceeding
the superconducting gap creates a particle-hole pair in
the material. This particle-hole pair then loses its en-
ergy very rapidly through avalanche scattering with high-
energy bosons within 0.1 ps, creating a large nonequilib-
rium boson population in the process. A subset of bosons
has an energy exceeding the superconducting gap and
the condensate is depleted by absorbing energy from the
hot bosonic bath. In most superconductors, the bosons
have been identified as high-energy phonons, but contri-

butions from spin excitations have also been proposed
[55]. The number of quasiparticles created per absorbed
photon can be approximately evaluated by the ratio be-
tween the initial photon energy and the superconduct-
ing gap [52]. The quasiparticles recombine again and a
bottleneck establishes, with the high-energy bosons be-
ing in quasi-equilibrium with the quasiparticles. In cer-
tain parameter regimes, this phenomenon can lead to the
depletion of the superconducting condensate within 0.5-
1 ps, causing the slow rise of the (optical or photoemis-
sion) pump-probe response [53, 54, 56]. Together with
the high-energy bosons, in the avalanche multiplication
also low-energy bosons are emitted. However, these do
not have enough energy to contribute to the condensate
vaporization.

In order for the quasiparticle avalanche multiplication
to govern the rise-time of the pump-probe response, we
have to assume that, after photoexcitation, hot phonons
are emitted with an energy exceeding the size of the
single-particle gap. In Ta2NiSe5, the ∼180-300 meV gap
[9, 13, 45] is too large to account for a quasiparticle
avalanche multiplication process, as the maximum
phonon energy at the Γ point of the Brillouin zone is
∼37 meV [15, 57]. Therefore, it is highly unlikely that
multi-phonon excitation processes from the photogener-
ated electron-hole pairs can be responsible for the VB
delayed response. Moreover, the direct visualization
of the low-energy dynamics in the VB supports this
interpretation, as no significant variation of the VB
response time with increasing fluence is observed in
Ta2NiSe5.

C. Phonon occupation

In this section, we correlate the slow rise time in the
VB response to the buildup of the phonon occupation.
Specifically, we disentangle the contributions of the elec-
tronic and phononic degrees of freedom to the VB renor-
malization and show that phonons play the most signif-
icant role in the observed dynamics. To this aim, we
extract quantitative information on the time evolution
of the VB response by fitting the EDCs with a phe-
nomenological model based on a Lorentzian function and
a background. To maintain high time resolution, we fo-
cus on the data measured with the 6.20 eV probe beam,
shown in Fig. S7a,b for representative time delays. The
time evolution of the relevant VB parameters (amplitude,
FWHM, and peak position) extracted from the Lorentz
fit are shown in Fig. S7c-e. We observe that the VB
amplitude (Fig. S7c) drops upon photoexcitation with
a finite rise time, reaching its minimum value around
0.4 ps and recovering with an biexponential behavior
(with timescales of ∼1.7 ps and ∼20 ps). The ampli-
tude signal measures the depletion dynamics of the VB
after the arrival of the pump pulse. The delayed rise
and subsequent recovery indicates that the photoexcited
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holes (which are initially created with a high excess en-
ergy inside the VB) cool down toward the VB edge in
0.4 ps through the emission of optical phonons and re-
combine following two distinct decay processes. There-

fore, we attribute the timescale of 0.4 ps to the opti-
cal phonon-mediated intraband cooling dynamics of the
holes. The time evolution of the VB FWHM (Fig. S7d)
quantifies the change of the imaginary part of the self-
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FIG. S8. Coherent phonons on the rise of the response.

Time dependence of the momentum-integrated photoelectron
intensity around an energy of a, -0.05 eV and b, -0.08 eV,
referenced to EF . The energy interval over which the intensity
is integrated around the specified energy is ±50 meV. The
residual from a multiexponential fit to the data is shown in
each panel. The fit function is displayed as an orange curve.
For visualization purposes, the data have been smoothed and
the residuals have been multiplied by a factor of 2.

energy in the single-particle spectral function describing
the system. Upon photoexcitation, the VB broadens al-
most by a factor of 2 within 0.4 ps and then relaxes to
a rather constant value for tens of picoseconds. The ini-
tial rise can be ascribed to the increase in the scattering
processes with the optical phonons emitted in the cool-
ing dynamics, whereas the constant plateau is reached
when acoustic phonons start to dominate the scattering
processes (with the carriers lying close to the band edges
and undergoing recombination). This picture is consis-
tent with the interpretation provided to the dynamics of
the VB amplitude (Fig. S7c). Finally, Fig. S7e shows
the time evolution of the VB peak energy. Contrary
to the response of the VB amplitude and FWHM, the
VB peak energy responds promptly to photoexcitation
with a small increase of ∼3 meV that is complete around
0.1 ps (blue shaded area in the graph). This change is
followed by a decrease of ∼8 meV, which is maximum

around 0.4 ps (red shaded area in the graph). The subse-
quent dynamics is characterized by a long recovery. Note
that the first increase is not an artifact of the fit, since
it mimics the resolution-limited rise found in our raw
data (see Fig. S2). We attribute this rise to the pro-
cess of bandgap renormalization driven by the increase
of Te (i.e. in the electronic screening described in Sup-
plementary Note 5A), a process that is immediate with
photoexcitation [58, 59]. As mentioned above, while this
process is present in all semiconductors [51], it acquires
particular relevance in the case of a pure EI (defined as
a material in which the entire hybridization gap is exci-
tonic in nature). In such a pure EI, under our experi-
mental conditions, the gap would undergo complete clo-
sure within the electronic timescale set by this screening
process. In contrast with this scenario, we observe that
the electronic screening in Ta2NiSe5 is small even when
Te ≫ TC (as shown in Fig. 2a,b) and for all time de-
lays during which the carriers persist in the bands. This
finding is consistent with the results of our first-principles
calculations in Supplementary Section 7D. Therefore, the
fact that the gap size remains finite at all time delays
even if Te ≫ TC indicates a significant contribution of
the structural degrees of freedom behind gap formation
in Ta2NiSe5. Along this line, we ascribe the second ef-
fect contributing to the gap variation (i.e. the one that is
complete within 0.4 ps) to the buildup of the maximum
occupation for the strongly-coupled optical phonons par-
ticipating in the monoclinic distortion (which is still ro-
bust under our experimental conditions, as illustrated in
Supplementary Note 7B). Also this scenario finds agree-
ment with our description of the VB amplitude (Fig. S7c)
and FWHM (Fig. S7d) dynamics.

SUPPLEMENTARY NOTE 6: ANALYSIS OF THE

COLLECTIVE MODES IN THE TRARPES DATA

In this section, we discuss the features in our trARPES
data that indicate that in photoexcited Ta2NiSe5 the
crystal remains in the same ground state structure at
all time delays. We focus on the four frequency compo-
nents that appear in the Fourier transform of Fig. 3e.
These correspond to Raman-active phonons that are ex-
cited coherently via an impulsive/displacive-type gener-
ation mechanism [60]. These modes have been studied
with a variety of steady-state [11, 15, 27, 61] and time-
resolved [15, 22, 27–29] methods. It was found that mode
II is characterized by a very narrow lineshape in the
low-temperature phase of Ta2NiSe5 [15] and undergoes
a substantial broadening as the temperature approaches
TC [11]. This is also confirmed by its apparent disappear-
ance in time-domain data measured above TC [15, 27] and
its overdamped nature observed in spontaneous Raman
scattering experiments [62]. Therefore, the long coher-
ence time (and sharp linewidth) detected in our data of
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Fig. 3e is consistent with a scenario in which the crystal
remains in the low-symmetry unit cell. This conclusion
may be also supported by the presence of mode IV (at
∼3.7 THz) in our spectra. Previous studies found that
below TC this mode lies in the vicinity of another phonon
at 4.0 THz [27, 61]. Both modes broaden and merge with
increasing temperature and only one of them appears to
persist above TC . Therefore, it is not yet clear which
mode (either the 3.7 THz or the 4 THz) is a characteris-
tic phonon of the low-temperature phase of Ta2NiSe5.
More refined resonant Raman scattering experiments
with polarization selectivity and high energy resolution
are needed to establish which mode disappears in the
high-temperature orthorhombic phase. This aspect ac-
quires particular importance in connection to the phonon
calculations we present in Supplementary Note 7E. Our
computation establishes that the soft phonon that drives
the structural phase transition re-establishes around 3.5
and 4.0 THz in the low-temperature phase. In any event,
for the sake of the current discussion, the sharp line-
shape of mode II is a characteristic fingerprint of the
low-temperature monoclinic structure of Ta2NiSe5, indi-
cating the inhibition of the structural phase transition
upon increase of Te. This finding is confirmed by the di-
rect visualization of the monoclinic distortion (β) angle
as a function of time in UED (Fig. 4c) and expected from
theoretical considerations (see Supplementary Note 7B).
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FIG. S9. Fit to the UED temporal response. Photoin-
duced change of the integrated diffraction intensity at room
temperature, normalized to its value before excitation. The
absorbed fluence is 0.1 mJ/cm2, corresponding to Te ∼ 380 K.
Intensity values are taken as the average between (200) and
(2̄00) peaks. Fit to the temporal trace using a one-exponential
decay (orange line) and a two-exponential decay (blue line)
functions, both convoluted with a Gaussian function that ac-
counts for the time resolution of the experiment. The ex-
tracted timescales are indicated on the figure. Only the use
of a two-exponential decay function captures the correct zero
time delay of the response and the fast initial decay.

SUPPLEMENTARY NOTE 7:

FIRST-PRINCIPLES CALCULATIONS

In this Supplementary Note, we discuss the results of
our systematic ab initio calculations.

A. Relaxation of the unit cell

Starting from the orthorhombic input geometry
[63, 64], we perform full structure relaxation of the
lattice symmetry, cell volume, and atomic coordi-
nates. We include van der Waals forces using the
vdW-opt88-functional [65, 66] and proceed with two
different structural relaxation methods: (i) by im-
posing the orthorhombic symmetry, representative of
the high-temperature phase, and (ii) by allowing for
a symmetry-free full relaxation, which results in a
monoclinic cell associated with the low-temperature
phase. The relaxed angles for the latter read α = 90.005◦,
β = 90.644◦, and γ = 89.948◦. We note that the obtained
monoclinic symmetry has a small triclinic distortion,
with an angle α = 90.005◦. These results agree with the
low-temperature structure determined experimentally,
in which the β angle is between 90.53◦ and 90.69◦

[11, 34]. The slight deviation of the α angle from 90◦

would remain below the resolution of most experimental
methods for structural characterization. Finally, the lat-
tice constants for the orthorhombic cell after relaxation
are a = 3.512Å, b = 12.971Å, c = 15.778Å, while for the
monoclinic cell are a= 3.517Å, b= 12.981Å, c= 15.777Å.

B. Effect of Te on the structural distortion

In this section, we provide an approximate estimate
of the effect that Te has on the structural distortion.
We perform a series of calculations in which we vary the
Fermi smearing on the electronic eigenvalues. To quan-
tify this effect, we adapt the following algorithm. First,
the structure is optimized using the given Fermi smear-
ing and the given density functional. Then, we use the
spglib library [67] to find a structure with the orthorhom-
bic symmetry Cmcm. Next, using the maise library [68],
we calculate the statistical distance between the original
and the symmetrized structure, defined as

dab = 1− cab/
√
caacbb. (12)

In this expression, cab reads

cab =
∑

ij

∫

Ra
ij(r)R

b
ij(r)dr, (13)

where Rij(r) is the standard radial distribution function
(RDF) for specific ionic species (in our case i = {Ni, Ta,
Se}, which yields a total of 6 RDFs).
In order to estimate the effect of the choice of the den-

sity functional, we perform Density Functional Theory
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FIG. S10. Release of the monoclinic distortion upon

increase of Te. Distance between the calculated monoclinic
structure and the nearest orthorhombic structure, evaluated
as a function of Te. In the computation, we used two different
density functionals: PBE (blue symbols) and SCAN (orange
symbols). The lines are fits to the standard mean-field be-

havior, dab(Te) = d(0)
√

tanh(Tc/Te)− 1, where TC = 328 K.

(DFT) calculations using the Perdew-Burke-Ernzerhof
(PBE) functional [69] and the Strongly-Constrained and
Appropriatly-Normed (SCAN) functional [70]. The re-
sults are shown in Fig. S10. While the zero-temperature
structures hardly depend on the choice of the functional,
SCAN leads to about twice as high temperatures for the
structural instability. The main message of these results
is that the structure remains monoclinic even at very
high Te, and the degree of monoclinic distortion depends
of Te. For the fluences used in the UED experiment,
we see no change in the monoclinic β angle within our
resolution (Fig. 4c in the main text). This observation
suggests that the SCAN functional may provide a more
realistic description of the structural distortion release
than the PBE functional. However, a quantitative
comparison is hindered by the errors associated with the
experimental estimate of the absorbed fluence and the
evaluation of Te (see Supplementary Note 2).

C. Electronic structure at zero temperature

To investigate the effect of the structural distortion on
the electronic structure of Ta2NiSe5, we perform DFT
calculations for both the high-temperature orthorhom-
bic and the low-temperature monoclinic structures. Af-
ter completing the structural relaxation with the vdw-
opt88-PBE functional [65, 66], we calculate the two elec-
tronic structures with the PBE functional on a 16×4×4
k-mesh. The resulting band structures are shown in
Fig. S11. We observe that the material is semimetallic in
the orthorhombic phase, in agreement with previous re-
sults [71]. In the orthorhombic structure, the VB and CB
belong to two different irreducible representations of the
crystal structure and no hybridization gap can be opened.
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FIG. S11. DFT band structure calculations. Electronic
structure of Ta2NiSe5 calculated on the DFT level by using
the PBE functional. a, The band structure in the orthorhom-
bic lattice symmetry is semimetallic in nature. b, The band
structure in the monoclinic lattice symmetry has a semicon-
ducting character. This indicates that the structural transi-
tion alone opens a sizeable bandgap already on the level of
standard DFT functionals. A similar effect was found using
the modified Becke-Johnson functional.

This is why, in earlier studies on Ta2NiSe5 [71], the VB
and CB of the orthorhombic phase were shifted artifi-
cially to account for the opening of a finite gap. Here in-
stead we show, consistent with recent works [10, 16], that
performing the DFT calculations in the realistic mono-
clinic unit cell yields an indirect bandgap of 41 meV, since
the VB and CB can lead to a finite hybridization gap in
the lower-symmetry structure. Therefore, the structural
phase transition alone causes bandgap opening and the
material turns into a small-gap semiconductor. More-
over, already at the DFT level, the VB acquires an M-
like dispersion around the Γ point of the Brillouin zone,
similar to the experimental findings [10, 14]. In contrast,
the CB dispersion does not accurately describe the mea-
sured one. Similar results are found by using different
DFT functionals (e.g., the modified Becke-Johnson func-
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tional). We will discuss this aspect in a separate long pa-
per [72]. In summary, our results demonstrate that the
change in crystal structure alone (i.e. without the need
of including more refined approximations for the elec-
tronic correlations) is sufficient to turn Ta2NiSe5 from a
semimetal into a small-gap semiconductor.

For a more accurate description of the electronic
structure, we account for many-body corrections within
the G0W0 method [31]. This level of theory neglects
vertex-corrections for the self-energy and terminates
after one cycle of Hedin’s equations. It has been proven
to refine the description of the band structures of semi-
conductors while being still affordable computationally
[74]. We perform the calculations in the monoclinic cell
of Ta2NiSe5 using a PBE-functional calculation as a
starting point. The resulting band structure is shown
in Fig. 1b in the main text. We observe that the gap
reaches a value of 90 meV, with the VB maximum and
CB minimum slightly shifted along the Γ-X direction
of the Brillouin zone. Spectroscopic ellipsometry ex-
periments showed that the optical gap size at 10 K is
∼200 meV [9, 45], which is about twice the gap we find
at the GW level. STS data reported the equilibrium
electronic gap to be ∼300 meV [13]. However, we note
that in Ref. [13] the value of the β angle is not close
to 90.5◦-90.6◦ value observed by diffraction techniques
[11, 34], but it is 92.5◦. To investigate the discrepancy
between the reported equilibrium gaps, we iterate our
GW calculations for different monoclinic angles and find
that the quasiparticle gap becomes larger with increasing
β. Relying on this trend, we can extrapolate the value
of the STS gap for the monoclinic angle expected for
Ta2NiSe5. The final extrapolated gap is 165 meV. Thus,
the 90 meV gap estimated in our GW calculations for
the ideal β = 90.644◦ is a factor of 1.8 smaller than
the experimental value. Further corrections in the
description of the screening and the inclusion of the
electron-phonon coupling in the GW calculations would
refine the gap size to larger values. The latter is already
indicated by the frozen-phonon calculations we present
in Supplementary Note 7F, where the most strongly-
coupled mode driving the orthorhombic-to-monoclinic
transition provides a 10 meV increase of the gap size.
The systematic dependence of our G0W0 calculations
on the initial conditions will be also described in the
separate paper [72]. Besides the actual value of the
gap, the most important feature obtained in our GW
calculations is the M-like (W-like) band dispersion that
the VB (CB) acquires. This aspect is relevant because
this characteristic dispersion has often been quoted in
the literature as the fingerprint of the EI instability.
In contrast to this scenario, the GW method does not
account for any ladder-diagrammatic effects such as the
EI order and demonstrates that the structural degrees
of freedom play a crucial role in determining the M-like
(W-like) band flattening.
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FIG. S12. Effect of Te on the electronic structure.
a, Electronic structure of Ta2NiSe5 calculated on the GW
level as a function of Te (indicated with different color coding
as specified in the label). b, Dependence of the size of the
direct bandgap on the Te. The gap shrinks compared to the
equilibrium value for Te<2500 K and starts to increase from
the minimum value reached at Te>2500 K. This behavior is
consistent with the bandgap renormalization known in semi-
conductor physics [73]. The calculations do not account, in
principle, for the EI instability.

D. Effect of Te on the electronic structure

As anticipated in Supplementary Note 5, a pure EI
(where the whole gap is opened by excitonic interactions)



should respond to an increase of Te ≫ TC by showing
complete closure of the gap. The origin of this effect
lies in the screening of the Coulomb interaction caused
by the photoexcitated carrier density (and therefore by
Te). This mechanism is also present under the name of
bandgap renormalization in standard band semiconduc-
tors [51], where the electronic structure is renormalized
by the presence of a carrier population inside the bands.
In this case, the bandgap typically shrinks at low car-
rier densities and increases at sufficiently high ones [73].
In nonequilibrium experiments, bandgap renormalization
manifests itself promptly with photoexcitation because it
is an electronic process in nature, governed by the plasma
frequency. In our experimental data, we observe the gap
size to respond promptly to photoexcitation (Supplemen-
tary Note 5C and Fig. S7e), but this effect is small com-
pared to that caused by the structural degrees of free-
dom. As such, the gap of Ta2NiSe5 size remains large
at all time delays, in contrast to the scenario expected
for a pure EI. In this section, we investigate theoretically
how the electronic structure of the monoclinic phase of
Ta2NiSe5 changes upon an increase of Te and quantify
the strength of carrier-induced screening effects.

We perform GW calculations by assuming a thermal-
ized distribution of electrons (holes) in the CB (VB), set
through the Fermi-Dirac distributions for different val-
ues of Te around a value of EF that is determined self-
consistently. Specifically, we set a Fermi smearing cor-
responding to different values of Te (spanning the range
0-8000 K) at the beginning of the self-consistent DFT
calculations. Afterwards, we perform G0W0 calculations
on top of such DFT ground states. The results are shown
in Fig. S12a for representative value of Te.

We observe that at Te comparable to those produced
by photoexcitation in our experiments (< 1160 K,
see Supplementary Note 2), the band structure of
Ta2NiSe5 displays a very small modification. The most
pronounced change occurs at the top of the VB, where
the M-like shape is slightly released and a more flattened
dispersion develops. At high momenta, no variation in
the dispersion occurs. Only when Te > 4000 K (i.e.
for unrealistic Te in experiments, as they lie above the
damage threshold of the material), the band structure
renormalizes in a significant way. One important effect
is that the temperature-corrections are quite anisotropic
and larger for the CB than the VBs. We also study how
the direct bandgap of Ta2NiSe5 reacts to the increase
in Te (Fig. S12b). We see that at low values of Te

(0 < Te < 1160 K), the gap shrinks by a small amount
(5-27 meV). At Te ∼ 2500 K, the gap reaches its min-
imum value and at higher Te an opposite trend starts,
consistent with the well-known temperature-dependent
bandgap renormalization effect of standard semiconduc-
tors [73]. Finally, we remark that in our calculations the
chemical potential for a given temperature is fixed by
the Fermi Dirac distribution, while in the experiments

the slight doping of the samples makes the chemical
potential pinned closer to the CB [13]. By considering
all these aspects, we can rationalize the prompt response
of VB top observed in our trARPES experiments.

E. Phonon energy-momentum dispersion

Since our experimental results point toward a sub-
stantial contribution of the lattice degrees of freedom
in the phase transition of Ta2NiSe5, here we investigate
the lattice dynamics in the material’s orthorhombic and
monoclinic unit cells using Density Functional Pertur-
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FIG. S13. Phonons in Ta2NiSe5. Phonon energy-
momentum dispersion curves calculated in the a, orthorhom-
bic and b, monoclinic cell. Two modes acquire a negative (i.e.
imaginary) frequency in the orthorhombic structure around
the Γ point of the Brillouin zone, which indicates that these
phonons are soft modes of the high-temperature unit cell of
Ta2NiSe5. The modes reappear in the phonon dispersion of
the low-temperature monoclinic cell around a frequency of
3.5-4 THz.
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FIG. S14. Effect of the phonon displacements on the electronic structure. a-d, Calculated eigenvectors of the
dynamical matrix of Ta2NiSe5 corresponding to modes (a) I, (b) II, (c) III, (d) IV of Fig. 3e. Light-blue atoms refer to Ta, pink
atoms to Ni, and dark blue atoms to Se (see the legend in Fig. 3 in the main text). The phonon spectrum has been computed
using DFT. To enhance the visibility of the atomic motion, the amplitude is scaled by a factor of 8. The electronic structure of
Ta2NiSe5 displaced along the eigenvectors of each modes is also shown. The dashed grey lines refer to the electronic structure
of the initial (undisplaced) low-temperature unit cell, whereas the orange (blue) solid lines indicate the band structure for
positive (negative) displacements. The electronic structures are computed on the GW level of theory.

bation Theory [75] with the vdw-opt88-PBE functional
[65, 66]. The calculated phonon dispersions are displayed
in Fig. S13. In the orthorhombic structure (Fig. S13a)
we observe two phonon modes with imaginary fre-
quency, in agreement with the results of Ref. [16]. The

presence of imaginary frequencies is a signature that
these phonons are soft modes of the orthorhombic unit
cell and drive the structural phase transformation. As
expected, these two modes stabilize after full relaxation
in the low-temperature structure (Fig. S13b), acquiring
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a frequency of ∼3.5 THz. We analyze the eigenmodes of
the phonons emerging in our trARPES experiment using
the Phonopy package [38]. The phonon eigenvectors
are displayed in Fig. S14 and show agreement with
those analyzed previously in the literature [15]. In
particular, mode IV is the mode that originates from
the soft phonon driving the orthorhombic-to-monoclinic
transition. As such, its eigenvector involves the shear
motion of the neighboring Ta chains around the Ni chain.

F. Electronic structure in a frozen-phonon unit

cell

We also analyze the effect that phonon modes I-IV
have on the electronic band structure of Ta2NiSe5. We
perform G0W0 calculations while statically displacing
the atoms in the unit cell along specific phonon eigen-
modes. While this adiabatic method can provide in-
formation only on the electron-phonon coupling in the
electronic ground state [76], it represents a first impor-
tant step to elucidate how specific atomic motions affect
the electronic properties of Ta2NiSe5. Our results are
shown in Fig. S14, where we present the band structure
along the Γ-X and Z-M momentum directions for modes
I-IV. Note that, to enhance the visibility of the phonon-
induced changes, the energy axis is not aligned around
EF , but it is referenced to the energy of infinitely sepa-
rated atoms. We observe that the low-energy VB states
around the Γ point are more sensitive toward the dis-
placement of mode II, in agreement with our results of
Fig. 3e. Mode IV leads to an asymmetric and nonlin-
ear behavior of the band structure upon the application
of positive and the negative displacements. This behav-
ior occurs in the presence of a non-perturbative strong
electron-phonon coupling, which breaks the linear and
symmetric dependence expected from the traditional de-
formation potential theory. Finally, repeating similar cal-
culations at different temperatures (100 K and 300 K)
yields no substantial changes in our results.
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A. Stange, A. Carr, M. M. Murnane, H. C. Kapteyn,
L. Kipp, et al., Nat. Commun. 3, 1069 (2012).

[18] M. Porer, U. Leierseder, J.-M. Ménard, H. Dachraoui,
L. Mouchliadis, I. Perakis, U. Heinzmann, J. Demsar,
K. Rossnagel, and R. Huber, Nat. Mater. 13 (2014).

[19] W. Zhang, C. Hwang, C. L. Smallwood, T. L. Miller,
G. Affeldt, K. Kurashima, C. Jozwiak, H. Eisaki,
T. Adachi, Y. Koike, et al., Nat. Commun. 5, 1 (2014).

[20] Y. Zhang, X. Shi, W. You, Z. Tao, Y. Zhong, F. C.
Kabeer, P. Maldonado, P. M. Oppeneer, M. Bauer,
K. Rossnagel, et al., Proc. Natl. Acad. Sci. 117, 8788
(2020).

[21] K. Okazaki, Y. Ogawa, T. Suzuki, T. Yamamoto,
T. Someya, S. Michimae, M. Watanabe, Y. Lu, M. No-
hara, H. Takagi, et al., Nat. Commun. 9, 4322 (2018).

[22] T. Suzuki, Y. Shinohara, Y. Lu, M. Watanabe, J. Xu,
K. L. Ishikawa, H. Takagi, M. Nohara, N. Katayama,
H. Sawa, et al., arXiv:2002.10037 (2020).
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