
The Stochastic Approach for Link-StructureAnalysis (SALSA) and the TKC E�ectR. Lempel S. MoranDepartment of Computer ScienceThe Technion,Haifa 32000, Israelemail: frlempel,morang@cs.technion.ac.ilABSTRACTToday, when searching for information on the WWW, one usually performsa query through a term-based search engine. These engines return, as thequery's result, a list of Web sites whose contents matches the query. Forbroad topic queries, such searches often result in a huge set of retrieveddocuments, many of which are irrelevant to the user. However, much infor-mation is contained in the link-structure of the WWW. Information such aswhich pages are linked to others can be used to augment search algorithms.In this context, Jon Kleinberg introduced the notion of two distinct types ofWeb-sites: hubs and authorities. Kleinberg argued that hubs and authoritiesexhibit a mutually reinforcing relationship: A good hub will point to manyauthorities, and a good authority will be pointed at by many hubs. In lightof this, he devised an algorithm aimed at �nding authoritative sites.We present SALSA - a new stochastic approach for link structure analy-sis, which examines random walks on graphs derived from the link structure.We show that both SALSA and Kleinberg's Mutual Reinforcement approachemploy the same meta-algorithm. We then prove that SALSA is equivalentto a weighted in-degree analysis of the link-structure of WWW subgraphs,making it computationally more e�cient than the Mutual Reinforcementapproach.We compare the results of applying SALSA to the results derived throughKleinberg's approach. These comparisons reveal a topological phenomenoncalled the TKC E�ect which, in certain cases, prevents the Mutual Rein-forcement approach from identifying meaningful authorities.T
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1 IntroductionSearching the WWW - The Challenge The WWW is a rapidly ex-panding hyperlinked collection of unstructured information. The lack ofstructure and the enormous volume of the WWW pose tremendous chal-lenges on the WWW Information Retrieval systems called search engines.These search engines are presented with queries, and return a list of Web-sites which are deemed (by the engine) to pertain to the query.When considering the di�culties which WWW search engines face, wedistinguish between narrow-topic queries and broad-topic queries. This dis-tinction pertains to the presence which the query's topic has on the Web:Narrow topic queries are queries for which very few resources exist on theWeb, and which present a "needle in the haystack" challenge for searchengines. An example for such a query is an attempt to locate the lyricsof a speci�c song, by quoting a line from it ("We all live in a yellow sub-marine"). Search engines encounter a recall challenge when handling suchqueries - Finding the few resources which pertain to the query.On the other hand, broad-topic queries pertain to topics for which there isan abundance of information on the Web, sometimes as many as millions ofrelevant resources (with varying degrees of relevance). The vast majority ofusers are not interested in retrieving the entire huge set of resources - mostusers will be quite satis�ed with a few authoritative results: Web sites whichare highly relevant to the topic of the query, signi�cantly more than mostother sites. The challenge which search engines face here is one of precision- Retrieving only the most relevant resources to the query.This work focuses on �nding authoritative resources which pertain tobroad-topic queries.Term-based search engines Term-based search engines face both clas-sical problems in Information Retrieval, as well as problems speci�c to theWWW setting, when handling broad-topic queries. The classic problemsinclude the following issues ([24],[5]):� Synonymy - Retrieving documents containing the term "car" whengiven the query "automobile".� Polysemy/Ambiguity - When given the query "Jordan", should theengine retrieve pages pertaining to the Hashemite Kingdom of Jordan,or pages pertaining to basketball legend Michael Jordan?1T
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� Authorship styles - This is a generalization of the synonymy issue. Twodocuments, which pertain to the same topic, can sometimes use verydi�erent vocabularies and �gures of speech when written by di�erentauthors (as an example, the styles of two documents, one written inBritish English and the other in American English, might di�er con-siderably).In addition to the classical issues in Information Retrieval, there is a Web-speci�c obstacle which search engines must overcome, called search enginepersuasion ([22]). There may be millions of sites pertaining in some mannerto broad-topic queries, but most users will only browse through the �rst tenresults returned by their favorite search facility. With the growing economicimpact of the WWW, and the growth of e-commerce, it is crucial for busi-nesses to have their sites ranked high by the major search engines. Thereare quite a few companies who sell this kind of expertise - They design Websites which are tailored to rank high with speci�c queries on the major searchengines. These companies research the ranking algorithms and heuristics ofterm-based engines, and know how many keywords to place (and where) ina Web-page so as to improve the page's ranking (which directly impacts thepage's visibility). A less sophisticated technique, used by some site creators,is called keyword spamming ([5]). Here, the authors repeat certain terms(some of which are only remotely connected to their site's context), in orderto "lure" search engines into ranking them highly for many queries.Informative link structure - The answer? The WWW is a hyper-linked collection. In addition to the textual content of the individual pages,the link structure of such collections contains information which can, andshould, be tapped when searching for authoritative sources. Consider thesigni�cance of a link p ! q: With such a link p suggests, or even recom-mends, that surfers visiting p follow the link and visit q. This may re
ectthe fact that pages p and q share a common topic of interest, and that theauthor of p thinks highly of q's contents. Such a link, called an informativelink, is p's way to confer authority on q ([18]). Note that informative linksprovide a positive critical assessment of q's contents which originates fromoutside the control of the author of q (as opposed to assessments based onq's textual content, which is under complete control of q's author). Thismakes the information extracted from informative links less vulnerable tomanipulative techniques such as spamming.Unfortunately, not all links are informative. There are many kinds of2T
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links which confer little or no authority ([5]), such as intra-domain (inner)links (whose purpose is to provide navigational aid in a complex Web site ofsome organization), commercial/sponsor links, and links which result fromlink-exchange agreements. A crucial task which should be completed priorto analyzing the link structure of a given collection, is to �lter out as manyof the non-informative links as possible.Related work on link structures Prior to the WWW age, link struc-tures were studied in the area of bibliometrics, which studies the citationstructure of written documents ([27],[17]). Many works in this area wereaimed at �nding high-impact papers published in scienti�c journals ([12]),and at clustering related documents ([1]).Some works have studied the Web's link structure, in addition to thetextual content of the pages, as means to visualize areas thought to containgood resources ([3]). Other works used link structures for categorizing pagesand clustering them ([29],[25]).Marchiori, in [22], uses the link-structure of the Web to enhance searchresults of term-based search engines. This is done by considering the poten-tial hyper-information contained in each Web-page: The information thatcan be found when following hyperlinks which originate in the page.This work is motivated by the approach introduced by Jon Kleinberg([18]). In an attempt to impose some structure on the chaotic WWW,Kleinberg distinguished between two types of Web-sites which pertain to acertain topic: The �rst are authoritative pages in the sense described previ-ously. The second type of sites are hub pages. Hubs are resource lists - Theydo not directly contain information pertaining to the topic, but rather pointto many authoritative sites. According to this model, hubs and authoritiesexhibit a mutually reinforcing relationship: Good hubs point to many goodauthorities, and good authorities are pointed at by many good hubs. Inlight of the mutually reinforcing relationship, hubs and authorities shouldform communities, which can be pictured as dense bipartite portions of theWeb, where the hubs link densely to the authorities. The most prominentcommunity in a WWW subgraph is called the principal community of thecollection. Kleinberg suggested an algorithm to identify these communities,which is described in detail in section 2.Researchers from IBM's Almaden Research Center have implementedKleinberg's algorithm in various projects. The �rst was HITS, which is de-scribed in [13], and o�ers some enlightening practical remarks. The ARC3T
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system, described in [8], augments Kleinberg's link-structure analysis byconsidering also the anchor text, the text which surrounds the hyperlink inthe pointing page. The reasoning behind this is that many times, the point-ing page describes the destination page's contents around the hyperlink,and thus the authority conferred by the links can be better assessed. Theseprojects were extended by the CLEVER project ([4]). Researchers fromoutside IBM, such as Henzinger and Brahat, have also studied Kleinberg'sapproach and have proposed improvements to it ([14]).Anchor text has also been used by Brin and Page in [2]. Another majorfeature of their work on the Google search engine ([16]) is a link-structurebased site ranking approach called PageRank, which can be interpreted as astochastic analysis of some random-walk behavior through the entire WWW.In [21], the authors use the links surrounding a small set of same-topicsites to assemble a larger collection of neighboring pages which should con-tain many authoritative resources on the initial topic. The textual contentof the collection is then analyzed in ranking the relevancy of its individualpages.This work While preserving the theme that Web sites pertaining to agiven topic should be split to hubs and authorities, we replace Kleinberg'sMutual Reinforcement approach ([18]) by a new stochastic approach (SALSA),in which the coupling between hubs and authorities is less tight. The in-tuition behind our approach is the following: consider a bipartite graph G,whose two parts correspond to hubs and authorities, where an edge betweenhub r and authority s means that there is an informative link from r tos. Then, authorities and hubs pertaining to the dominant topic of the sitesin G should be highly visible (reachable) from many sites in G. Thus, wewill attempt to identify these sites by examining certain random walks inG, under the proviso that such random walks will tend to visit these highlyvisible sites more frequently than other, less connected sites. We show thatin �nding the principal communities of hubs and authorities, both Klein-berg's Mutual Reinforcement approach and our Stochastic approach employthe same meta-algorithm on di�erent representations of the input graph.We then compare the results of applying SALSA to the results derived byKleinberg's approach. Through these comparisons, we isolate a particulartopological phenomenon which we call the Tightly Knit Community (TKC)E�ect. In certain scenarios, this e�ect hampers the ability of the the MutualReinforcement approach to identify meaningful authorities. We demonstrate4T
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that SALSA is less vulnerable to the TKC e�ect, and can �nd meaningfulauthorities in collections where the Mutual Reinforcement approach fails todo so.After demonstrating some results achieved by means of SALSA, we provethat the ranking of sites in the Stochastic approach may be calculated byexamining the weighted in/out degrees of the sites in G. This result yieldsthat SALSA is computationally lighter than the Mutual Reinforcement ap-proach. We also discuss the reason for our success with analyzing weightedin/out degrees of sites, which previous work has claimed to be unsatisfactoryfor identifying authoritative sites.The rest of the paper is organized as follows: Section 2 recounts Klein-berg's Mutual Reinforcement Approach. In section 3 we view Kleinberg'sapproach from a higher level, and de�ne a meta-algorithm for link struc-ture analysis. Section 4 presents our new approach, SALSA. In section 5 wecompare the two approaches by considering their outputs on the WWW andon arti�cial topologies. Then, in section 6 we prove the connection betweenSALSA and weighted in/out degree rankings of sites. Our conclusions andideas for future work are brought in section 7.The paper uses basic results from the theories of non-negative matricesand of stochastic processes. The required mathematical background is pro-vided in appendix A. Appendix B contains a detailed proof of one of thepropositions which are brought in the paper.The main contribution of the paper can be grasped without followingthe full mathematical analysis.2 Kleinberg's Mutual Reinforcement ApproachThe Mutual Reinforcement approach ([18]) starts by assembling a collectionC of Web-sites, which should contain communities of hubs and authoritiespertaining to a given topic t. It then analyzes the link structure induced bythat collection, in order to �nd the authoritative sites on topic t.Denote by q a term-based search query to which sites in our topic ofinterest t are deemed to be relevant. The collection C is assembled in thefollowing manner:� A root set S of sites is obtained by applying a term based search engine,such as AltaVista [10], to the query q. This is the only step in whichthe lexical content of the Web sites is examined.5T
ec

hn
io

n 
- 

C
om

pu
te

r 
Sc

ie
nc

e 
D

ep
ar

tm
en

t -
 T

ec
hn

ic
al

 R
ep

or
t  

C
S-

20
00

-0
6 

- 
20

00



� From S we derive a base set C which consists of (a) sites in the root setS, (b) sites which point to a site in S and (c) sites which are pointedto by a site in S. In order to obtain (b), we must again use a searchengine. Many search engines store linkage information, and supportqueries such as "which sites point to [a given url]".The collection C and its link structure induce the following directed graphG: G's nodes are the sites in C, and for all i; j 2 C, the directed edge i! jappears in G if and only if site i contains a hyperlink to site j. LetW denotethe jCj � jCj adjacency matrix of G.Each site s 2 C is now assigned a pair of weights, a hub-weight h(s) andan authority weight a(s), based on the following two principles:� The quality of a hub is determined by the quality of the authorities itpoints at. Speci�cally, a site's hub weight should be proportional tothe sum of the authority weights of the sites it points at.� "Authority lies in the eyes of the beholder(s)": A site is authoritativeonly if good hubs deem it as such. Speci�cally, a site's authority weightis proportional to the sum of the hub-weights of the sites pointing atit.The top ranking sites, according to both kinds of weights, form the MutuallyReinforcing communities of hubs and authorities. In order to assign suchweights, Kleinberg uses the following iterative algorithm:1. Initialize a(s) 1; h(s) 1 for all sites s 2 C.2. Repeat the following three operations until convergence:� Update the authority weight of each site s (the I operation):a(s) Pfxjx points to sg h(x)� Update the hub weight of each site s (the O operation):h(s) Pfxjs points to xg a(x)� Normalize the authority weights and the hub weights.Note that applying the I operation is equivalent to assigning authorityweights according to the result of multiplying the vector of all hub weightsby the matrix WT . The O operation is equivalent to assigning hub weightsaccording to the result of multiplying the vector of all authority weights bythe matrix W . 6T
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Kleinberg showed that this algorithm converges, and that the resultingauthority weights [hub weights] are the coordinates of the normalized prin-cipal eigenvector 1 of WTW [of WW T ]. W TW and WW T are well knownmatrices in the �eld of bibliometrics:1. A 4=WTW is the co-citation matrix ([27]) of the collection. [A]i;j is thenumber of sites which jointly point at (cite) pages i and j. Kleinberg'siterative algorithm converges to authority weights which correspondto the entries of the (unique, normalized) principal eigenvector of A.2. H 4= WWT is the bibliographic coupling matrix ([17]) of the collec-tion. [H ]i;j is the number of sites jointly referred to (pointed at) bypages i and j. Kleinberg's iterative algorithm converges to hub weightswhich correspond to the entries of H 's (unique, normalized) principaleigenvector.3 A Meta-Algorithm for Link Structure AnalysisExamining the Mutual Reinforcement approach from a higher level, we canidentify a general framework, or meta-algorithm, for �nding hubs and au-thorities by link-structure analysis. This meta-algorithm is a version of thespectral �ltering method, presented in [7]:� Given a topic t, construct a site collection C which should containmany t-hubs and t-authorities, but should not contain many hubs orauthorities for any other topic t0. Let n = jCj.� Derive, from C and the link structure induced by it, two n � n asso-ciation matrices - A hub matrix H and an authority matrix A. As-sociation matrices are widely used in classi�cation algorithms ([28]),and will be used here in order to classify the Web sites into communi-ties of hubs/authorities. The association matrices which are used bythe meta-algorithm will have the following algebraic property (let Mdenote such a matrix):M will have a unique real positive eigenvalue �(M) of multiplicity 1,such that for any other eigenvalue �0 of M , �(M) > j�0(M)j. Denoteby v�(M) the (unique) unit eigenvector which corresponds to �(M)1The eigenvector which corresponds to the eigenvalue of highest magnitude of thematrix. 7T
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whose �rst non-zero coordinate is positive. v�(M) will actually be apositive vector, and will be referred to as the principal eigenvector ofM .� For some user-de�ned integer k < n, the k sites that correspond to thelargest coordinates of v�(A) will form the principal algebraic communityof authorities in C. The principal algebraic community of hubs in C isde�ned similarly.For the meta-algorithm to be useful, the algebraic principal communities ofhubs and authorities should re
ect the true authorities and hubs in C.The two degrees of freedom which the meta-algorithm allows, are themethod for obtaining the collection, and the de�nition of the associationmatrices. Given a speci�c collection, the algebraic communities produced bythe meta-algorithm are determined solely by the de�nition of the associationmatrices.4 SALSA: Analyzing a Random Walk on the WebIn this section we introduce the Stochastic Approach for Link Structure Anal-ysis - SALSA. The approach is based upon the theory of Markov chains, andrelies on the stochastic properties of random walks performed on our col-lection of sites. It follows the meta-algorithm described in section 3, anddi�ers from the Mutual Reinforcement approach in the manner in which theassociation matrices are de�ned.The input to our scheme consists of a collection of sites C which is builtaround a topic t in the manner described in section 2. Intuition suggeststhat authoritative sites on topic t should be visible from many sites in thesubgraph induced by C. Thus, a random walk on this subgraph will visitt-authorities with high probability.We combine the theory of random walks with the notion of the twodistinct types of Web sites, hubs and authorities, and actually analyze twodi�erent Markov chains: A chain of hubs and a chain of authorities. Unlike\conventional" random walks on graphs, state transitions in these chains aregenerated by traversing two WWW-links in a row, one link forward and onelink backwards (or vice versa). Analyzing both chains allows our approachto give each Web site two distinct scores, a hub score and an authority score.The idea of ranking Web sites using random walks is not new. The searchengine Google ([2],[16]) incorporates stochastic information into its ranking8T
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of pages. The PageRank component of the search engine examines a singlerandom walk on the entire WWW. Hence, the ranking of Web sites in Googleis independent of the search query (a global ranking), and no distinction ismade between hubs and authorities.Let us build a bipartite undirected graph ~G = (Vh; Va; E) from our sitecollection C and its link structure:� Vh = fsh j s 2 C and out� degree(s) > 0g (the hub-side of ~G).� Va = fsa j s 2 C and in� degree(s) > 0g (the authority-side of ~G).� E = f(sh; ra) j s! r in CgEach non-isolated site s 2 C is represented by two nodes of ~G, sh and sa.Each WWW-link s! r is represented by an undirected edge connecting shand ra.On this bipartite graph we will perform two distinct random walks. Eachwalk will only visit nodes from one of the two sides of the graph, by traversingpaths consisting of two ~G-edges in each step. Since each edge crosses sidesof ~G, each walk is con�ned to just one of the graph's sides, and the twowalks will naturally start o� from di�erent sides of ~G. Note also that everypath of length 2 in ~G represents a traversal of one WWW link in the properdirection (when passing from the hub-side of ~G to the authority-side), anda retreat along a WWW link (when crossing in the other direction). Sincethe hubs and authorities of topic t should be highly visible in ~G (reachablefrom many nodes by either a direct edge or by short paths), we may expectthat the t-authorities will be amongst the nodes most frequently visited bythe random walk on Va, and that the t-hubs will be amongst the nodes mostfrequently visited by the random walk on Vh.We will examine the two di�erent Markov chains which correspond tothese random walks: The chain of the visits to the authority side of ~G (theauthority chain), and the chain of visits to the hub side of ~G. Analyzingthese chains separately naturally distinguishes between the two aspects ofeach site.We now de�ne two stochastic matrices, which are the transition matricesof the two Markov chains at interest:1. The hub-matrix ~H , de�ned as follows :~hi;j = Xfkj(ih;ka);(jh;ka)2 ~Gg 1deg(ih) � 1deg(ka)9T
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2. The authority-matrix ~A, de�ned as follows :~ai;j = Xfkj(kh;ia);(kh;ja)2 ~Gg 1deg(ia) � 1deg(kh)A positive transition probability ~ai;j > 0 implies that a certain page h pointsto both pages i and j, and hence page j is reachable from page i by twosteps: retracting along the link h! i and then following the link h! j.Alternatively, the matrices ~H and ~A can be de�ned as follows: Let Wbe the adjacency matrix of the directed graph de�ned by C and its linkstructure. Denote by Wr the matrix which results by dividing each nonzeroentry ofW by the sum of the entries in its row, and by Wc the matrix whichresults by dividing each nonzero element of W by the sum of the entriesin its column (Obviously, the sums of rows/columns which contain nonzeroelements are greater than zero). Then ~H consists of the non-zero rows andcolumns of WrW Tc , and ~A consists of the non-zero rows and columns ofWTc Wr. We ignore the rows and columns of ~A; ~H which consist entirelyof zeros, since (by de�nition) all the nodes of ~G have at least one incidentedge. The matrices ~A and ~H serve as the association matrices required bythe meta-algorithm for identifying the authorities and hubs. Recall that theMutual Reinforcement approach uses the association matrices A 4= W TWand H 4= WWT .We shall assume that ~G is connected, causing both stochastic matrices~A and ~H to be irreducible. This assumption does not form a limiting factor,since when ~G is not connected, we may use our technique on each connectedcomponent separately. Section 6.1 further elaborates on the case when ~Aand ~H have multiple irreducible components.Some properties of ~H and ~A:� Both matrices are primitive, since the Markov chains which they rep-resent are aperiodic: When visiting any authority(hub), there is apositive probability to revisit it on the next entry to the author-ity(hub) side of the bipartite graph (since all the nodes are non-isolated). Hence, every state (=site) in each of the chains has a self-loop, causing the chains to be aperiodic.� The adjacency matrix of the support graph of ~A is symmetric, since~ai;j > 0 implies ~aj;i > 0. Furthermore, ~ai;j > 0 () [W TW ]i;j > 0(and the same is also true of ~H and WW T ).10T
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Following the framework of the meta-algorithm, the principal communityof authorities(hubs) found by the SALSA will be composed of the k siteshaving the highest entries in the principal eigenvector of ~A ( ~H), for someuser de�ned k. By the Ergodic Theorem ([11]), the principal eigenvector ofan irreducible, aperiodic stochastic matrix is actually the stationary distri-bution of the underlying Markov chain, and its high entries correspond tosites most frequently visited by the (in�nite) random walk.5 ResultsIn this section we present some combinatorial and experimental results,which compare the Mutual Reinforcement and SALSA approaches. An em-phasize is given to the Tightly Knit Community e�ect, which is describedin the following subsection.5.1 The Tightly-Knit Community (TKC) E�ectA tightly-knit community is a small but highly interconnected set of sites.Roughly speaking, the TKC e�ect occurs when such a community scoreshigh in link-analyzing algorithms, even though the sites in the TKC are notauthoritative on the topic, or pertain to just one aspect of the topic. Ourstudy indicates that the Mutual Reinforcement approach is vulnerable tothis e�ect, and will sometimes rank the sites of a TKC in unjusti�ed highpositions.In this section we provide a combinatorial construction of an in�nitenumber of topologies in which the TKC e�ect is demonstrated. For all k � 3,we will build a collection Ck which contains two communities: A communityCs, with a small number of hubs and authorities, in which every hub pointsto all of the authorities; and a much larger community Cl, in which the hubspoint only to a portion of the authorities. The topic covered by Cl is thedominant topic of the collection, and is probably of wider interest on theWWW. Since there are many Cl-authoritative sites, the hubs do not link toall of them, whereas the smaller Cs community is densely interconnected.The TKC e�ect occurs when the sites of Cs are ranked higher than those ofCl, as will happen with the Mutual Reinforcement approach (SALSA ranksthe Cl authorities higher).Formally, for any k � 3, the collection Ck has the following structure:� There are n 4= (k + 1)2 authorities in the large community, Cl.11T
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� There are m 4= (k + 1) authorities in the small community, Cs.� There are hl 4= �nk� hubs in the large community. Each such hub covers(links to) a unique subset of k Cl-authorities.� There are hs 4= �n�1k�1� � n hubs in the small community, and each ofthem links to all of the Cs-authorities.� There are also n �m noisy hubs g1;1; : : : ; gn;m. Each such hub gi;j linksto the Cl-authority i and to the Cs-authority j.Indeed, the small, tightly-knit community Cs is highly connected: Its hubsand authorities constitute a complete bipartite graph. The large community,Cl, is sparsely connected: Each hub is linked to less than a square root ofthe number of authorities.The ratio between the number of hubs and the number of authorities inboth communities is roughly the same: We can see this by examining thefollowing ratio: hln =hsm�rst, we note that hs = r � �n�1k�1� for some 0:5 < r < 1, since�n�1k�1�2 <  n� 1k � 1!� n = hs <  n� 1k � 1!(the left inequality holds for all k � 3).Now: hln =hsm = �nk�n =�n�1k�1�� nm= �nk��n�1k�1�� n � mn= �nk�r � �n�1k�1� � k + 1(k + 1)2 (for some 0:5 < r < 1)= nr � k � 1k + 1= (k + 1)2r � k(k + 1) = k + 1k � 1r12T
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And since k � 3; 0:5 < r < 1 we have:1 < k + 1k < hln =hsm < 2k + 1k � 83Hence, both communities have roughly the same ratio of hubs to author-ities. In appendix B we show:Proposition 1 On the collection Ck, SALSA will rank the Cl-authoritiesabove the Cs-authorities.While:Proposition 2 On the collection Ck, the Mutual Reinforcement approachwill rank the Cs-authorities above the Cl-authorities.Thus, in this in�nite family of collections, the Mutual Reinforcement ap-proach is a�ected by the TKC e�ect (its ranking is biased in favor of tightlyknit communities).Let us now change the collection Ck a bit. Let Ab be any nonemptyproper subset of size b of the Cs-authorities (1 � b < m). We add to Ck anew set of hubs, hb of size m+1, all of which point to all of the authorities inAb. We call the resulting collection ~Ck. The resulting principal communitiesof authorities derived by the two approaches will be:Proposition 3 On the collection ~Ck, SALSA will rank the Ab-authorities�rst, then the Cl-authorities, and �nally the authorities of Cs nAbProposition 4 On the collection ~Ck, the Mutual Reinforcement approachwill rank the Ab-authorities �rst, then the authorities of Cs nAb, and �nallythe Cl authorities.By these propositions (whose proofs appears in appendix B as well), we seethat SALSA blends the authorities from the two communities in ~Ck, while theMutual Reinforcement approach still ranks all of the Cs authorities higherthan the Cl authorities.Our constructions above are, of course, arti�cial. However, they do demon-strate that the Mutual Reinforcement approach is biased towards tightlyknit communities, while our intuition suggests that communities of broadtopics should be large, but not necessarily tightly knit. Experimental resultswhich seem to support this intuition, and which demonstrate the bias of theMutual Reinforcement approach towards tightly knit communities on theWWW, are shown in the next section.13T
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5.2 The WWWWe tested the di�erent approaches on broad-topic WWW queries (bothsingle topic queries and multi-topic queries). We obtained a collection ofsites for each query, and then derived the principal community of authoritieswith both approaches. Three of these queries ("+censorship +net", "java","abortion") were used by Kleinberg in [18], and are brought here for thesake of comparison. All collections were assembled during February, 1999.The root sets were compiled using AltaVista ([10]), which also provided thelinkage information needed for building the base sets.When expanding the root set to the entire collection, we �ltered the linkspointing to and from Web sites. Following [18], we ignored intra-domainlinks (since these links tend to be navigational aids inside an intranet, anddo not confer authority on the link's destination). We also ignored links tocgi scripts, and tried to identify ad-links and ignore them as well. Overall,38% of the links we examined were ignored. The collections themselves turnout to be relatively sparse graphs, with the number of edges never exceedingthree times the number of nodes. We note that a recent work by Kleinberget al. ([19]) has examined some other connectivity characteristics of suchcollections.For each query, we list the top authorities which were returned by thetwo approaches. The results are displayed in tables containing four columns:1. The url.2. The title of the url.3. The category of the url: (1) denotes a member of the root set, (2)denotes a site pointing into the root set, and (3) denotes a site pointedat by a member of the root set.4. The value of the coordinate of this url in the principal eigenvector ofthe authority matrix.Single-Topic Query: +censorship +netFor this query, both approaches produced the same top six sites (althoughin a di�erent order). The results are shown in table 1.Size of root size = 150, Size of collection = 562Principal Community, Mutual Reinforcement Approach:14T
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url header cat weighthttp://www.e�.org/ EFFweb-The Electronic Frontier (3) 0.5355Foundationhttp://www.epic.org/ Electronic Privacy Information Center (3) 0.3584http://www.cdt.org/ The Center For Democracy and (3) 0.3525Technologyhttp://www.e�.org/ Blue Ribbon Campaign For Online (3) 0.2810blueribbon.html Free Speechhttp://www.aclu.org/ ACLU: American Civil Liberties Union (3) 0.2800http://www.vtw.org/ The Voters Telecommunications Watch (3) 0.2539Principal Community, SALSA:url header cat weighthttp://www.e�.org/ EFFweb-The Electronic Frontier (3) 0.3848Foundationhttp://www.e�.org/ Blue Ribbon Campaign For Online (3) 0.3207blueribbon.html Free Speechhttp://www.epic.org/ Electronic Privacy Information Center (3) 0.2566http://www.cdt.org/ The Center For Democracy and (3) 0.2566Technologyhttp://www.vtw.org/ The Voters Telecommunications Watch (3) 0.2405http://www.aclu.org/ ACLU: American Civil Liberties Union (3) 0.2405Table 1: Authorities for WWW query \+censorship +net"Single-Topic Query: JavaThe results for this query, with our �rst example of the TKC e�ect, areshown in table 2. All of the top ten Mutual Reinforcement authorities arepart of the EARTHWEB Inc. network. They are interconnected, but sincethe domain names of the sites are di�erent, the interconnecting links werenot �ltered out. Some of the sites are highly relevant to the query (and havemany incoming links from sites outside the EarthWeb net), but most appearin the principal community only because of their EarthWeb a�liation. WithSALSA, only the top three Mutual Reinforcement authorities are retained,and the other seven are replaced by other authorities, some of which areclearly more related to the query. 15T
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Size of root size = 160, Size of collection = 2810Principal Community, Mutual Reinforcement Approach:url title cat weighthttp://www.jars.com/ EarthWeb's JARS.COM Java (3) 0.3341Review Servicehttp://www.gamelan.com/ Gamelan - The O�cial Java Directory (3) 0.3036http://www.javascripts.com/ Javascripts.com - Welcome (3) 0.2553http://www.datamation.com/ EarthWeb's Datamation.com (3) 0.2514http://www.roadcoders.com/ Handheld Software Development@ (3) 0.2508RoadCodershttp://www.earthweb.com/ EarthWeb (3) 0.2494http://www.earthwebdirect.com/ Welcome to Earthweb Direct (3) 0.2475http://www.itknowledge.com/ ITKnowledge (3) 0.2469http://www.intranetjournal.com/ intranetjournal.com (3) 0.2452http://www.javagoodies.com/ Java Goodies JavaScript Repository (3) 0.2388Principal Community, SALSA:url title cat weighthttp://java.sun.com/ Java(tm) Technology Home Page (3) 0.3653http://www.gamelan.com/ Gamelan - The O�cial Java Directory (3) 0.3637http://www.jars.com/ EarthWeb's JARS.COM Java (3) 0.3039Review Servicehttp://www.javaworld.com/ IDG's magazine for the Java community (3) 0.2173http://www.yahoo.com/ Yahoo! (3) 0.2141http://www.javasoft.com/ Java(tm) Technology Home Page (3) 0.2031http://www.sun.com/ Sun Microsystems (3) 0.1874http://www.javascripts.com/ Javascripts.com - Welcome (3) 0.1385http://www.htmlgoodies.com/ htmlgoodies.com - Home (3) 0.1307http://javaboutique.internet.com/ The Ultimate Java Applet Resource (1) 0.1181Table 2: Authorities for WWW query "Java"Single-Topic Query: moviesThis query demonstrates the TKC e�ect in a most striking fashion on theWWW. First, consider the Mutual Reinforcement principal community ofauthorities, presented in table 3:Size of root size = 175, Size of collection = 453916T
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url title cat weighthttp://go.msn.com/npl/msnt.asp MSN.COM (3) 0.1673http://go.msn.com/bql/whitepages.asp White Pages - msn.com (3) 0.1672http://go.msn.com/bsl/webevents.asp Web Events (3) 0.1672http://go.msn.com/bql/scoreboards.asp MSN Sports scores (3) 0.1672Table 3: Mutual Reinforcement Authorities for WWW query "movies"The top 30 authorities returned by the Mutual Reinforcement approachwere all go.msn.com sites. All but the �rst received the exact same weight,0:1672. Recall that we do not allow same-domain links in our collection,hence none of the top authorities was pointed at by a go.msn.com site. Tounderstand how these sites scored so well, we turn to the principal commu-nity of hubs, shown in table 4:url title cat weighthttp://denver.sidewalk.com/movies movies: denver.sidewalk (1) 0.1692http://boston.sidewalk.com/movies movies:boston.sidewalk (1) 0.1691http://twincities.sidewalk.com/movies movies: twincities.sidewalk (1) 0.1688http://newyork.sidewalk.com/movies movies: newyork.sidewalk (1) 0.1686Table 4: Mutual Reinforcement Hubs for WWW query "movies"These innocent looking hubs are all part of theMicrosoft Network (msn),but when building the basic set we did not identify them as such. All thesehubs point, almost without exception, to the entire set of authorities foundby the MR approach (hence the equal weights which the authorities exhibit).However, the vast majority of the sites in the collection were not part of this"conspiracy", and almost never pointed to any of the go.msn.com sites.Therefore, the authorities returned by the Stochastic approach (table 5)contain none of those go.msn.com sites, and are much more relevant to thequery:
17T
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url title cat weighthttp://us.imdb.com/ The Internet Movie Database (3) 0.2533http://www.mrshowbiz.com/ Mr Showbiz (3) 0.2233http://www.disney.com/ Disney.com{The Web Site for Families (3) 0.2200http://www.hollywood.com/ Hollywood Online:...all about movies (3) 0.2134http://www.imdb.com/ The Internet Movie Database (3) 0.2000http://www.paramount.com/ Welcome to Paramount Pictures (3) 0.1967http://www.mca.com/ Universal Studios (3) 0.1800http://www.discovery.com/ Discovery Online (3) 0.1550http://www.�lm.com/ Welcome to Film.com (3) 0.1533http://www.mgmua.com/ mgm online (3) 0.1300Table 5: Stochastic authorities for WWW query "movies"A similar community is obtained by the Mutual Reinforcement approach,after deleting the rows and columns which correspond to the top 30 authori-ties from the matrixWTW . This deletion dissolves themsn.com community,and allows a community similar to the one obtained by SALSA to manifestitself.

18T
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Multi-Topic Query: abortionThis topic is highly polarized, with di�erent cyber communities support-ing pro-life and pro-choice views. In table 6, we bring the top 10 authorities,as determined by the two approaches:Size of root size = 160, Size of collection = 1693Principal Community, Mutual Reinforcement Approach:url title cat weighthttp://www.nrlc.org/ National Right To Life (3) 0.4208http://www.prolife.org/ultimate/ The Ultimate Pro-Life Resource List (3) 0.3166http://www.all.org/ What's new at American Life League (3) 0.2515http://www.hli.org/ Human Life International (3) 0.2129http://www.prolife.org/cpcs-online/ Crisis Pregnancy Centers Online (3) 0.1877http://www.ohiolife.org/ Ohio Right to Life (3) 0.1821http://www.rtl.org/ Abortion, adoption and assisted-suicide (1) 0.1794Information at Right to Life...http://www.bethany.org/ Bethany Christian Services (3) 0.1614http://www.ldi.org/ abortion malpractice litigation (1) 0.1401http://www.serve.com/fem4life/ Feminists for Life of America (3) 0.1221Principal Community, SALSA:url title cat weighthttp://www.nrlc.org/ National Right To Life (3) 0.3440http://www.prolife.org/ultimate/ The Ultimate Pro-Life Resource List (3) 0.2847http://www.naral.org/ NARAL Choice for America (3) 0.2402http://www.feminist.org/ Feminist Majority Foundation (3) 0.1868http://www.now.org/ National Organization for Women (3) 0.1779http://www.cais.com/agm/main/ The Abortion Rights Activist (1) 0.1661index.htmlhttp://www.gynpages.com/ Abortion Clinics Online (3) 0.1631http://www.plannedparenthood.org/ Planned Parenthood Federation (3) 0.1572http://www.all.org/ What's new at American Life League (3) 0.1424http://www.hli.org/ Human Life International (3) 0.1424Table 6: Authorities for WWW query "Abortion"All 10 top authorities found by the Mutual Reinforcement approach arepro-life resources, while the top 10 SALSA authorities are split, with 6 pro-choice sites and 4 pro-life sites (which are the same top 4 pro-life sites foundby the Mutual Reinforcement approach). Again, we see the TKC e�ect:The Mutual Reinforcement approach ranks highly authorities on only one19T
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aspect of the query, while SALSA blends authorities from both aspects intoits principal community.Multi-Topic Query: geneticsThis query is especially ambiguous in the WWW: It can be in the contextof genetic engineering, genetic algorithms, or in the context of health issuesand the human genome.As in the "abortion" query, SALSA brings a diverse principal community,with authorities on the various contexts of the query, while the MutualReinforcement approach is focussed on one context (Genetic Algorithms, inthis case). Both principal communities are shown in table 7:Size of root size = 120, Size of collection = 2952Principal Community, Mutual Reinforcement Approach:url title cat weighthttp://www.aic.nrl.navy.mil/galist/ The Genetic Algorithms Archive (3) 0.2785http://alife.santafe.edu/ Arti�cial Life Online (3) 0.2762http://www.yahoo.com/ Yahoo! (3) 0.2736http://www.geneticprogramming.com/ The Genetic Programming Notebook (1) 0.2559http://gal4.ge.uiuc.edu/illigal.home.html illiGAL Home Page (3) 0.2357http://www.cs.gmu.edu/research/gag/ The Genetic Algorithms Group... (3) 0.2012http://www.scs.carleton.ca/ csgs/ Genetic Algorithms and (1) 0.1813resources/gaal.html Arti�cial Life Resourceshttp://lancet.mit.edu/ga/ GAlib: Matthew's Genetic (3) 0.1812Algorithms LibraryPrincipal Community, SALSA:url title cat weighthttp://www.ncbi.nlm.nih.gov/ The National Center for (3) 0.2500Biotechnology Informationhttp://www.yahoo.com/ Yahoo! (3) 0.2278http://www.aic.nrl.navy.mil/galist/ The Genetic Algorithms Archive (3) 0.2232http://www.nih.gov/ National Institute of Health (NIH) (3) 0.1947http://gdbwww.gdb.org/ The Genome Database (3) 0.1770http://alife.santafe.edu/ Arti�cial Life Online (3) 0.1724http://www.genengnews.com/ Genetic Engineering News (GEN) (1) 0.1416http://gal4.ge.uiuc.edu/illigal.home.html illiGAL Home Page (3) 0.1326Table 7: Authorities for WWW query "genetic"20T
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6 SALSA and the In/Out Degrees of SitesIn the previous sections we have presented the Stochastic approach as analternative method for link-structure analysis, and have shown a few exper-imental results which compared its performance favorably with that of theMutual Reinforcement approach. We have also presented the TKC e�ect,a topological phenomenon which sometimes derails the MR approach andprevents it from converging to a useful community of authoritative sites.The sample results shown so far have all been produced on unweightedcollections, in which all informative links have received unit weight. It islikely that both approaches will produce better rankings when applied onweighted collections, in which each informative link receives a weight whichre
ects the amount of authority that the pointing site confers to the pointedsite. Possible factors which may contribute to a link's weight include thefollowing:� Anchor text which is relevant to the query. Such text around a linkheightens our con�dence that the pointed site discusses the topic athand ([8]).� One of the link's endpoints being designated by the user as highlyrelevant to the search topic. When a site is known to be a goodauthority, it seems reasonable to raise the weights of the links whichenter that site. Similarly, when a site is known to be a good hub, itseems reasonable to assign high weights to its outgoing links. Thisapproach has been recently applied in [6]. We coin it the anchorsites approach, since it uses user-designated sites as anchors in thecollection, around which the communities of hubs and authorities aregrown.� The link's location in the pointing page. Many search engines considerthe text at the top of a page as more re
ective of its contents thantext further down the page. The same line of thought can be appliedto the links which appear in a page, with the links which are closer tothe top of the page receiving more weight than links appearing at thebottom of the page.6.1 Analysis of the Stochastic RankingWe now prove a general result about the ranking produced by SALSA inweighted collections (the required mathematical background is given in ap-21T
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pendix A).Let G = (H ;A;E) be a positively weighted, directed bipartite graphwith no isolated nodes, and let all edges be directed from sites in H to sitesin A. We will use the following notations:� The weighted in-degree of site i 2 A:din(i) 4= Xfk2Hjk!igw(k! i)� The weighted out-degree of site k 2 H :dout(k) 4= Xfi2Ajk!igw(k ! i)� The sum of edge weights:W =Xi2A din(i) = Xk2H dout(k)Let MA be a Markov chain whose states are the set A of vertices, with thefollowing transition probabilities between every two states i; j 2 A:PA(i; j) = Xfk2Hjk!i; k!j) w(k! i)din(i) � w(k! j)dout(k)Similarly, let MH be a Markov chain whose states are the set H ofvertices, with the following transition probabilities between every two statesk; l 2 H : PH(k; l) = Xfi2Ajk!i; l!i) w(k! i)dout(k) � w(l! i)din(i)Consider the following binary relation on the vertices of A (states ofMA): RA = f(i; j) j PA(i; j) > 0gSince we assumed that there are no isolated nodes in G, it follows thatfor every i 2 A, PA(i; i) > 0. Hence, RA is re
exive and MA is aperiodic(primitive). From the de�nition of the transition probability PA(i; j), it isclear that P (i; j) > 0 implies P (j; i) > 0. Hence, RA is symmetric. It iseasily shown that RA is also transitive, and is thus an equivalence relation22T
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on A. The equivalence classes of RA are the irreducible components of MA.Similar arguments hold for MH .We �rst deal with the case where RA consists of one equivalence class(i.e., MA is irreducible).Proposition 5 Whenever MA is an irreducible chain (has a single irre-ducible component), it has a unique stationary distribution � = (�1; : : : ; �jAj)satisfying: �i = din(i)W for all i 2 ASimilarly, whenever MH is an irreducible chain, its unique stationary dis-tribution � = (�1; : : : ; �jHj) satis�es:�k = dout(k)W for all k 2 HProof: We will prove the proposition for MA. The proof for MH is similar.By the Ergodic Theorem ([11]), any irreducible, aperiodic Markov chainhas a unique stationary distribution vector. It will therefore su�ce to showthat the vector � with the properties claimed in the proposition is indeed astationary distribution vector of MA.1. � is a distribution vector: Its entries are non-negative, and their sumequals one. Xi2A �i =Xi2A din(i)W = 1WXi2A din(i) = 12. � is a stationary distribution vector of MA. Here we need to show theequality �PA = �:[�PA]i = Xj2A �jPA(j; i)= Xj2A din(j)W Xfk2Hjk!i;k!jg w(k ! j)din(j) w(k! i)dout(k)= 1WXj2A Xfk2Hjk!i;k!jg w(k ! j) �w(k ! i)dout(k)= 1W Xfk2Hjk!ig Xfj2Ajk!jg w(k ! j) �w(k ! i)dout(k)= 1W Xfk2Hjk!ig w(k! i)dout(k) Xfj2Ajk!jgw(k! j)23T
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= 1W Xfk2Hjk!igw(k ! i)= din(i)W= �i 2Thus, when the (undirected) support graph of G is connected, SALSA as-signs each site an authority weight which is proportional to the sum ofweights of its incoming edges. The hub weight of each site is proportionalto the sum of weights of its outgoing edges. In unweighted collections (withall edges having unit weight), each site's Stochastic authority(hub) weightis simply proportional to the in(out) degree of the site.This mathematical analysis, in addition to providing insight about theranking that is produced by SALSA, also suggests a very simple algorithmfor calculating the Stochastic ranking: Simply calculate, for all sites, thesum of weights on their incoming(outgoing) edges, and normalize these twovectors. There is no need to apply any resource-consuming iterative methodto approximate the principal eigenvector of the transition matrix of theMarkov chain.Markov chains with multiple irreducible components Consider thecase in which the authority chainMA consists of multiple irreducible compo-nents. Denote these (pairwise disjoint) components by A1; A2; : : : ; Ak whereAi � A; 1 � i � k. What will be the outcome of a random walk performedon the set of states A according to the transition matrix PA? To answer thisquestion, we will need some notations:� Let e denote the jAj-dimensional distribution vector, all whose entriesequal 1jAj .� For all vertices j 2 A, denote by c(j) the irreducible component (equiv-alence class of RA) to which j belongs: c(j) = l () j 2 Al.� Let �1; �2; : : : ; �k be the unique stationary distributions of the (irre-ducible) Markov chains induced by A1; : : : ; Ak.� Denote by �c(j)j the entry which corresponds to j in �c(j) (the stationarydistribution of j's irreducible component, Ac(j)).24T
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Proposition 6 The random walk on A, governed by the transition matrixPA and started from all states with equal probability, will converge to a sta-tionary distribution as follows:limn!1 ePnA = ~� where ~�j = jAc(j)jjAj � �c(j)jProof: Denote by pni ; 1 � i � k the probability of being in a site belongingto Ai after the n'th step of the random walk. This probability is determinedby the distribution vector ePnA . Clearly,p0i = Xj2Ai ej = jAijjAjSince the transition probability between any two sites (states) which belongto di�erent irreducible components is zero, pni = p0i for all n (probability doesnot shift from one component to another). Inside each irreducible componentthe Ergodic Theorem holds, thus the probabilities which correspond to thesites of Ai in limn!1 ePnA will be proportional to �i, and the propositionfollows. 2This proposition points out a natural way to compare the authoritativenessof sites from di�erent irreducible components: Simply multiply each site'sauthority score by the normalized size of the irreducible component to whichit belongs. The underlying principle is obvious: The size of the communityshould be considered when evaluating the quality of the top sites in thatcommunity. The budget which the Mayor of New York City controls ismuch larger than that of the Mayor of Osh Kosh, Wisconsin.The combination of a site's intra-community authority score and its com-munity's size is one of the factors that enable SALSA to blend authoritiesfrom di�erent aspects of a multi-topic query, and which reduces its vulner-ability to the TKC e�ect.6.2 In-Degree as a Measure of Authority (Revisited)Extensive research in link-structure analysis has been conducted in recentyears under the premise that considering the in-degree of sites as a solemeasure of their authority does not produce satisfying results. Kleinberg,25T
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as a motivation to the Mutual Reinforcement approach, showed some exam-ples of the inadequacy of a simple in-degree ranking ([18]). Our results insection 5.2 seem to contradict this premise: The Stochastic rankings seemquite satisfactory there, and since those collections were unweighted, theStochastic rankings are equivalent to simple in-degree counts (normalizedby the size of the connected component which each site belongs to). To gainmore perspective on this apparent contradiction, let us elaborate on the �rststage of the meta-algorithm for link-structure analysis (from section 3), inwhich the graph to be analyzed is assembled:1. Given a query, assemble a collection of Web-sites which should containmany hubs and authorities pertaining to the query, and few hubs andauthorities for any particular unrelated topic.2. Filter out non-informative links connecting sites in the collection.3. Assign weights to all non-�ltered links. These weights should re
ectthe information conveyed by the link.It is only after these steps that the weighted, directed graph is analyzedand the rankings of hubs and authorities are produced. The analysis of thegraph, however important, is just the second stage in the meta-algorithm,and the steps involved in the �rst stage are crucial to the success of theentire algorithm.Considerable research e�orts have been invested in improving the qualityof the assembled graphs. The current state of the art techniques for thesesteps is now such that in many cases, simple (and e�cient) algorithms andheuristics produce quite satisfying results on the assembled graphs.It is important to keep in mind the main goal of broad-topic WWWsearches, which is to enhance the precision at 10 of the results, not to rankthe entire collection of sites correctly. It is entirely irrelevant if the site inplace 98 is really better than the site in place 216. The Stochastic ranking,which turns out to be equivalent to a weighted in-degree ranking, discoversthe most authoritative sites quite e�ectively (and very e�ciently) in many(carefully assembled) collections. No claim is made on the quality of itsranking on the rest of the sites (which constitute the vast majority of thecollection). 26T
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7 ConclusionsWe have developed a new approach for �nding hubs and authorities, whichwe call SALSA- The Stochastic Approach for Link Structure Analysis. SALSAexamines random walks on two di�erent Markov chains which are derivedfrom the link structure of the WWW: The authority chain and the hubchain. The principal community of authorities (hubs) corresponds to thesites that are most frequently visited by the random walk de�ned by the au-thority (hub) Markov chain. SALSA and Kleinberg's Mutual Reinforcementapproach are both in the framework of the same meta-algorithm.We have shown that the ranking produced by SALSA is equivalent toa weighted in/out-degree ranking (with the sizes of irreducible componentsalso playing a part). This makes SALSA computationally lighter than theMutual Reinforcement approach.Both approaches were tested on the WWW, where SALSA appears tocompare well with the Mutual Reinforcement approach. These tests, aswell as analytical consideration, have revealed a topological phenomenon onthe Web called the TKC e�ect. This e�ect sometimes derails the MutualReinforcement approach, and prevents it from �nding relevant authoritativesites (or from �nding authorities on all meanings/aspects of the query):� In multi-topic collections, the principal community of authorities foundby the Mutual Reinforcement approach tends to pertain to only oneof the topics in the collection.� In single topic collections, the TKC e�ect sometimes results in theMutual Reinforcement approach ranking many irrelevant sites as au-thorities.We note that SALSA is less vulnerable to the TKC e�ect, and producesgood results in many cases where the Mutual Reinforcement approach failsto do so.The following issues are left for future research:1. In collections with many connected components, we have studied onemanner in which to combine the inner-component authority score withthe size of the component. There may be better ways to combine thesetwo factors into a single score. 27T
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2. We have found a simple property of the Stochastic ranking, whichenables us to compute this ranking without the need to approximatethe principal eigenvector of the stochastic matrix which de�nes therandom walk. Is there some simple property which will allow us tocalculate the Mutual Reinforcement ranking without approximatingthe principal eigenvector of W TW? If not, can we alter the graphG in some simple manner (for instance, change some weights on theedges) so that the Stochastic ranking on the modi�ed graph will beapproximately equal to the Mutual Reinforcement ranking on the orig-inal graph?AcknowledgmentsThe second author would like to thank Udi Manber for introducing him tothe search problems studied in this paper, and Udi Manber and Toni Pitassifor delightful and interesting discussions at the early stages of this research.References[1] J. Gary Auguston and Jack Minker. An analysis of some graph theo-retical cluster techniques. JACM, 17(4):571{588, October 1970.[2] Sergey Brin and Lawrence Page. The anatomy of a large-scale hyper-textual web search engine. Proc. 7th International WWW Conference,1998.[3] Jeromy Carri�ere and Rick Kazman. Webquery: Searching and visu-alizing the web through connectivity. Proc. 6th International WWWConference, 1997.[4] IBM Corporation Almaden Research Center. Clever.http://www.almaden.ibm.com/cs/k53/clever.html.[5] S. Chakrabarti, B. Dom, D. Gibson, J. Kleinberg, S.R. Kumar,P. Raghavan, S. Rajagopalan, and A. Tomkins. Hypersearching theweb. Scienti�c American, June 1999.[6] S. Chakrabarti, B. Dom, D. Gibson, J. Kleinberg, S.R. Kumar,P. Raghavan, S. Rajagopalan, and A. Tomkins. Mining the web's linkstructure. IEEE Computer, August 1999.28T
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A Mathematical BackgroundA.1 Irreducible MatricesLet B = [bi;j] denote a square n � n real matrix with nonnegative entries.Denote by �1(B); �2(B); : : : ; �n(B) the n eigenvalues of B, ordered by non-increasing absolute value. In particular, j�1(B)j is the spectral radius of B([20]), and will be denoted �(B) (hence �(B) is a nonnegative real number).Denote by G(B) the (directed) support graph of B ([23]): G(B) has nnodes (corresponding to the n rows of B), with a directed edge i! j if andonly if [B]i;j = bi;j > 0.De�nition 1 ([23]) A nonnegative real square n�n matrix B is irreducibleif for every 1 � i; j � n there exists a nonnegative integer l � 0 such that[Bl]i;j > 0.De�nition 2 A directed graph G = (V;E) is called irreducible if for everyi; j 2 V there is a path in G originating in i and ending in j.Lemma 1 B is irreducible if and only if G(B) is irreducible ([23]).We now bring a version of the Perron-Frobenius Theorem, tailored for ourneeds.Theorem 1 (Perron-Frobenius Theorem for irreducible matrices,[15]) LetB be an irreducible matrix. Then1. �(B) > 02. �(B) is a simple eigenvalue of B (�(B) is a simple root of the char-acteristic polynomial of B).3. B has positive (i.e. all components are positive) left and right eigen-vectors corresponding to �(B).Lemma 2 Let B = [bi;j] be an irreducible n � n matrix. A su�cient con-dition which guarantees that j�1(B)j > j�2(B)j is that for some 1 � i � n,bi;i > 0 ([15]).Corollary 1 Let B be an irreducible matrix for which j�1(B)j > j�2(B)j,and let w be a real eigenvector of B which does not correspond to �1(B).Then w has both positive and negative entries ([11],[20]).31T
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Let M be an irreducible n � n matrix with some non-zero main diagonalentry. We conclude that:1. �(M) = �1(M) > j�2(M)j2. There is a unique positive unit eigenvector of M corresponding to�(M), which we will denote by v�(M). That is, every component ofv�(M) is positive, and kv�(M)k = 1 .A.2 Irreducible Stochastic MatricesA nonnegative real square n � n matrix P = [pi;j] is stochastic if for everyrow index 1 � i � n, nXj=1 pi;j = 1De�nition 3 The period of a graph G is the greatest common divisor ofthe lengths of all cycles in G. When G has a period of 1, we say that G isaperiodic.De�nition 4 A matrix B is called primitive if G(B) is aperiodic.Theorem 2 (Ergodic Theorem, [11]) Let P be an irreducible primitive stochas-tic matrix.1. �(P ) = �1(P ) = 1, and any other eigenvalue ~� of P satis�es j~�j < 1.2. There is a unique distribution row-vector 2 �P which satis�es:�P � P = �PThe distribution �P is called the stationary distribution of the Markovchain de�ned by the (transition) matrix P .3. For any distribution row-vector q:limn�!1 q � Pn = �P2A nonnegative real vector whose sum of entries equals 1.32T
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B Proof of propositionsHere we prove the propositions concerning the TKC e�ect. The readershould recall the constructions of the collections Ck and ~Ck from section 5.1.We will �rst prove the propositions which apply to SALSA. We shallexplicitly prove proposition 3; proposition 1 then follows as a special casewhere Ab = �.Proposition 3 On the collection ~Ck, SALSA will rank the Ab-authorities�rst, then the Cl-authorities, and �nally the authorities of Cs nAbProof: The authority chain MA which results from ~Ck is irreducible, sincefor every two authorities i; j 2 ~Ck; PA(i; j) > 0. This follows from the factthat for every two authorities, there exists at least one hub which links toboth. Therefore, we can apply Proposition 5 and deduce that:� for any i 2 Cl: �i = din(i)W = �n�1k�1�+mW� for any j 2 Cs nAb:�j = din(j)W = hs + nW = �n�1k�1�� n+ nW = �n�1k�1�W� for any t 2 Ab:�t = din(t)W = hs + n+ (m+ 1)W = �n�1k�1�+m+ 1WIt follows that for any i 2 Cl; j 2 Cs nAb; t 2 Ab : �t > �i > �j . 2Before proving the claims about the rankings which are produced by theMutual Reinforcement approach, we �rst consider a few properties of irre-ducible matrices.De�nition 5 An n � n matrix A = [ar;s] is said to have the (i; j)-switchproperty (1 � i; j � n; i 6= j) if:� ai;i + ai;j = aj;i + aj;j 33T
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� For all k 6= i; j : ai;k = aj;kLemma 3 Let A = [ar;s] be an n� n matrix with the (i; j)-switch property(for some i 6= j). Let � be an eigenvalue of A, and let w = (w1; : : : ; wn)T bea corresponding eigenvector. Then: � 6= ai;i � ai;j =) wi = wj.Proof: Since w is an eigenvector which corresponds to �, we have:[Aw]i = ai;iwi + ai;jwj + nXl6=i;j ai;lwl = � � wi[Aw]j = aj;iwi + aj;jwj + nXl6=i;j aj;lwl = � � wjSubtracting the second equation from the �rst, we get:(ai;i � aj;i)wi + (ai;j � aj;j)wj = �(wi � wj)Since ai;i � aj;i = aj;j � ai;j, we get:(ai;i � aj;i)(wi� wj) = �(wi � wj)Hence, � 6= ai;i � aj;i =) wi � wj = 0. 2Lemma 4 Let A = [ar;s] be a non-negative irreducible n� n matrix, n > 1.For any 1 � i � n, �(A) > ai;i.Proof: Let w = (w1; : : : ; wn)T denote the positive eigenvector which cor-responds to �(A) (Perron-Frobenius Theorem). For any 1 � i � n, wehave: �(A) �wi = ai;i � wi +Xj 6=i ai;j � wjNote that all the products ai;j � wj are non-negative, since both ai;j � 0and wj > 0 for all i; j. Since A is irreducible, there is at least one index1 � k � n; k 6= i such that ai;k > 0. Otherwise, in the support graph G(A),there will be no paths from node i to any node j 6= i and A would not beirreducible. Hence:�(A) �wi = ai;i � wi + ai;k �wk + Xj 6=i;kai;j �wj � ai;i � wi + ai;k � wk > ai;i � wiAnd since wi > 0 we get �(A) > ai;i.34T
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2The above proof is due in part to Ronny Roth ([26]).Corollary 2 Let A = [ar;s] be a non-negative irreducible n � n matrix,n > 1, with the (i; j)-switch property. Let w = (w1; : : : ; wn)T denote thepositive eigenvector which corresponds to �(A). Then wi = wj.Proof: By Lemma 4, �(A) > ai;i � ai;i � aj;i. Therefore, by Lemma 3,wi = wj. 2De�nition 6 An n�n matrix A = [ar;s] is said to have the (i; j)-dominanceproperty (1 � i; j � n; i 6= j) if:� ai;i + ai;j > aj;i + aj;j� For all k 6= i; j : ai;k � aj;kLemma 5 Let A = [ar;s] be a non-negative, irreducible n � n matrix withthe (i; j)-dominance property for some i 6= j. Let w = (w1; : : : ; wn)T denotethe positive eigenvector which corresponds to �(A). Then wi > wj.Proof: Let � 4= �(A). By the de�niton of w we have:[Aw]i = ai;iwi + ai;jwj + nXl6=i;j ai;lwl = � � wi[Aw]j = aj;iwi + aj;jwj + nXl6=i;j aj;lwl = � � wjSubtracting the second equation from the �rst, we get:(ai;i � aj;i)wi + (ai;j � aj;j)wj + nXl6=i;j(ai;l � aj;l)wl = �wi � �wjBy the dominance of row i over row j, we have:(ai;i � aj;i)wi + (ai;j � aj;j)wj � �wi � �wj ;which implies that(�� (ai;i � aj;i))wi � (�� (aj;j � ai;j))wj :35T
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Since � > ak;k for all k, both (� � (ai;i � aj;i)) and (� � (aj;j � ai;j)) arepositive. By the (i; j) dominance property, we have that ai;i�aj;i > aj;j�ai;j.Therefore, wiwj � �� (aj;j � ai;j)�� (ai;i � aj;i) > 1 ;which completes the proof. 2We now prove proposition 4. Proposition 2 will follow as a special case,where Ab = � (jAbj = b = 0).Proposition 4 On the collection ~Ck, the Mutual Reinforcement approachwill rank the Ab-authorities �rst, then the authorities of Cs nAb, and �nallythe Cl authorities.Proof: LetW denote the adjacency matrix of ~Ck, and consider the co-citationmatrixWTW : The rows and columns which correspond to the hubs of ~Ck willcontain only zeros, and we can analyze the ranking produced by the MutualReinforcement approach by considering only the sub-matrix of WTW whichcontains the rows and columns which correspond to the authorities of ~Ck.Denote this sub-matrix, which is positive (and thus clearly irreducible) byA = [ar;s]. A (like the co-citation matrix WTW ) is symmetric and has thefollowing structure:� For all t, at;t is the in-degree of t. Therefore,{ t 2 Cl ) at;t = �n�1k�1� +m{ t 2 Cs nAb ) at;t = �n�1k�1�{ t 2 Ab ) at;t = �n�1k�1�+m+ 1� For all t 2 Cl; s 2 Cs : at;s = as;t = 1.� For all t1; t2 2 Cl (t1 6= t2) : at1;t2 = �n�2k�2�� For all t1; t2 2 Ab (t1 6= t2) : at1;t2 = hs+ (m+ 1) = �n�1k�1�� n+m+ 1� For all t 2 Cs nAb; s 2 Cs (t 6= s) : at;s = as;t = hs = �n�1k�1�� nLet � 4= �(A), and denote by w the unique positive unit eigenvector whichcorresponds to �. By the above, we have:36T
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� For all i; j 2 Ab, A has the (i; j)-switch property.� For all i; j 2 Cs nAb, A has the (i; j)-switch property.� For all i; j 2 Cl, A has the (i; j)-switch property.� For all i 2 Ab; j 2 Cs nAb, A has the (i; j)-dominance property.Thus there exist three positive values �; �; 
 so that for all i 2 Ab; wi = �,for all j 2 Cs n Ab; wj = � and for all t 2 Cl; wt = 
. In addition, � > �.It remains to show that � > 
, which is what we do next. Choose arbitraryindices i 2 Cs nAb and j 2 Cl. Then:[Aw]i = �wi = �� = � Xt2Ab ai;t + � Xt2CsnAb ai;t + 
 Xt2Cl ai;t[Aw]j = �wj = �
 = � Xt2Ab aj;t + � Xt2CsnAb aj;t + 
 Xt2Cl aj;tSubtracting the second equation from the �rst, we get:�(� � 
) = �(Xt2Ab ai;t � b) +�( Xt2CsnAb ai;t � (m� b)) +
(n�Xt2Cl aj;t)� �(Xt2Ab ai;t � b) + �( Xt2CsnAb ai;t � (m� b)) +
(n�Xt2Cl aj;t)= �(Xt2Cs ai;t �m) + 
(n�Xt2Cl aj;t)Reorganizing the inequality yields:� [�� (Xt2Cs ai;t �m)] � 
 [�� (Xt2Cl aj;t � n)]We now show a couple of short claims:37T
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1. �� (Pt2Cs ai;t �m)] > 0:�� = � Xt2Ab ai;t + � Xt2CsnAb ai;t + 
 Xt2Cl ai;t� � Xt2Cs ai;t + 
 Xt2Cl ai;t> � Xt2Cs ai;t > �(Xt2Cs ai;t �m)Dividing both sides by the positive constant � completes the claim.2. Pt2Cs ai;t � m > Pt2Cl aj;t � n. To prove this, we evaluate bothexpressions:Xt2Cs ai;t �m = (m� 1)hs +  n� 1k � 1!�m= (m� 1)[ n� 1k � 1!� n] +  n� 1k � 1!�m= m n� 1k � 1!� nm + (n�m)Xt2Cl aj;t � n = (n� 1) n � 2k � 2!+  n � 1k � 1!+m� n= (k � 1)n� 1k � 1 n� 2k � 2!+  n� 1k � 1!+m� n= k n� 1k � 1!� (n�m)Using the equality m = k + 1 = pn, we now subtract the secondexpression from the �rst:(Xt2Cs ai;t �m)� (Xt2Cl aj;t � n) =  n� 1k � 1!� nm+ 2(n�m)>  n� 1k � 1!� n 32 > 0 8k � 338T
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Using the �rst claim we can transform� [�� (Xt2Cs ai;t �m)] � 
 [�� (Xt2Cl aj;t � n)]into �
 � �� (Pt2Cl aj;t � n)�� (Pt2Cs ai;t �m) ;and by the second claim we deduce that�
 > 1 =) � > 
which completes the proof. 2
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