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Introduction 

W h e n  F.  J .  Mur ray  and  J .  yon  N e u m a n n  deve loped  the  theo ry  of r ings of opera to rs  

in the  1930's, t hey  f i rs t  classified all  factors  ac t ing  on separable  H i lbe r t  spaces in to  those  

of t y p e  I ,  t y p e  I I  and  t y p e  I I I .  B y  showing t h a t  a fac tor  of t y p e  I is i somorphic  to  t he  

a lgebra  l~(~) of all  bounded  opera to rs  on some Hi lbe r t  space ~ ,  t h e y  p roved  t h a t  the  

a lgebra ic  t y p e  of a fac tor  of t y p e  I is comple te ly  de t e rmined  b y  i ts  dimension.  Namely ,  the  

factors  of t y p e  I are  classified into  those  of t y p e  I , ,  n = 1, 2 . . . . .  oo. Accord ing  to  the i r  

theory ,  we can no t  only  classify the  factors  of t y p e  I ,  b u t  also unde r s t a nd  expl ic i t ly  the  

s t ruc ture  of a fac tor  of t y p e  I .  The  s i tua t ion  is much  worse for fac tors  of t ypes  I I  and  

I I I .  Here  we have  no t  a comple te  classification. Fu r the rmore ,  we had  no t  been able  to  

cons t ruc t  m a n y  different  factors  un t i l  qui te  recent ly .  To ob t a in  inf in i te ly  m a n y  non - type  

(1) The preparation of this paper was supported in part by NSF Grant No. GP28737. 
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I factors, we had had to wait for Powers' work in 1967, [15]. He showed the existence of 

continuously many non-isomorphic factors of type III .  After that,  the construction of 

non-isomorphic factors proceeded remarkably quickly. In 1968, Araki and Woods 

introduced a new algebraic invariant, asymptotic ratio set, and used it to partially classify 

the factors constructed as infinite tensor product of finite factors of type I, [2]. In  1969, 

McDuff succeeded in constructing continuously many non-isomorphic factors of types 

I I  1 and II~,  [11] and [12]. Shortly after that,  Sakai found an alternative method of con- 

structing continuously many non-isomorphic type I I  1 factors as well as type I I~  factors. 

Thus we now have many non-isomorphic factors. Unfortunately, most of these construc- 

tions rely on algebraic invariants and not structure theorems. Of course, it would be 

desirable to have structure theorems which could distinguish different factors. We have 

to admit that  the present stage of classification theory as well as structure theory is very 

far from being complete. Therefore, we should t ry  to obtain a structure theorem for 

reasonably easy cases. This paper is devoted to getting a structure theorem for yon 

Neumann algebras with a homogeneous periodic state. 

At the same time as Powers' work appeared, Tomita estabhshed the theory of'modular 

Hilbert algebras (Tomita algebras), [22]. According to this theory, a normal faithful state 

~v of a yon Neumarm algebra ~ gives rise to a one parameter automorphism group (~T of 

~ ,  the modular automorphism group of ~ associated with q. In [18], we have seen that  the 

modular automorphism group aT is uniquely determined by q subject to the Kubo-Mart in-  

Schwinger condition. Furthermore, the factor in question is of type I or type I I  if and only 

if aT is inner. If ~ is a trace, then aT is the identity automorphism. Therefore, a very natural 

class of factors, after the finite ones, consists of those equipped with a state whose 

associated modular automorphism group is periodic. We develop a structure theory for a 

certain subclass of this class of factors. Roughly speaking, the factors in question are 

essentially uniquely expressed as a crossed product of a yon Neumann algebra of type II  1 

by an endomorphism. Most of the results have been announced in [20] and [21]. 

In w 1, we decompose a yon Neumann algebra ~ with a fixed homogeneous periodic 

state ~, and prove that  the algebra is generated by the centralizer ~ of the state and an 

isometry which induces an isomorphism 0 of the centralizer onto its reduced algebra. 

In  w 2, we propose a method of constructing a yon Neumann algebra ~ with a specified 

decomposition. 

In w 3, we compute the new algebraic invariants S ( ~ )  and T ( ~ )  introduced by 

Connes, [3] and [4]. As a corollary, we seen in w 5 that  the group of all inner automorphisms 

is not necessarily closed in the group of all automorphisms under any reasonable topology 

except the uniform topology. 
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Section 4 is devoted to the comparison of two inner homogeneous periodic states. We 

prove that  the structure theorem obtained in w 1 essentially uniquely determines the 

factors in question if the relevant state is inner homogeneous. 

In w 5, we show, by examples, that  we can realize any countable subgroup of the 

additive group of all real numbers as T ( ~ )  for some ~ .  

1. D e c o m p o s i t i o n  of a yon  N e u m a n n  algebra w i th  respect  to a h o m o g e n e o u s  

periodic state 

Let ~ be a yon Neumann algebra. By Aut ( ~ ) ,  we denote the group of all auto- 

morphisms of ~ .  For a normal positive linear functional ~ on ~ (most of the time we 

consider only states), we denote by G(~) the group of all automorphisms of ~ leaving 

invariant, that  is, 
a(r = {aeAut  (Ttl): ~oa  = ~0}. 

Definition 1.1. We call ~ homogeneous if G(~) acts ergodically on ~ ,  that  is, the fixed 

point algebra ~a(~) of G(~) reduces to the scalar multiples of the identity. 

PROPOSITION 1.2. I /  ~ is homogeneous, then q~ is /aith/ul. 

Proo/. Let s(~) denote the support of ~. We have then, in general, s(~oa)=O'-1(8(q~)) 

for every aEAut  ( ~ ) .  Hence s(~)=a-l(s((p)) for every aEG(~). Therefore s(~) must be a 

scalar multiple of 1, which means s(~)= 1. Hence ~ is faithful. Q.E.D. 

Definition 1.3. A faithful normal positive linear functional ~ on ~ is said to be 

periodic if there exists T >0  such that  a~ is the identity automorphism t of ~ where 

aT denotes the modular automorphism group of ~ associated with ~. T h e  smallest such 

T > 0 is called the period of ~. 

We consider a yon Neumann algebra ~ equipped with a faithful homogeneous 

periodic normal state ~0 as our main subject. Let  T be the period of ~. Put  u=e-2"/T; 

0 < ~ <  1. Considering the cyclic representation of ~ induced by ~0, we assume that  

acts on a Hilbert space ~ with a distinguished vector ~0 such that  

x m, and [ ~ 0 ] = ~ ,  

where we denote by [~J~] the closed subspaee spanned by ~ for any subset ~ of ~. Making 

use of the theory of modular Hilbert algebras (which the author proposes to call Tomita 

algebras), see [18], we associate the self-adjoint non-singular positive operator A on ~, 

called the modular operator, and the unitary involution J such that  

6 -  732906 Acta mathematica 131. Imprim6 le 19 Octobrc 1973 
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aT(x)=A~xA -~, x E ~ ;  

A"~o = ~o, J~o = ~o; 

J A ~ t J = A  ~t, J A J = A - 1  

J ~ J =  71~', JTl~'J=7~l 

JA~x~ o = X*~o, x E ~1~; 

g A-~y~o=y*~o, ye~l~'. 

(1) 

By assumption, we have A~T=I, so 

(un: nEZ)U (0), where Z denotes the set of all integers. Let En denote the projection of 

onto the closed subspaee 

~ . = { ~ E ~ :  A ~ = ~ ' ~ ) ,  neZ.  t2) 

We have then the following expressions for A and AU: 

A = y~ ~"E.,  A'~= ~ ~'"~E.. (3) 
neZ nEZ 

The projections E .  are also written as follows: 

1 / "  
(4) 

that  the spectrum Sp (A) of A is contained in 

Set ~ = { x E ~ :  aT(x) = u~"tx), n E Z . '  (6) 

Each 7~/n, n E Z, is a a-weakly closed subspace of ~l  invariant under aT, and ~ o  is nothing 

but the centralizer ~ v  of ~ in [19]. When ~ is finite, H. Umegaki studied ~ in detail, 

fixing ~ 0  first and then considering all states whose centeralizer contains ~0,  [23]. For 

each n E Z, we consider the integration: 

e.(x) = ~  u-~maT(x)dt, xETl~. (7) 

We have then the following properties: 

e . ( ~ )  = ~ . ;  (s) 

e.oem = 0  if n 4=m, enoe. =e, ;  (9) 

e.(axb) =aen(x)b if a, b E ~ ;  (10) 

Since JA  J = A -1, we have 

J~,~=~-n and J E ,  J = E _ n ,  nEZ. (5) 
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e.(x)~ o = E . x ~  o, x E ~ ;  (11) 

X~o = ~ ~.(x) to, xe:m.  (12) 
neZ 

By equality (11), we have 7 ~ . ~ o c ~ . .  

LEM~A 1.4. For each nEZ,  we have 

Y)n = [77/,~o]- (13) 

Proo]. Let ,e be an arbi trary vector in ~ , .  There exists a sequence {x~} in ~ / s u c h  tha t  

=limt-~oo xt~0. Then we have by  (11) 

= E n ~ = lim Enx~ ~o = lim e~ (x~) ~o. Q.E.D. 

LEMMA 1.5. For each n, m E Z ,  we have 

7/'/. '///,. ~ ?//.+m; (14) 

1//* = ~ _ . ;  (15) 

?~n~m C ~n+m" (16) 

Proo/. We prove only (16) and the others are verified along the same line. For each 

x E 7~/, and ~ E ~)m, we have 

Ai~x~ = A'%A -'~ A't~ = o~(x) Att~ 

= ~t~"tx(ut'~) = x""+"~tx~. Q.E.D. 

The following lemma is a special case of the more general result shown recently b y  

E. Stormer, [17]. But, for the sake of completeness, we present a proof. 

LEMMA 1.6. For each n E Z  and x E ~ ,  the/ol lowing two statements are equivalent: 

(i) x belongs to ~ ,  that is, aT(x)=ul' tx;  

(ii) g"qJ(yx) = q~(xy) /or every y E ~ .  

Proo/. (i)~(ii): Suppose a~t(X)=gintx, tER .  For each y E ~ ,  there exists a bounded 

function F(a~) continuous on and holomorphic in the strip, 0 ~<Im a ~< 1, such tha t  

F(t) = q~(a~(x) y) and F(t  +i)  = q~(ya~(x)). 

We have then F(t) =-q0(uintxy)= ~slnt~9(~y); 

F(t +i)  = ~"(t+%v(xy) = ~ - " ~ r  
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hence we have uintg(yx ) = 9(ya[ (x)) = F(t + i) = u-n u~ntg(xy). 

Thus we obtain 

so tha t  (ii) follows. 

9(ya~(x)) = x-ng(aT(x) y); ~n~(yx) = ~(xy), 

(ii) ~ (i): Suppose u n g ( y x ) = 9 ( x y  ) for every y E ~ .  We have then 

F(t) = 9(at~(x) y) = 9(xa~_t (y) ) = un g(a~_t (y) x) 

= ~ n ~ ( y a ? ( x ) ) ,  

so tha t  we get  F(t+i)=u-"F(t) .  Put 

We have then 
G(a) ffi u-~n~F(a), 0 ~< I m  a ~< 1. 

G(t + i) = x-~ntt+~)F(t + i) = ~-mtunF(t + i) = ~t-mtF(t) = G(t). 

The holomorphie funct ion G is bounded on the strip and has period i. Therefore G is 

constant .  Hence the funct ion F(~) is proport ional  to  urea. Thus we get  

9(a?(x) y) = x~nt F ( 0 ) =  etntq(xy), 

which means t h a t  (y~olaT(x*)~o)=W"t(y~olx*$o). Since T/l~o is dense in ~ ,  we have 

a~(x*)~o=u-tntx*~ o, so t h a t  a?(x*)=x-~ntx * because to is separating. Thus  we get  

at~(x) = ~ , t  x. Q.E.D. 

PROPOSTTTO~ 1.7. (i} I / A  is a maximal abelian sdf-ad~oint subalgebra o / ~ ,  then A 

is maximal abelian in the whole algebra ~ .  

(ii) The relative commutant ~ll'o n ~!1 o/ ~lo is contained in ~ as the center Eo o/ ~ .  

Proof. Let  A c denote the relative commutan t  A '  N ~/~ of ~4 in ~ .  Since aT is the 

ident i ty  automorphism on ://10, so it is on A; hence trivially aT(A)=,4 which implies t ha t  

at~(A c) = A  c. Hence ~4 c is invar iant  under  at ~. Therefore we have e,(AC)c A c because en is 

defined by  (7) and the integrat ion is taken  under  the a-strong operator  topology. Le t  x 

be an arbi t rary  element in A c. We have then en(x)=yEA ~ N ://In, so tha t  y*y belongs to  

A c N ~/0, so t h a t  y*y is in A. The same is t rue for yy*. Therefore h=(y*y)t and k=(yy*) j 

both  belong to  A. Le t  y = uh = ku be the left and r ight  polar decomposition. Since u is in 

A ~, commute  with h and k, so tha t  

y y *  = u h 2 u  * = h u u *  h <~ h = y ' y ;  
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y*y = u*k2u = ku*uk <~ k ~ = yy*. 

Thus we get y*y =yy*. On the other hand, y is in ~ ,  so that  by Lemma 1.6, we have 

~(yy*) = u~q~(y*y). 

Hence ~(y*y)=0 unless n=O, so that  y=O. Thus en(x)=O for every non-zero nEZ. 

Therefore x falls in ~o .  Hence x E ~ o  N A c= ~ .  Thus J4 is maximal abelian in )~. 

Assertion (ii) follows from the fact ~ 0  N ~ ~4 ~ for any maximal abe]Jan self-adjoint 

subalgebra A of ~o .  Hence ~/~'0 N ~ A ~ = ~  ~//0. Thus 7?/o N 771 must be the center 

Zo of ~0.  Q.E.D. 

For each n ~ Z, we define a normal representation (x~n, ~ }  of ~ o  and a normal anti- 

representation (g~, ~ }  as follows: 

(17) f 
z~(a) Jzt_n(a*)J, a~Ylo .  J 

By (16), ~ is invariant under 7/~o, so that  the representation {~,, ~ }  makes sense. Also 

equality (5) guarantees that  the definition of {~t', ~ ,}  makes sense. Since ~t'(a) is the 

restriction of Ja*J  to ~ and since Ja*J  E ~ ' ,  n,,(~'lo) and n" (71/o) commute. More precisely, 

we have the following: 

LEMMA 1.8. For each xE ~ n ,  we have 

7 t ' (a )x~  = xa~o , a e  ~llo. (18) 

Proo]. We have 

r~'n(a) x~ o = Jzt_n(a* ) Jx~ o = Ja*Jx~ o = Ja*Aix*~ o = Ja*u-nl~x*~o 

= u-~/2Ja*x*~o = ~-~/2Ai xa~o = u-~s2u~12xa~o = xa~ o. Q.E.D. 

Remark. So far, we have not used the homogeneity of the state ~, so that  all results 

obtained above remain true for an y  periodic state. 

Now, we start to discuss the group G@). We define the unitary representation 

{v(g), ~} of G@) by 
U(g)x~o=g(x)~ o, x E ~ l ,  gEG(qJ). 

The invariance of r under g E G(q) assures that  each U(g) extends to a unitary operator 

which is also denoted by the same symbol U(g). I t  is obvious that  

U(glg~) = U(gl) U(g2) and U ( g I )  = U ( g ) *  

for any gl, g~ and 9 E G(r For any x, y E ~ ,  we have 
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U(g) x U(g)*y~o = U(g) x~-l(y) ~0 = g(xg-l(Y)) ~0 = g(x) Y~o 

so tha t  U(g)xU(g)* = g(x), x E ~ .  (19) 

Since g and a~ commute by  [10] and [19], g leaves ~ invariant, so tha t  U(g) leaves ~ ,  

invariant  as well. Furthermore,  we have 

u(g) (a) u(g)* = / 
(2O) 

U (g) z ,  (a) U (g)* = r~, og(a), aE ~ ,  gE 
g 

In  fact, the first equality follows from (19) and the second one follows from (18) 

and (19). 

LEMMA 1.9. I /  ~n=~(0), then (gn, ~ , )  and { ~ ,  ~n) are both/aith/ul. 

Proo/. Let Y=~Za(0). Since 7e n is normal, Y is a a-weekly closed ideal of ~ .  Hence 

y is of the form Y = ~ z  for some projection z in Z0. I f  x is in Y, then gn(x)=0; so we 

have, for every g EG(~), 

=hOg(:2:) = U (g )~ . ( x )  U(g)*  = O; 

hence g(x) falls in 3. Therefore, g (~ / ) cy ,  gEG(~). Considering g - l ,  w e  get g( : / )=: / ,  

which means g(z) =z for every gEG(q~). By the ergodicity of G(~0), z = 0  or 1. Since zen(1) 4 0  

by the assumption on ~ , ,  z =0.  The assertion for g~ follows similarly. Q.E.D. 

LEMMA 1.10. For every nEZ,  we have 

�9 {0}. 

Proo/. Let  Z 1 = (ne  Z: ~ ,  *(0}}. We first claim tha t  Z 1 is a subgroup of the additive 

group Z. Let  x be a non-zero element in ~ for a fixed n e Zl. Then x*x is a non-zero 

element of ~ by  Lemma 1.5. I f  ~m=~{0}, then ~m~=(0}, so tha t  r~m(X*X)4=0 by Lemma 

1.9. Since ) ~ 0  is dense in ~ by  Lemma 1.4, there exists an element y E ~ such tha t  

gm(x*x)y~o+-O; hence xy=~0. B u t  xy falls in ~ ,+m,  so tha t  ~,+m~={0}. Hence Z 1 is 

additive. By (15) ~_,4={0} if nEZ  1. Thus Z 1 is a group. 

Let  n o be the smallest positive integer in Z 1. By  the group property of Z 1, we have 

Z i=n0Z.  Therefore, the spectrum of A consists of {un'n: nEZ}, Hence we have 

A ~rln" = ~ u~n"'rln~ = ~ E,,~ = 1. 
n e Z  n e Z  

Unless n o = 1, this contradicts the fact tha t  T is the period of a~. Q.E.D. 

L~MMA 1.11. For each n e Z ,  { ~ , ( ~ ) ,  ~ ,}  admits either a cyclic vector or a separating 

vector. 
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Proo/. Let  z be the greatest projection in E0 such that  ~tn(z) is a cychc projection. The 

existence of such a projection is assured by the a-finiteness of ~ .  For each 9fiG(~), 

ztnog(z) = U(g)zta(z) U(g)* is also a cyclic projection. Hence we have g(z) =z  for each g fi G(q). 

The ergodicity of G@) implies either z =0  or 1. If  z=0 ,  then {~(~/~0), ~n} must admit a 

separating vector. Q.E.D. 

LE~MA 1.12. I / ~  iS a vector in ~ , ,  n ~ Z, then there exists sel/-ad~oint positive operators 

It and k a//iliated with ~ o  and a partial isometry u ~ ~ such that 

Pro/. Since ~ belongs to ~)(At), the domain of A~, if we define an operator a o on 

7/~'~o by ay~o=y~, yE 7t$', then a 0 is preclosed, see [18; w 3]. The preclosed operator a o is 

transformed by A ~t as follows: 

A~taoA-ay~o = A a a o A - a y A a  $o = A~t (A-~tyA a) ~ = yA~t $ = u~nty~= u~ntaoY~o ' yE TI2'. 

Hence we have A~taoA-U=xinta o. Let a denote the closure of a 0 which is the second 

adjoint a0** of a o. Then we have AttaA-~t=uinta.  Suppose a = u i t = k u  is the left and 

right polar decomposition of a. Then u is in 7/l, and It and k are affiliated with 7?/. The 

equality: 
~intuh = A~tuhA-~t= A~tuA- i tAUhA -a 

together with the unicity of the polar decomposition, implies that  

aCt(u) = AttuA-~t = ~ - tu ;  

AUhA -u = h. 

Hence It is affiliated with the fixed point algebra ~ of aT. Similarly k is affiliated with 

7//o. Now, we have 
= ao~ o = a~ = uh~o = ku~ o. Q.E.D. 

LEMMA 1.13. For n ~> 1, (ztn(~0) ~n} (resp. (z-n(~lo),  ~ - , } )  does not admit a separating 

vector (resp. a cyclic vector). 

Proo/. Let ~ be a separating vector for (~t~(~//0) , ~n}. By Lemma 1.12, ~ is of the form 

~=uh~o with u a partial isometry in ~ n  and h a self-adjoint positive operator affiliated 

with 722o. By definition, xe~(a)~---0, a E ~ 0 ,  implies a = 0 ,  so that  au=O implies a = 0 .  

But  ( 1 - u u * ) u = O  and 1 - u u *  is in ~ ,  so that  u u * = l .  By Lemma 1.6, we get 

1 >1 qD(u*u) = ~-"q~(uu*) = ~-" > 1, 
a contradiction. 
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Suppose ~ is a cyclic vector for {g-n(~o), 0-n}" I t  is then separating for g ' _ , ( ~ ) .  By 

Lemma 1.12, we have ~) =kv~o with v a partial isometry in ~ - n  and k a self-adjoint positive 

operator affihated with ~ .  Since g'_n(a)~}=0 imphes a = 0  for any aET~lo, kva~=O 

imphes, by Lemma 1.8, a=0 ;  hence va=O imphes a=0 .  Therefore, we get v*v=l since 

v ( 1 - v ' v ) = 0  and v ' V E t o .  But Lemma 1.6 yields the following: 

1 >~ ~(vv*) = ~-"~(v*v) = x-" > 1, 
a contradiction. Q.E.D. 

As an immediatiate consequence of Lemmas 1.11 and 13, we get the following: 

COROLLARY 1.14. For n ~  l, {g:~(7/~), ~n) (resp. {u-n, ~-n}) admits a cyclic (resp. 

separating) vector. 

L]~MMA 1.15. The subspace ~ 1  o/ ~ contains an isometry u such that/or n>~I, 

~ .  = 7 ~  u"; 

~ _ .  = u , - ~ .  

Proo[. By Corollary 1.14, there exists a cyclic vector ~ for {gx, ~1}. As seen already, 

is of the form ~=]~u~ o with u a partial isometry in 7~'la and k a self-adjoint positive 

operator affiliated with )~lo. Being eyefic for gx(7~10), ~ is separating for g~()~0). Hence 

g;(a)~=O implies a=O for any a E ~ ,  so that  if ua---0, a E ~ 0 ,  theng;(a)~=lcua~=O; 

hence a = 0. From the facts that  u(u*u-1)=0 and that  u*u E ~o ,  it follows that  u*u = 1 .  

Hence u is an isometry. Let n>~l. We have then (un)*un=l. If x is in 7~/~, then x(u*)" 

belongs to ~ by Lemma 1.5, so that  

x = x(u*"u") = ( x u * " ) u " e  ??hu".  

Thus ~/n~ 7~/o un. Lemma 1.5 yields that  ~/oUn~ ~/n. Thus we get ~ l , = ~ l o u  ". Since 

~/_, = ~/*, we have 7~/_, = u*n}v~/o. Q.E.D. 

COROLLARY 1.16. The yon Neummnn algebra ~ is generated by ~1o and any isometry 

u in ~?l~. More precisely, in the pre.Hilbert space structure induced by the state % ~1 is 

decomposed into a "direct sum" as/ollows: 

~ n "  = " . . .  | ~*-~% ~ ... ~ ~* 7no ~ :n~,~ ~ | ... �9 ~no~" �9 . . . .  

For each z E ~ ,  we denote 

We have then 

x(n) = ~.(x) e ~ . ,  n e Z. 

X~o = ~. x(n) ~0" 
neZ 

(21) 
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LEMMA 1.17. For each x, yET~, we halve 

(xy) (n) ~o = ~ x(m) y ( n -  m) ~o, (22) 
meZ 

where the summation is taken in the strong topology in ~ .  

Proo/. First we assume tha t  y i s  in 7/~m. We then have 

xy~o = x(z-~12 A *y~o) = z-mt2xA *y~o 

= ~- mJ2JJxJJA �89 = ~- n12J(JxJ) Y* ~0 

=~-ml2JY*(JxJ)  ~0 since J x J E ~ ' ,  

= ~-ml2Jy*Jx~ 0 since J~o = ~0, 

= ~ - m l 2 j y . j  ~ x(1) ~o 

= ~ z-~2Jy*Jx(~) ~o = ~ ~-m/2x(Z) Jy*J~o = ~ xq) ~-~J~(A~y~o) = ~ x(1) Y~o. 
leZ leZ leZ /eZ 

Therefore, we have, for a general y E ~ ,  

xy~ o = x ~ y(m) ~o = ~ xy(m) ~o = ~ ~ x(l) y(m) ~o, 
meZ meZ meZ /eZ 

hence (xy) (n) ~o = Enxy~o = Z ~ Enx(1) y(m) ~o = Z x(1) y(n - l) ~o. 
~ z  z~z zEz Q.E.D.  

LEMMA 1.18. I / u  and v are isometrics in ~ n ,  n >~ l ,  then there exists a partial isometry 

w in 7~o such that 
v = wu  and u = w*v. 

Proo/. Let w=vu* .  Then w is in 7~o, and we have 

Wl~ ~ VU*U ~ V; 

w*v = (vu*)*v = uv*v = u. 

Furthermore, we get w*w = uv*vu* = uu*; 

W W *  ~ VU*UV* ~ VV*. 

Hence w is a partial isometry in ~ o  with the intial projection uu* and the final projection 

vv*. Q.E.D. 

LEMMA 1.19. Let u be an isometry in 7~n, n>~l, and let e=uu*.  Then e has uni/orm 

relative dimension in 7?/0, more precisely, we have 

e~ = znl.  
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Proo[. By Lemma 1.18, there exists, for each gEG(90 ), a partial isometry w(g)fi ~ 0  

such tha t  g(u)--=w(g)u. Hence we have 

g(e) = g(uu*) = g(u)g(u)* 

= w(g)uu*w(g)* = w(g)ew(g)*. 

By the ergodicity of G(9 ) on ~o ,  we can find nets 

( 2 ~ : i = 1 , 2  ..... n~}c [0 ,  1] and { g ~ : i = l , 2  ..... n~}=G@) 
such tha t  

n~t n~ 
q)(e) 1 = w--  lim • ~ 9~ (e) = w - lim • ~ w(g~) ew(~)* = e~ 

On the other hand, we have by  Lemma 1.6, 

9(e) = q~(uu*) = x~q~(u*u) = u '9(1)  = u~. Q.E.D. 

We now introduce a positive linear map Ad (a) of ~ into ~ for each fixed a E )~l 

as follows: 
Ad (a)(x) =axa*,  x E ~ .  (23) 

I f  u is unitary, then Ad (u) is an inner automorphism, and if u is an isometry then Ad (u) 

is an isomorphism of 7 / /on to  e ~ e  with e = uu*. 

Lv.MMA 1.20. Let e be a pro~ection o / a  yon Neumann algebra Tl such that the central 

support o/ e is 1. I / 0  is an isomorphism of ~l onto e~e, then there exists uniquely an auto- 

morphism 0 o/ the  center ~ o/ ~ such that O(a)=O(a)e /or any aE~.  

Proo/. The center of e)~e is ~e, and the map: aEE~->aeEEe is an isomorphism of 

E onto ~e by the assumption on the central support  of e. Since 0 is an isomorphism of 

onto e~e as assmned, we have 0(E)=  Ee. Hence we can define an automorphism 0 of E 

so tha t  O(a)=O(a)e, aEE. Q.E.D. 

By Lemma 1.5, if u is an isometry in ~1 ,  then Ad (u) leaves ~ 0  invariant, so we 

denote by  0u the restriction of Ad (u) to ~0 .  Since uu* is of uniform relative dimension 

in ~ 0  by  Lemma 1.20, the central support of uu* must  be 1. Hence 0= induces an auto 

morphism 0= on Z0 by  Lemma 1.21. 

L~.MMi 1.21. (i) For any isometrics u and v in ~1,  we have 

O~ (a) = O~ (a), a ~ Zo. 

(ii) The inverse O~ 1 is given by 

OW 1 (a) = u * a u ,  a E Z  O. 
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Proo]. By Lemma 1.19, v is of the form v =wu with w a partial isometry in ~0.  Hence 

we have 

O~(x) = vxv* = wuxu*w* = wO.(x )w*,  x ~  ~ o .  

Let e =uu* and ] =vv*. We have then, for each a E 30, 

Or(a) / = Or(a) = wOu (a) w* 

= wO u (a) ew* = O(a) wew* = 0 u (a)/, 

so that  Ou (a) = Ov (a), a E 30. Let  b = 0, (a), a E 30. We have then be = Ou (a) = uau*, so that  

a = u*uau*u = u*beu = u*b(eu) = u*bu, 

which means that  0~1 (b)= u*au. Q.E.D. 

Thus, the automorphism 0u of 3o does not depend on the choice of the isometry u 

in ~ml, so that  we denote it simply by 0. 

PROPOSITION 1.22. The center 3 o/ ~ is precisely the fixed point subalgebra o/ 3o 

under O. Hence 71~ is a/actor  if and only i / 0  is ergodic. 

Proo/. The center 3 of ~ is obviously contained in the relative commutant 7/~ of 7/1o 

in ~ which is the center 3o of ~/10 by Proposition 1.7. (ii). Since ~ is generated by ~ o  

and an isometry u in ~ 1  by Corollary 1.16, the center 3 is the set of all elements in 3o 

commuting with u. An element aE3o commutes with u if and only if a=u*au=O-l(a);  

hence if and only if a is a fixed point of 0. Q.E.D. 

LEM~A 1.23. For any isometry uE~l~n, n~>l, we have. 

~oO,,(x) = :r XE~o; 

cpoO(a)=qJ(a), aE3o. 

Proo/. For each x E ~o ,  we have, by Lemma 1.6, 

u" ~v(x) = z"~0(xu*u) = r = ~voO,(x). 

Choose an isometry u in ~ 1  and let e =uu*. We have for each a E 3o 

xcp(a) = ep(Ou (a) ) = cp(O u (a) e) = q)(Ou(a ) e~t) = ~p(Ou (a) 

Thus ~(a)=q(0(a)). 

by Lemma 1.19. 

Q.E.D. 
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LEMMA 1.24. I] U in an isometry in ~ ,  n>~l, then we have 

Proo/. For  each aEZo, we have 

ep(Ou(x)~ a) = ~(0~ (x) a) = q)(uxu* a) 

= ~" q~(xu* au) 

= x"q~(xO-" (a)) by  L c m m a  1.21, 

= x" ~(x~ O-" (a)) 

= xncp(On(x~) a), 

so tha t  0~ (x) ~ = x" 0" (x~). Q.E.D. 

L~.~IMA 1.25. For any pair  p,  q o] proiections in 7~o, and an integer n, the ]ollowing two 

statement8 are equivalent: 

(i) There exists a partial isometry v E ~ n  such that 

p =  v*v and q= vv*; 

(ii) q~ = xn0~(p~). 

Proo]. (i) ~ (ii): Considering v* if n K - 1, we m a y  assume n >/1. Let  u be an  isometry in 

~ , .  P u t  w =vu*E 7flo. We have then 

ww* = vu*uv* = w* = q; w*w = uv*vu* = u10u* = O~ (10). 

Hence we have, by  Lemma 1.24, 

(ii) ~(i): In terchanging p and q if n~< - 1 ,  we m a y  assume n>~l. Choose an  isometry 

u in ~ , .  We have then Ou(p)~ =~O"(p~) =q~ by  L e m m a  1.24. Hence there exists a un i t a ry  

w in ~ o  
q = w0~(lo)w* = wupu*w*. 

P u t  v = wup. IV is then clear t ha t  v is a partial  i sometry in ~ n  such t h a t  vv* =q and 

v*v = pu*w*wup = 10u'u10 = 10. Q.E.D.  

L ~ M A  1.26. The von Ne umann  algebra ~'~ is o / t y p e  I I  1. 

Proo/. Le t  u be an isometry in 7?Ix, and let e . = u ' u  *n, n>~l. We have then e~ = u  n 1 
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by Lemma 1.19. Hence ~ does not have a direct summand of type I, so that  it  is 

of type II. Q.E.D. 

We are now in the position to state our first result which has been proved already. 

THEOREM 1.27. Suppose 7n is a yon Neumann algebra equipped with a /aith/ul 

homogeneous periodic state q~ o/period T>0 .  Let u=e -~€ The centralizer 7no o/ qJ is o/ 

type II~ and there exists an isometry u with the /ollowinq properties: 

(i) 7n is generated by ~ and u; 

(ii) Ad (u) induces an isomorphism o] 7no onto eT~lo e where e=uu*; 

(iii) For each positive integer n, 

7nn = ~o  un and 7~l-n =u*nTno, 

where 7n~ is defined by (6); 

(iv) The algebra 7n is written as: 

7 W  = ". . . | u*" Tno | ... | U* ~ o  | 7~o | 7~o u | . . . | 7~oU" | . . . .  

where " =  " means that/or any xG 7n there exists a sequence (x(n)} such that x(n) E ~ and 

x=~n~zx(n) under the Hilbert space metric topology induced by ~; 

(v) The isomorphism 0 o/ 7~1o onto eTYlo e induces an antomorphism 0 o/the center Eo 

o] 7~  such that the center E o] 7n is precisely~the ]ixed point subalgebra o] ~-o under O; 

(vi) For any pair p, q o/projections in 7no there exists a partial isometry v in 7nn 

such that p=v*v and q=vv* i/ and only if z'On(p~)=O'(q~). 

Concerning the natural question to what extent the couple (7'/'/o, u) in Theorem 1.27 

determines the structure of the couple ( ~ ,  ~), we have the following: 

THEOREM 1.28. Suppose 7n and ~ are two von Neumann algebras equipped with 

/aith/ul homogeneous periodic states ~ and ~ respectively. Necessary and su//icient conditions 

that there exists an isomorphism a o/ ~ onto 7~ such that ~ = r  are given by the/ollowing: 

(i) T = T, where T and T are the period o/ q~ and ~ respectively; 

(ii) There exist an isomorphism ao O/ ~ o  onto 7no and a partial isometry w in 7no 

such that 
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~o = ~ o ~  

0 o~o(x) = W*~oO O(x) w: 

aoOO(X) = wOoao(X)w*, xE (?lo, 

where cp and ~o mean the restrictions o/q) and ~ to ~o  and ~ o  respectively, and 0 and 0 mean 

the isomorphisms o/ ~ and ~ considered in Theorem 1.27 corresponding to q~ and 

respectively. 

Proo[. We keep the same notations as before, putting bars on top of the symbols 

corresponding to ~ and ~. For example, ~ means the representation Hilbert space of 

and $o means the cyclic vector in ~ such that  ~(x)= (x$0l $o), x E ~ .  

Suppose there exists an isomorphism a of ~ onto ~?l with 9~ =9~oa. We have then 

a t~=a- loa~oo  ", t~R,  so t h a t  we have 

T =  T,  m . = a ( ~ t . ) ,  ~ e Z .  

Let u and ~ be isometrics in ~1  and ~1  respectively such that  

0(~) = uxu*, xE ?no; 

0(~) = axa*, x e  ~to. 

Since a(fi) is an isometry in ~1,  there exists, by Lemma 1.8, a partial isometry w in 7/~o 

with a{~)=wu and u=w*~(~). Hence we have, for every xE~Zo, 

wOoa(x) w* = wua(x) u*w* = a(a)a(x)a(a*)  = a(~za*)  = a o  O(x). 

Thus, statements (i) and (ii) are verified. 

Suppose conditions (i) and (ii) hold. We claim first that  wu is an isometry in ~ , .  

But this is seen by the following: 

1 >1 (wu)* (unt) = u*w*wu ~ u*w*ao o O(1)wu = u*Ooao(1)u = u*O(1)u = 1. 

Let v=wu. We have then aoo6(x)=Vao(X)V*, xeT~lo, and aoO'(x)=vnao(x)v *n. For each 

integer n~>O, we define linear maps Un of ~lofi'$o into ~oU'~o and U_, of f i * n ~ $  o into 

u*'~o~ o as follows: 
U. ~ ' $ o  = ao(X) V"~o, 

u_.a*"x~o = v*%(X)~o, x e  ~tto. 

Since v=wu is an isometry in ~1 ,  Un and U-n are both subjective. Furthermore, Un 

and U_~ are isometries. In fact, we have for any x, y E ~o ,  
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( U,~x~n$o I UnY~n$o) = (no(x) v'~to l ao(Y) v"to) = (v*nao(y*x) v"to l to) 

= q~oOO~.,(ao(y*x)) = ~n~oOao(y*x ) by Lemma 1.23 

= x'~o(y*z)  = epoOOa, (y 'x)  = (x~n$oly~'to); 

( U_n a*nx~'o I U_n r = (v*nao(x) to ] v*~ao(Y) to) = (no(Y*) v"v*~ao(x) to I to) 

= (~o(y*)~oo 0-(1 )~o(X)to ] ~o) = (%(y*)ao(a'a*') ~o(x) to  I ~o) 

= efoOao(y*a'~t*'~x) = ~p(y*~t'~Ct*,,x) = (a*ax~0la*.y~0). 

Thus U= and U_= extend to isometries of ~ .  onto ~ .  and ~_.  onto ~_=, which we denote 

by U= and U =  again. Let U = ~-~z U=. We have then a unitary U of ~ onto ~ which sends 

~n onto ~ .  and ~o into t0. For any x, y fi ?no and n/> 1, we have 

Uxyan~'o = Unxy~t'~to = ao(xy) v ' to  = no(x)no(y) v"to = no(X) UyCt"~o; 

u~a*=y$o = ua*=a=~*ny$o = ua*=O=(~)y~o = v * % o ( 0 " ( ~ ) y ) t o  

= v*~ao o On(x) no(Y) to = v*n v'~ao(x) v*nao(y) to 

= no(x) v*nao(Y) to = no(x) Uu*nY~o �9 

Thus we have UxU* = no(X), xE  711o. 

Furthermore, we get, for each yE~7/~o and n>~0, 

Uayanto = Uaya*Ct'~+~ o = U(~(y) ~t'~+x$o = a ooO(y) v"+Xto 

= Vao(y)V*V~t+lt 0 = Vao(y)Vn~o = v U ya ' t o ,  

ur  = u a  *(n-~, y~o = v . , . - 1 , . o ( y )  to = v~*%(y)  ~o = v u,~*~y~o for n/>  1. 

Thus we have U~tU*= v. 

By Corollary 1.16, ~ (resp. ~ )  is generated by ~ o  and ~ (resp. 7~/o and v). Therefore we 

have 
= u ~ u * .  

Hence the unitary U induces a spatial isomorphism a of ~ onto ~ which extends a o. 

Since U~o=to, we have qS=(poa. Q.E.D. 
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2. Construction of a yon Neumann algebra with a specified decomposition 

By the results in w 1, especially Theorems 1.27 and 1.28, a yon Neumann algebra 

equipped with a homogeneous periodic state ~ is essentially determined by the 

centralizer ~ o  of ~0 and an isomorphism 0 of ~ o  onto e~loe, where e is a projection with 

e~ = x l .  The natural question now is whether or not we can construct a yon Neumann 

algebra ~ equipped with a homogeneous periodic state ~ whoes decomposition is 

described by a given yon Neumann algebra ~ of type I I  1 and a given isomorphism 0 

of ~ o  onto e:D/oe where e is a projection in ~ with e~ =u l .  We shall answer this question 

afirmatively in this section. 

Suppose now ~/0 is a yon Neumann algebra of type I I  1 and 0 is an isomorphism of 

~/0 onto e ~ o e  where e is a projection in ~ with eg=u l ,  0 < u < l .  Let  Eo denote the 

center of ~o .  By Lemma 1.20 there exists an automorphism 0 of Eo such that  O(a)=0(a)e  

for each a E ~o- 

L v. M ~ A 2.1. F o r  every x E 7~lo, we have 

O(x)t~ = :~O (x~). (1) 

Proo]. Let xW= (l /u)0 -1 (O(x)~). We have then, for any x, yE)~  o 

1 
= 1 O- 1 ([O(x) O(y)]~) -- 1 O_ 1 ([O(y) O(x)]~) = ~ O-l(O(yx)~) = (yx)~'; (xy)~'= 0-1 (0(xy)~) g 

(x*x)~ = 1 0 _  1 (O(x* x)~) >~ o. 

For any a E Z0, we have 

(a~)~" = 1_ ~ ~-1 (O(az) ~) = ~ 0 -1 frO(a) 0(~)]~) = 1- ~ 0 -1 frO(a) eO(z)]~) 

~__ l 0_l(0(a)[e0(x)]~)= 10_l(O(a) O(x)~)= a lu O-x (O(x)~)= axh'; 

1V =1~ 0_1(0(1)~) _11~ 0ll(e~ ) =.~1 0-!(ul) = 1. 

Thus, the map: xe->xV is the center valued trace of ~o ,  hence x~' =x~ by  the unicity of 

the center valued trace. Hence O(x)~ =uO(x~). Q.E.D. 

Suppose there exists a O-invariant faithful normal state ~o on Eo. We extend r to a 

faithful normal trace on :~/o, putting 
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+0(z) = +0(x~), x e ~ 0 .  

I t  follows then  f rom L e m m a  2.1 t h a t  

(2) 

q%oO(x) = uq%(x), xE ~ o. (3) 

For  each integer n >~ 1, we write 

en = 0n(1) = 0(en_x), e0 = 1. (4) 

For  each integer n >~0, we consider the vector  spaces ?l.  and 2 _ .  defined b y  

~n=~0e n ,  n = 0 , 1  .... ; ] 
(5) / 9~_~=en~'~o, n = l , 2  . . . . .  

Le t  ~ denote  the algebraic direct sum of (?In}, t ha t  is, 

9~= ~,+~n.  (6) 
nEZ 

I n  ~o, we consider the same involut ive algebra s t ructure  as in ~ o -  Bu t  we denote  by  

~(x) the  element  in 9~ 0 corresponding to  x E ~ 0 .  Le t  a be the  e lement  in 9~ 1 corresponding 

to elE~'~0el, and a~$ the  e lement  in 9.I_1 corresponding to e x E e x ~  0. For  n>~l,  let a n be 

the  e lement  in 9~ n corresponding to e n E ~ 0 e  n and :r denote  the  e lement  in ~ - n  

corresponding to enEen ~o.  We denote by  ~(x):r n (resp. a ~ ( x ) )  the  elements  in ~n 

(resp. ~I_n) corresponding to xenE ~oen (resp. e~xEen ~lo). We first define the produc t  of 

~ln and 9~m, m E Z, as follows: 

F(x) anF(y) r162 = ~(xO n (y) ) o~n+ m; 

~#nF(X) ~m~](y) = :r ~( 0 m (X) y) ; 

~?(X) ana~mF(y)=~(XOin-m)(y))an-m if n>~m; 

~(x) ana~m~(y)=o~im-n)~(Oim-n}(x)y) if n<~m; 

~:~nV](X)~(y)~m=~(o-n(xy))o~m-n if n <~m; 

~n~(X)~(y)~m=~(n-m)~(O-m(xy)) if n>~m, 

(7) 

where n, m~>0. We remark  here t h a t  in the ]ast two equalities xy falls in en ~oen  or 

e m ~oem according to whether  n ~ m  or n>~m, so t ha t  O-n(xy) or O-m(xy) makes  sense. 

Ex tend ing  the  produc t  defined by  (7), we make  9~ an algebra over  the  complex n u m b e r  

field C. Namely ,  we denote b y  ~(n) the  9~n-component of any  ~E~,  then  for any  ~, ~]E~, 

(~) (n) = ~ ~(m) ~ ( n -  m), (8) 
meZ 

7 -- 732906 Acta mathematica 131. I m p r i m 6  le 22 Octobre  1973 



98 M.A.S4 M'[C~[~ TAWESAI~T 

where the product of ~(m) and ~(n - m) are given by (7). We define the involution ~ in 2 by 

(~(x)a')~=a~'~(x*); ' 

(a~'~(x))~=~(z*)a'; 

r 

(9) 

Thus we obtain the involutive algebra 2.  We remark that  2 is generated by 2o and 

algebraically as an involutive algebra under the relation: 

(10) o:~a=~l(1),a~#=~}(ex); o~(x)=~l(O(x))o~,xE]~'lo. 

Since 2 is determined by  ~[o and 0, we denote it by 2 ( ~ o ,  0) if necessary. 

LEMMA 2.2. Suppose ao is a *.homomorphism o/ ~ into an involutive algebra ~ .  

I /  ~ is generated algebraically as an involutive algebra by the image a(~o)  and an element 

such that ~*~= 1, ~fl* =a(el) and ~a(x) =aoO(x)~ /or every xE ~no, then there exists uniquely 

a *-homomorphism a o / 2  onto ~ such that 

a~(x) =ao(Z), xeTno; 

a(a) =8. 

Proo]. The unicity of a follows from the fact that  9A is generated by ~o and ~. For 

a ~E2, let 

~(-n) = a~'~(x_.) ,  z _ . e e n  

for n ~>0. We write ~ ~ {x,} since ~ is determined by {x,}. We define a by 

a(~) = 5 ao(X,)fln+ ~lfl*nao(X-n) �9 
nffi0 

I t  is easily seen that  a is the desired *-homomorphism. Q.E.D. 

COROLLARY 2.3. The algebra 2(~2o, 0) admits a one complex parameter automorphism 

group A(~o), eoEC such that 

A ( m ) ~ = ~ ,  ~e2,, neZ. 

Proo/. Let  fl, =uua,  t ER. The algebra 2 is generated by 20 and fit. Applying Lemma 2.2 

to the map 7: xE ~o~->~(x)E2o and fit, we obtain a *-endomorphism A(it) of 2 for each 

t E It. Since 
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A(i(s + t)) ~ = fls+t = ~t(8+t)~ = ~ ~,t ~ = ~t~A(it ) ~ = A(it) (~t~ ~) = A (it) A(i 0 ~, 

we have  A( i ( s+t ) )=A( i s )A( i t ) .  Hence {A(it): tER} is a one pa rame te r  group of anto-  

morphisms  of 9~. Pu t t ing  
A(co) a = ~ a ,  coEC, 

we obta in  the  complexif icat ion A(co), coEC, of A(it), tER.  I t  is then  easily seen t h a t  

(A(o) e)~ = A( - o) e~, eE~I, o~E C, 

where 5) means,  of course, the  complex conjugate  of co. Q.E.D.  

We  equip the  algebra 9~ with an inner p roduc t  as follows; For  each e ~ (x,} and  

7 ~ {Yn} in 2 ,  t h a t  is 

we define 
oo 

(el7) = n~l~90(y$_nX_n)"~- Vo(Y~ Xo)"~- ~. ~-n~90(YSnXn). ( 1 2 )  
n = l  

LEMMA 2.4. I /  we denote by eo the identity 7(1) o / 2 ,  then we have 

(elT) =(7#eleo), e, 7E2.  

Proo[. Since bo th  sides of the  equal i ty  are sesquilinear forms of e and 7, i t  is sufficient 

to show the equal i ty  for eE~In and  7E~{~, n, m E Z .  F r o m  the  definition, i t  follows t h a t  

~n and  ~m are or thogonal  if n :~m. Hence  we m a y  assume t h a t  e and  7 are in the  same ~u  

because 7 ~ e E ~ _ m  if e E 2 .  and  7Eg.Im, and ~l,_~ is or thogonal  to 2o if n~:m. Let, 

e--7(x):r  n and 7----~(y)a~ with  x, yE~loe , .  We have  then  

( #ele0) = (r162 *x) a" l eo) = (7(O-"(y*x) ) l eo) = q~o(O-"(y*x) ) = u-"qJo(y*x) = (el T). 

I f  e=a~nT(x  ) and 7 = a # n T ( y  ) for some x, yE e,7~/o, then  we have  

(7~e [e0) = (7(Y*) ~176 ieo) = (7(Y'X) [ e0) = ~o(Y *x) = (e[7). Q.E.D.  

LEMMA 2.5. For each e, 7, ~Eg.I, we have 

(eTIO =(71go. 

Proo/. By L e m m a  2.4, we have  

(eT]~) = (~(eT)leo)  -- ((e~0~7 leo) = (7 [ e ~ )  �9 Q.E.D.  
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Let ~ denote the completion of 9~ and ~ the closure of ~n in ~. We have then 

n~Z 

THEOREM 2.6. The involutive algebra ~, together with the one complex parameter auto- 

morphism group A(o~), eoEC, and the inner produzt is a Tomita algebra, (a modular Hilbert 

algebra). 

Proo/. By the existence of the identity ~0, 9~q=~ so that  ~ is non-degenerate. 

Since ~#~=~0 and ~(a)* =~(~#) by Lemma 2.5, the left multiplication operator g(~) 

by ~ is an isometry, so that  it is bounded). Since ?I is generated by !~10 and ~, in order to 

verify that  the left multiplication in ~ is bounded, it is sufficient to show that  the left 

multiplication in ~ given by an element of ~[0 is bounded, For each a E ~ 0  and x E ~)en,  n/> 1 

we have 

][~(a)~(x) ~n]]2 = ]]v(ax ) ~n[i~ = (v(ax)~,~ ]~](ax):r 

= u-n~0(x*a*ax) ~< II all 2 g-he0 (x'x) 

= IiaiI . II,(x) ~niI ~. 
For x E en ~o,  we get 

]iv(a) aSn~l(x)]]~ = ]]acSnanv(a)~#nV(x)[I ~ = ]] ~nV(0" (a) x)l{ ~ = (~"~(0" (a) x) lo~'n~](O n (a) x)) 

= Vo (x* 0 n (a* a) x) ~< ]Iali'v0 (x* x) = I[aU 2 ][a~n,(x)]] 2. 

Therefore, the map g(v(a)): ~Eg~,~-->v(a)~E~ n is bounded uniformly for nEZ; hence it is 

extended to a bounded operator on ~. 

By Corollary 2.3. if we denote by E n the projection of ~ onto ~ , ,  then we have 

A(m) = Z ~'~E. on ~I. 
neZ 

Hence A(t), tER, is essentially self-adjoint, and we get 

Since the summation 

(A(~)~lv) = (~lA(~)v), ~, ~c~{. 

(A(~)~ I~)= Z "n~(~(n)l ~(n)) 
neZ 

has only finitely many terms for every ~, ~Eg~, the function: wEC~(A(w)~Iv) is holo- 

morphic on the whole plane C. 

Now, we finish the proof with the following calculation for ~ ~ {x.} and ~7 N {Yn} in 2: 
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( 5 0 )  ~ I,~z) = Y. (AO)  #( - n)Z],~( - n)~) 
n e Z  

(A(1)~y(x*_.) {~y(y_.) ocn)+ (~(x~) I ~y(y~) ) + = ~r * ~ (A(1) a~"~y(x*)] aI"~y(y*)) 
n = l  n = l  

= ~ ~" (~(~*~ .) ~"l~(u* .) ~") + v0 (u0 ~o) + ~ ~-" (~"~(z*)l ~ ( u * ) )  
n = l  n = l  

n = l  n = l  

v(u_.x*.)+v0(u0z*)+ ~ ~-" " ~*" = ~ 0 ( y . . ~  = (~l~)- 
n = l  n = l  

Q.E.D. 

Let )~ denote the left von Neumann algebra G(9~) of ~ and ~ the state on 

defined by 
~(z) = (x~0l~o), x e m  (la) 

Since ~o is the identity of the Tomita algebra 9/, the modular automorphism group o~ of 

associated with ~ is given by 

_ NtxA-~t, a t (x ) -  x E ~ ,  (14) 

where A denotes the non-singular self-adjoint positive operator given by 

A = ~ ~"E. ,  
n e Z  

(15)  

which is the closure of A(1). We denote by ,,4 the image g(9~) of 9~ in ~ .  Of course, tho 

map: ~E 9/~->g(~) EA is a *-isomorphism. 

LEMMA 2.7. The map: xE 7)~0~->~(~(x)) E ~ is a normal isomorphism of ~ into ~ .  

Proof. Let {x~}~ei be a bounded net in ~ 0  converging a-strongly to zero. We have, 

then lim q:(x*x~)= O, which means that  {~(x~)}~Gl converges to zero in ~. For any ~E 9~, 

we have 
lim ~(~(x~)) ~ = lim ~' (~) ~(x~) = 0 

i t 

where we recall that  every element in 9/is right bounded as well as left bounded, 9~ being 

a Tomita algebra. Since [Ig(~(x~))ll ~ Hx~H as seen in the proof of Theorem 2.6, and since 

is dense in ~, {~(~](xt))}tG z converges strongly to zero in ~ .  Q.E.D. 

We may therefore identify ~ with its image in ~ under the isomorphism in the 

l e m m a .  

LEMMA 2.8. The von Neumann subalgebra ~ of ~ is the centralizer of the state q~. 
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Proof. For any x e n o ,  we have 

aT(x) ~0 = h ~ t x A - ~ t ~ o  = A~tX~o = A ~ t V ( x )  = V ( x )  = x~0 ,  

so tha t  aT(x)= x, t e R. Hence ~ is contained in the centralizer n r  of ~0. Suppose an 

xE n is fixed under at. We see then tha t  X~o is fixed by  A ~t, so tha t  X~o falls in ~o. Since x 

is bounded, x~ 0 is left bounded with respect to the unimodular Hilbert algebra 9~0, 

(in this case there is no difference between left and right boundedness). Hence there exists 

aE n o  such tha t  X~o=~(a)=a~o because n o  acting on ~o is the left algebra of ~o. Hence 

we have x = a, ~o being separating for n .  Thus x falls in n0 .  Therefore, n 0  is the fixed 

point subalgebra of n under aT. Q.E.D. 

From (15), it fillows tha t  A n is periodic. Namely, putting 

2 z  
T = - log--~' (16)  

we have A ~T= 1. Therefore, we have a~T = t, SO tha t  ~ is periodic. 

Let  u =~(a).  As seen in the proof of Theorem 2.6, u is an isometry in n ,  and we have 

aT(u)=r~tu, tER,  

because aT (u) ~ o = A 'to~ = u%~ = uttU~o . Let  

L~,MMA 2.9. The subspace n n ,  nEZ,  is precisely the set o/ all elements xE n such that 

O'T(X ) = ~int  X, 

Proo/. I t  is verified as before tha t  for any x E n n  we have aT(x)=ulntx. Conversely, 

if aT(x)=ulntx, then we consider an element y = x u  *n if n>~0 or y = u n x  if n < 0 .  We have 

then a~(y)=y, so tha t  y falls in ~ :  hence xffiyu ~ if n~>0 or x=u*ny if n < 0 .  Thus x falls 

in n n .  Q.E.D. 

THV.OR~.M 2.10. The yon Neumann alflebra n admits the decomposition described in 

Theorem 1.27. Namely, statements (i)-(vi) in Theorem 1.27 hold /or n and u with no 

alteration. 

Proof. Except  s tatement  (vi) we have verified all the statements, so we will prove only 

(vi). In  Lemma 2.1, replacing 0 by  0 n, n~>l, 

Therefore, the proof of Lemma 1.25 works without any alteration. Q.E.D. 
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The fact that  ~ is of type I I I  will be verified later, Corollary 3.6, together with the 

observation of the value of t for which the modular automorphism a~ is inner. 

The whole construction of ~ depends apparently on the choice of the faithful normal 

0-invariant state ~0 on ~0. We will see that  this dependence is superficial. Namely, the 

resulting algebra ~ is uniquely determined by (~0,  0) up to isomorphism. We take 

therefore another ~-invariant faithful normal state ~0 on Eo. I t  is then extended to a faithful 

normal trace on ~ 0  by ~0(x)=~o(x~), xE ~0,  as in the case of ~0. We then construct a 

Tomita algebra ~ based on { ~ ,  0, ~0}- I t  is obvious that  the only difference between 

and ~ appears in their inner products, and that  ~ and ~ are isomorphic as involutive 

algebras. To distinguish objects related to ~ or ~ ,  we attach the subscripts ~ and 

to the relevant notations, such as ~ ,  ~m, U~, U~ and so on. Let  ~ = x~(~).  Clearly ~ and 

are isomorphic as involutive algebras. We denote by ~ the completion of ~ and by  

~ the closure of ~n the subspace of ~ corresponding to ~ .  Let ~ be the element in 

corresponding to ~. 

PROPOSITION 2.11. There exists a unitary operator U o/ ~ onto ~ such that 

Us U* = s Uz%(~,~(x)) U* = ~ ( ~ ( x ) ) ,  xe ?no; 

U~(fl) U* = ~ ( a ) ;  UA~ U* = A~. 

Proo/. By the Radon-Nikodym Theorem for traces, there exists a vector ~v in 

[~(E0)]  such that  

~o(X)=(~(x)~[~) ,  Xe~o. 

Since ~o is a faithful trace on ~/o, we have ~o = [gJo~-~]. Hence we get ~ = [ 9 ~ ] .  

Let  ~ (resp. ~) be the canonical isomorphism of ~ (resp. B) onto 2 (resp. A). We 

claim that  

~(x)=(~(x)~l~) ,  xeY. (~7) 
For each x E ~0,  we have 

v'(:% ( ~  (x))) = ~'o (x) = (n~ ( ~  (x)) ~'~1~ ~) = (5"n~ (*/~ (x)) ~ l ~ ) .  

For n >~ 1, we get  

~0(~ ( ~  (x) fl~)) = o; 

~v(~ ( f l ~  (x))) = 0; 

(5(% (~,  (x) t~n)) ~ l ~  ~) = (~ ,  (n, (x)a n) ~ r ~  ~) = 0; 

(5(n~ ( ~ " ~ ,  (x))) ~ I~)  = ~ , (a~'n , (x) )  ~ a ~ )  = 0. 

By hnearity, equality (17) holds. Therefore, ff we define an operator U of ~ onto 

~t~(9~) ~ by: 

un = e(~)~, ~E~ 
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then the operator U is extended to a unitary operator of ~ onto ~ which is also denoted by 

U. The unitary operator U implements the isomorphism ~ of B onto 14, because for any 

~, ~ ~ ~ ,  we have 

u ~ z  (~) ~ = u~:~ = e ( ~ )  ~ = e(~) e(~) ~ = n~ (e(~)) u ~  = 5 o ~  (~) Ur;. 

Thus, ~ is extended to the spacial isomorphism of E(!~) onto I~(9/) implemented by the 

unitary operator U. Since U maps ~n onto ~n for each n E Z, we have 

UA~ U* = A~. Q.E.D. 

Thus, the von Neumarm algebra s denoted by ~ ,  together with its decomposi- 

tion, is determined uniquely by the pair {7~1o, 0} up to isomorphism. Hence we denote it 

by ~ (~0 ,  0) if necessary. Using this notation, Theorem 1.27 is restated as follows: 

THEOREM 2.12. A v o n  Neumann algebra ~ with a homogeneo~s periodic state is 

isomorphic to ~()~1o, 0) /or some pair (7/$o, 0) of ~ and 0. 

The yon Neumann algebra ~ ( ~ ,  O) is characterized by the following result: 

THEOREM 2.13. Let ~ be a yon Neumann algebra with a periodic /aith/ul normal 

state v 2 o/period T = -27t/log u. Let ~o be the centralizer o/y~. For the existence o / a n  iso- 

morphism a o/ ~(7~1o, 0) onto ~ /or some ~ and 0 such that (~(~0)=~/0 and (p=~voa, 

it is necessary and su//icient that ~ is generated by ~o and an isometry v such that a~(v) =uitv, 

teR,  and (vv*)~=~l in }io. 

Proo/. The necessity of the condition has been verified already; so we have only 

to prove the sufficiency. 

We take ~0 as ~/0 and O(x)=vxv*. We have then 

~v(vxv*) = z ~ ( x v * v )  = z ~ ( x ) .  

We take the restriction ~o 0 of ~ to T/0 as q0. I t  is straight forward to prove that  ~/is iso- 

morphic to ~ ( ~ ,  0) with this choice. Q.E.D. 

To see when the state ~ on ~ ( ~ ,  0) is homogeneous, we provide the following: 

THEOREM 2.14. Let a o be an automorphism o] 711o. The ]oUowin 9 statements are 

equivalent: 

(i) There exists an automorphism a such that a(x)=ae(X ), xE ~1o, and ~ o a = ~ ;  

(ii) There exists a partial isometry w in ~lo such that 
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0oa0 (x) = w* (a0o 0)(x)w, 

a0o0(x)= wOoao(X)W*, xe~0; 

9 % ~  = ~o. 

Noticing tha t  any partial isometry in a finite von Neumann algebra extends to a 

unitary element in the algebra, we may  say tha t  condition (ii) requires tha t  0 and (T 0 

commute modulo inner automorphisms. 

The proof follows the same lines as the proof of Theorem 1.28, so we omit it. 

An automorphism of ~ 0  satisfying condition (ii) in the theorem is called 

admissible. I f  0 is ergodic, then the condition ~0oa0 =~0 follows automatically from the 

other conditions. 

COROLLARY 2.15. The state qJ on R(~0,  0) is homogeneous i/ and only i/the group o/all 

admissible automorphisms o/ ~ o  acts ergodieaUy on the center ~o o/ ~ .  

As in w 1, we define a representation Ten and an anti-representation z'n of ~ on ~a 

for n EZ as follows: 

7~n(a)~=a~, ~e~n; g'n(a)=Jx~_n(a*)J, a e ~  o. (18) 

We recall the definition of projection en, n>~0, as e n =0n(1). We define e_n =JenJ  for n>~l 

We put  
~ = e ~ 0 ,  n e Z .  

With these notations, we have the following; 

THEOREM 2.16. For each n>~l, we have 

{0 n, 

where (zo, ~-n} means the restriction o/~o to the invariant subspace ~-n. 

Proo/. By definition, we have, for n ~> 1, ~ ,  = [~0u~0] ,  where u =~(~) as before, and 

~-n = Jen~o = Je~[~o~0] = J[en ~o~o] = [7~loe~o]. 

Let  V-n be the operator of 7~oe~0 onto ~0Un~o defined by V_nxe~o =~n/~XUn~o. We have 

then 

( V_nxen~o [ V-nyen~o) = Un(xun~o ] yun~0) = un(u*ny*xun~o ] ~o) 

= unq~ooo-n(eny*Xe,)= q%(eny*Xen) = (xen~o [Yen~o)' 
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Hence V_, extends to a unitary operator of S~-n onto ~n" I t  is easy to see tha t  V ,  

intertwines g0 and gn. 

Next,  we have, for n >~ 1, 

~-n = [ ~ * " ~ 0 ~ o ] ;  

~ .  = [e. 7~o~:o]. 

Let V~e,x~o=U*nX~o, XE~o.  We have then 

( V,,e,,X~o l V,)e,,y~o) = (u*"X~o ] u*'y~o) --- (y*e,,x~o [~o) 

= ~o((e .y)*%x) = ( e . X ~ o [ e , , y ~ o ) .  

Hence Vn extends to an isometry of St. onto ~_. .  Furthermore, we have, for each 

a, xE ~ ,  

VnOn(a)enx~o = u*nOn(a) enx~o = u*"unau*nenX~o = au*ne, x~o = g_n(a) Vne, x~ o. 

Hence we have V, On(a)V*n =~z_,(a). Q.E.D. 

COROLLARY 2.17. For each n, the representation {~zn, ~n} is o/uni /orm multiplicity. 

More precisely, the coupling operator o/ {gn(7~)), ~ ,}  is ~'1. 

3. The algebraic invariants S ( ~ )  and T(7~/) of Comles 

In  this section, we compute the algebraic invariants S ( ~ )  and T(~I)  introduced 

recently by A. Connes, see [3] and [4], for the von Neumann algebra ~ ( ~ o ,  0). 

For each faithful normal state co of ~ ,  ( ~  is assumed to be a-finite), we denote by  

A m the modular operator associated with co. Of course, A m is defined on the representation 

space ~ of the cyclic representation g~ of ~ induced by co. However, if we fix a faithful 

normal state ~0 on ~ ,  and if we fix a Hilbert  space ~, on which ~ acts, with a cyclic 

vector ~0 such tha t  ~(x)= (x~01~0) , then any  other normal state co of ~ is of the form 

c o ( x ) = ( x ~ l ~ )  for some unit vector ~ in the closure of ~/+~0 by  the Radon Nikodym 

Theorem [18; Theorem 15.1]; therefore, the cyclic representation g~ of ~ is realized on 

as follows: 

~z~(a) x ~  = a x ~ ,  a, x e ~ .  

Thus the modular operator A associated with a faithful normal state co is also defined 

on the same Hilbert  space ~.  

Definition 3.1. The spectrum of A~ is called the spectrum of a faithful normal state co 

and is denoted by  Sp (o~). 
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According to Stormer's recent result, [17], we can define Sp (co) without direct 

use of h~. 

TI~EOREM 3.2, (E. Stormer) For a/ai th/ul  normal state w on a yon Neumann algebra 

and a non.negative real number ,~, the/ollowing statements are equivalent: 

(i) ~ /alls in Sp (co); 

(ii) For any e >0, there exists non-zero x E 7tl such that 

I,~w(yx) -co(xy) l <~ eco(y*y)L (1) 

For the proof, we refer to Stormer's original paper [17]. 

We now consider the algebraic invarients S ( ~ )  and T ( ~ )  defined by Connes, [3] 

and [4]. 

Definition 3.3. The algebraic invariant S ( ~ )  of a a-finite yon Neumann algebra )~/ 

is defined by 
SOn) = n Sp (co), 

where a~ runs over all faithful normal states on 7t/. We call S ( ~ )  the modular spectrum 

of ~ .  

From the definition it is obvious that  S ( ~ )  is an algebraic invariant. Recently 

A. Connes proved that  if 771 is a fac tor  then non-zero elements in S(~t/) form a closed 

subgroup of the multiplicative group R* of all positive real numbers. 

THEOREM 3.4. Let ~Y/=~(~0,0)  /or a couple ()~o, 0) as be/ore. Suppose ~ is a 

/actor, equivalently, 0 is ergodic. We conclude the/oUowing: 

(i) I / 0  is periodic in the sense that Ore= t / o r  some integer m 4=0, then 

s(Tn) = neZ} u {0}, 

where n o is the smallest positive integer with O n" = t. The assumption holds i/ and only i/  

dim ~o = no. 

(ii) I /  0 is not periodic, equivalently i / 0  is properly ergodic, then 

= {0, 1}. 

Before going into the proof, we recall Connes' result [7], by which we can compute 

S ( ~ )  out of a fixed faithful normal state co. For a projection p in 771 and a faithful normal 

state eo on ~ ,  we define a faithful normal state e% on p ~ p  by 
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�9 1 

o,~(~) =-~_, 0,(~), ~ep~p .  
(o~p) 

The point is that  ~% may be regarded as a state on ~ itself in the case that  ~ is a factor 

of type I I I  because ~ ' p ' ~ p .  Connes' result says that  S ( ~ ) =  N {Sp (~%): p runs over 

all non-zero projections in E~, the center of the centralizer ~ }  if ~ is a factor. With 

the aid of this result, we should compute only N {Sp (~%): p runs over all non-zero projec- 

tions in Eo}. 

Proo/ o/ Theorem 3.4. Suppose 0 is periodic. Since 0 is ergodic, E0 must be finite 

dimensional. Let  no=dim ~o and p be a minimal projection in ~0- I t  is easily seen that  

{0n(p): 0 4 n ~ < n 0 - 1  } orthogonal and ~,'~-010n(p)=l. We consider ~0 v on p~]'lp. Since 

an(p) =p, the centralizer of ~% is p ~ p  N ~o =P~oP. Hence the centralizer of ~% is a factor 

because the center of P~oP is Zop=~p. Therefore we have S(~ffl)=Sp (~%) by Connes' 

result as quoted above. The decomposition of p ~ p  with respect to ~ is obviously given 

by {P~nP: nEZ}. We claim that  p ~ p ~ { 0 }  if and only if nEnoZ. In  fact, for n~>l, 

with the isometry uE ~ 1  defined in w 2 so that  uxu*=O(x), x e ~ o ,  we have 

p'm- n p = pu*'~ ~op  = pu*np ~tlo = u*"u"pu*'~p'mo = u*nOn(p) p ' ~ .  

Hence P~nP O: (0} if and only if p0n(p):~0; if and only if p=On(p); if and only if 

nEnoZ. Therefore, in this case, we have Sp (~%)={un'n: nEZ}U {0}. 

Suppose now E0 is not finite dimensional. By the ergodicity of 0, it follows that  

O n 4=t for any non-zero integer n. Hence for an integer n there exists a non-zero projection 

p E Z0 such that  pC)n(p) = O. As before, we have p~,~p = {0}. Hence PJPJ~n = {0}. Therefore 

the spectrum of pJpJA does not contain n n. Since the modular operator associated with 

~% is given by pJpJA, we have Sp ( ~ ) =  Sp (pJpJA), so that  un~ Sp (~%). Therefore we 

get S ( ~ )  = N Sp (~0v) = {0, 1}. Q.E.D. 

Let  Int  ( ~ )  be the group of all inner automorphisms of ~ .  Connes proved in [5] 

tha t  for a fixed tER, a~EInt  ( ~ )  for some faithful normal state o) on ~ implies tha t  

a~EInt ( ~ )  for any other faithful normal state yJ on ~ .  Therefore, the set 

T ( ~ )  = { teR:  a~e In t  (~ )}  (3) 

is an algebraic invariant of ~ .  

THEOREM 3.5. Let ~ = ~ ( ~ q ~ , 0 ) .  For each teR, the /ollowing statements are 

equivalent: 
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(i) ~u is a point spectrum o/O. Namely, there i8 a unitary v in ~o with O(v)=~itv; 

(ii) t e T ( ~ ) .  

Proo[. (i)~(ii): Consider the inner automorphism Ad (v*) of ~ induced by v*. We 

have then aT(x)=x=Ad(v*)(x) for any xE ~ 0  and 

Ad (v*)u = v*uv = v*uvu*u = v*O(v)u = v*O(v)u = v*(~ftv)u = x~tu = oF(u). 

Hence Ad (v*) and o• coincide on the generators ~ 0  and u, so that  Ad (v*) = a t  is inner. 

(ii) ~(i): Let  v be a unitary in ~ such that  Ad (v*)=a~. For any xE ~0,  we have 

v* xv  = ~T(x) = x,  

so tha t  v is in the relative commutant ~ N ~ = ~o of ~o .  Hence v is a unitary in ~o. 

Now, we have 

--at( )--v*uv=v*uvu*u=v*O(v)u=v*O(v)u; ~tvu=O(v) u, 

so that  we get 
z~tvel = ~%uu* =O(v) uu* = 0 ( v )  e .  

which implies u~tv =O(v). Q.E.D. 

COROLLARY 3.6. Let ~ =  ~ (~o ,  0). I /  the center Eo o/ ~ has separable predual 

(~0)*, then ~ is always o/ type I I I .  

Proo/. Since the predual of Z0 is separable, the ergodic automorphism ~ has at most 

a countable point spectrum, which can not exhaust the real line. Hence ~ is outer for some 

tER; thus ~ is of type III ,  by [18; Theorem 14.2]. 

COROLLARY 3.7. Let ~ = ~ ( ~ o ,  0). I /  the ergodic automorphism 0 o{ Zo does not 

have point spectrum except 1, then we have 

T ( ~ )  = TZ,  
where T =  -2~[ log • 

4. Comparison of  periodic states with the same period 

Concerning a decomposition of a factor ~ ,  a natural question is whether the de- 

composition in Theorem 1.27 is unique in some sense. To attack this problem, we have 

to compare two periodic states ~ and y~ on the same factor ~ .  

Suppose ~0 and V are two faithful normal states on a yon Neumann algebra. Following 

Connes' ideas, we consider the 2 • 2 matrix algebra ~ ) = ~ | 1 6 3  over ~ ,  where ~2 
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denotes a 2-dimensional Hilbert space. Let {etj: i, j = 1, 2} be a system of matrix units in 

s Every x E ~) is of the form: 

X = Xll | e l l  -~- x 12 @ s -}- z21 @ e21 "~- x22 @ s (1) 

where x t . jE~ ,  i, j = l ,  2 we define a faithful state • on ~) by 

Z(x) = �89 + ~ C ~ ) ) .  (2) 

Connes showed in [5] t h a t  there  exists a s t rongly continuous one p a r a m e t e r  fami ly  

{ut} of unitaries in ~ such t h a t  

at x (1 | = ut |  a~(x) = u~aT(x) ut, x e  ?ll. (3) 

Noticing that  x| = (x |  (1 | xeT/l, we have, for each x in ~) given by (1), 

a~t(x)=a~t(Xn)|174174174 (4) 

LEMMA 4.1. The one parameter ]amily {ut) satisfies the cocycle equality: 

u~+t = a~ (u~) ut = a~ (ut) u~. (5) 

Proo]. Cocycle equality (5) follows from the simple calculation: 

Us+t | = a~+t (1 | ) = ~ o a~ (1 |  ) 

= ~ (ut | el~) = ~ ((ut | en) (1 | e12)) 

= (a~ (ut) | e l l  ) (U s | el2 ) = as~(2gt) u s | el2. Q . E . D .  

We consider a one parameter family 0t of isometrics of ~ onto ~ defined by 

e t (x )=a~(x)u t ,  x e ~ .  (6) 

LICMMA 4.2. T h e / a m i l y  {0t} enjoys the following properties: 

(ii) For each ]ixed x E ~ ,  the map: teR~->~t(x)qTll is a-strongly continuous. 

Proo/. Property (ii) follows from the facts that  t~-->ut is strongly continuous, and 

that  the product is jointly continuous on bounded parts of 7~ with respect to the o-strong 

topology. 

We have, for any x fi ~ ,  

~s+t (x) = a~s+t (z) us+t = a~s o a~ (x) a~s(ut) u s = a~(a~(x) ut) u~ = Oso Ot (x). Q.E.D. 
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Suppose ~ and ~ have the same period, say T >0,  and suppose ~ is a factor. Let  

~ = e  -2~1~, 0 < ~ < 1 ,  as before. We have then, for any x E ~ ,  

x = a~(x) = u*  ~ ( x )  uT = u* xuT. (7) 

Hence ur and x commute. Since ~ is a factor, there exists ~ with u < ~r 1 such tha t  

Ur= atrl .  Hence we have the following: 

LEMMA 4.3. Let ~v~ be a factor. I] q9 and y) have the same period, say T > 0 ,  then there 

exists a with u < o~ <~ 1 such that 

er(x)=a~tx ,  x E ~ ,  
where ~ e  -2~lT. 

We assume throughout the rest of this section tha t  (i) ~ is a factor and (ii) r and v 2 

have the same period T > 0 .  We fix the above ~ and u. By  Lemma 4.3, we obtain a 

periodic one parmeter  isometry group {0~} on ~ by  the following 

We have then 0T =t" For each n EZ, 

~ ' ~  = { ~ :  0;(x) = ~ '"~} .  (8) 

By (6) and (7), we have also 

7~g .~ = {x e ~ :  o~ (x) = ~%,.~x} = {x ~ ~ :  a~ (~) u~ = a " ~ " '  x}. (8') 

LE~MA 4.4. For some n e Z ,  ~ [ '~ :~ (0} .  

Proof. For each x e ~ and eoe ~ . ,  the predual of ~ ,  we consider a function 

/x.~(t) =(0't(x), ca). The function/~.~ has the period T and is non-zero for some x and co. 

Hence for some n e Z ,  we have 
1 /" r 

an(x, o~)=~ Jo 

I t  is clear tha t  the map: o~ ~ ~ ,  ~->a~(x, co) is linear, and bounded because I/~,,,(t)] <. J]x H I[eo]]. 

Hence there exists an ~ ~ such tha t  a,(x, co)=(a, ,  co). We claim tha t  an falls in ~ n  '~. 

In  fact, we have, for every eo ~ ~v~., 

, I f :  <O; (a,), w> = <an, w o e s )  = ~ g-~nt <0;(x) , wo0~ > dt 

= ,~ (,o,§ ( ~, o , )  - ' ~  Jo (:~), ~o7 dt 

ins 1 f f  

Therefore, 0~ (a~) = r*'~a,, so tha t  a , e  )~J~,~'~ 4 = {0}. Q.E.D. 
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By {~/~: nEZ} and {:~/~: nEZ}, we denote the decompositions of ~ / w i t h  respect to 

9 and ~ respectively. For example, ~/~ (resp. ~ o  ~) is the centralizer of ~ (resp. ~o). We 

naturally understand the notations E~, and E~ and so on. 

L~.~MA 4.5. For each l, m, nEZ, we have 

Proo]. For each a e ~ ,  be~i~ and xe~/T 'v, we have 

e't(axb) = a -~ aT(axb) u t = a -it aT(a) aT(x) aT(b) ut 

= u~mt a ar u aT(x) u t ut*aT(b ) u t =- z,mt ae ;(x) aT(b) 

= u ~ a ( u  "t x) (ut'tb) = u ~(~+~+~ axb. Q.E.D. 

LEMMA 4.6. I I  ~ and ~l~ contain isomeSries respectively, then ~ ' ~  4= {0}/or all n e  Z. 

Proof. Le t  u e 7~1 and v e ~ be isometrics. We choose first an n e Z with ~ ' v  4 {0}. 

We have then, for b >~ 1, 
~.+~0 = ~ , ,~ . ,o .  {o}, 

771~'_~ ~ ~ " v  *k * {0}. Q.E.D. 

We now further assume that  ~ and ~ contains isometrics u,  and u v respectively 

such that  (u~u*)~.=ul and ( % u $ ) ~ = u l .  Therefore, by Theorem 2.13, ~ /  has two 

diseriptions ~ / =  R ( ~ ,  0~) and ~/=~()~/~, 0v) with respect to ~0 and v 2 respectively. 

Let ur (resp. ur be an isometry in ~ (resp. ~ )  such that  

0~(~) = ~ * ,  ~ e ~ ;  o,~(~)=~,~,~e~r~. (9) 

L]~M~A 4.7. For each n ~ Z ,  i/ x is an element o[ ~l~ '~, then we have 

~-v;(yx) = ~(xy), y e ~ .  (10) 

Proo]. First of all, we observe 

~ ( X  @el2 ) ~-~ UT(X) @tQelZ = ~'tQ;(X)@el2 = (05~n)~tx @el2. 

Therefore, we get, by Lemma 1.6, 

o~un~p(yx) = 2~w"Z((y @ eZl ) (X ~)el~t) ) ----- 2Z((X @elZ ) (y @eil)) = q~(xy). Q.E.D. 

LEPTA 4.8. I f  ~ and ~ are both/actors, Shen /or any pair  o/ non-zero projections 

~eYl~ and q e ~ ,  we have 
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Proo/. For a fixed q fi ~ o  v, let 

pyg.~q.{0} 

for a fixed p E ~ ,  let 

Both ~ and 3W are a-weakly closed ideals of ~ o  ~ and of 7/~o v respectively, so that  they are 

either {0} or all of ~ or ~ o  v respectively. But  if Yq~ = 7/~, then }v/l~' Vq = {0}, so that  y~ 

v ~ impossible because ~ ' v  ~ (0} and contains q. Hence if q #0,  then 31= ~0 .  But  this is 

1 q ~ .  Therefore 3q ~= {0} for any non-zero q which means that  p ~ ' V * { 0 }  for any 

non-zero p, 

LEM~A 4,9. For each xET~l~ 'v, i /  

x = vh = kv, 

Q.E.D. 

h = ( x * x p ,  k = (xx*)~ 

is the le/t and right polar decomposition o / x ,  then v is in ~ . v ,  and h E ~  and kE~q~. 

Proo/. We have 

~tnt vh = s aT ( vh ) u~ = ~ t  aT(v) u~ u~ aT(h) u~ = ot it aT(v) ut aT(h); 

z~nt kv = otu a~ (kv) u t = ot~t a~t (k) aT(v) u t. 

Hence the unity of the polar decomposition yields our assertions. Q.E.D. 

De/inition 4.10. A faithful mormal state q on a factor ~ is said to be inner homo- 

geneous if 71/~N 7/~={21}.(1) 

Now, we can compare two inner homogeneous periodic states as follows. 

THEOREM 4.12. Suppose q~ and y~ are /a i th /u l  inner homogeneous periodic states on a 

/actor 7~l. We conclude then the /oUowing: 

(i) The periods o/q~ and ~f are same; 

(ii) There exist isometrics u and v in ~ll such that 

(1) After  finishing this  work,  Dr. A. Connes kindly informed the  au thor  t ha t  he has  succeeded 

in p rov ing  the  existence of an  inner  homogeneous  periodic s ta te  on a factor ~ wi th  

He also ment ions  in the letter t ha t  such a factor  ~ is wr i t ten  as the  crossed produc t  of a IIcr 

factor by  an  au tomorphism,  which is closely related to our  s t ruc ture  theorem. 

8 -  732906 Acta mathematica 131. Imprim~ le 22 Octobre 1973 
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1 

~(x) ~(uu,  i~ (u~*) ,  x ~ ;  

1 
~(~) = ~ ~o(v~o*), ~ ~ ~ ; 

p=uu*~r~o and / = v v * ~ ;  

(iii) There exists a unitary u~ "In such that 

~(~) = q~(uxu*), x e ~ ,  

if and only i / the  state Z on ~ de/ined above has the same period T as q) and ~. 

Proo/. B y  Theorem 3.5, ~ and  ~ have  the  same per iod  T > 0. L e t  n be a f ixed  integer .  

L e t  {ut}~z be a m a x i m a l  f ami ly  of pa r t i a l  i sometr ies  in ~ ' ~  such t h a t  p~ = utu~ and  

q~ =u*u~ are bo th  or thogonal  in )~0 and  in )~tl~ respect ivey.  Le t  u = ~ e z  u~. Obvious ly  u is a 

pa r t i a l  i some t ry  in 7tl~ "~. L e t p  =uu* a n d q  =u*u. I f p  ~=1 a n d q  ~:1, t hen  (1 - p ) ~ l ~ ' ~ ( 1  - q )  ~= 

{0} b y  L e m m a  4.8. Take  a non-zero x e ( 1  - p ) ~ ' ~ ( 1  - q). Le t  x = v h = k v  be the  lef t  and  

r igh t  polar  decomposi t ion  of x. B y  L e m m a  4.9, the  pa r t i a l  i some t ry  v is in ~ ' ~ ,  and  vv* <~ 

( 1 - p )  and  v*v ~<(1-  q). Hence  {u,}~tJ  {v} is p roper ly  larger  t h a n  {P,},~z, which contra-  

dicts  the  max ima l i t y .  Therefore,  e i ther  p = 1 or q = 1. 

However ,  b y  L e m m a  4.7, we have  

~ n ~ ( q )  = aun~o(u*u) = ~ ( u u * )  = q~(p). 

Hence  if an n < 1, t hen  p =~ 1, so t h a t  q = 1. I f  an n > 1, q =~ 1, so t h a t  p = 1. Therefore  if 

n >~ 1, t hen  u is an  i somet ry ,  and  if n ~< - 1, t hen  u is a co- isometry ,  t h a t  is, u* is an  i somet ry  

because the  inequa l i ty  u < ~ ~< 1 implies  1 < un:e for n ~< - 1. I f  ~u n = l ,  t hen  u is a un i t a ry .  

However ,  an n =  1 implies  t h a t  n = 0  and  ~ = 1. 

Choosing n=O, we have  an  i some t ry  u in ~ 0  ~'~. Hence  we have  

aV'(x) = a V ( x u * u )  = ~ ( u x u * ) ,  

so t h a t  ~0(x) = 1 ~0(uxu*). 

I t  is obvious t h a t  :r =~0(uu*). Choosing n = - 1 ,  we hve  a co- isometry  u E ~_ '1  ~, so t h a t  

6e3g--llfl(U*~) = ~9(XUU*) ~-~ ~9(~). 

Hence  wi th  an  i some t ry  v=u*, we get  
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q~(x) = ~ y,(vxv ). 

Put t ing  x =  1, we have  z/~=y~(vv*). 

I f  a~T = t, then  we have  ~ -- 1, so t h a t  an i sometry  u ~ ~ o  ~' ~ mus t  be a uni tary .  Now, 

suppose there  exists a un i t a ry  u in ~ such t h a t  ~p(x)=~f(uxu*), x ~ .  We claim t h a t  

u| is in the centralizer ~ z  of g. Le t  x be an element  of ~/ .  We have  then  

Z( (x |  (u |  ) = Z(xu  |  = 0; 

;~((u |  (x |  = ;~(0) = 0; 

X((x | ) (u | = X(0) = 0; 

Z((u | ) (x |  = Z(0) = 0; 

Z((x | (u | = Z(0) = 0; 

Z((u | elz ) (x | e22)) 

)~((x | ) (u @el2)) 

Thus  u |  falls in ~)x, so t h a t  

= Z(ux |  = O; 

= Z(XU |  = �89 = �89 

= :~(UX |  ) = ~((u | ) (x | 

u | el~ = a~ (u | el 5) = aT(u) ut | el~. 

Hence we have  u=aT(u)ut,  and then  ut=aT(u*)u. Thus  ur=a~T(u*)u=u*u=l. B y  

equal i ty  (4) for a~, we have  ~ t .  Q.E.D.  

Rephras ing  the  theorem,  we have  the  following: 

COROLLARY 4.13. -1/ q~ and ~p are inner homogeneous 19eriodic states on a ]actor ~ ,  

then there exists a 19ro~ection 19 E ~ and q E 7~l~o such that 

Therefore,  the  collection {197~119, ~ }  exhausts  all possible inner homogeneous periodic 

s ta tes  up to i somorphism.  

THEOREM 4.14. Let q~ be an inner homogeneous periodic state on a ]actor ~l. Let 

;r =e -2"/r, where T is the period o / %  Let 19 and q be two 19ro]ections in ~ .  For isometries 

u and v in ~l  with 19 =uu* and q =vv*, put 

y~(x) = q~Auxu*), o~(x) = ~ ( v x v * ) ,  x e  ~ .  
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The/ol lowing statements are equivalent: 

(i) ~(q) = un~(p) /or  some neZ; 

(ii) There exists a unitary wE ~ such that 

o~(x) = v2Cwxw*), x e ~ .  

Proof. (i)~(ii): By Lemma 1.25 there exists a partial isometry fi in ~ such that  

~*~=p  and ~ *  =q. Let  w=v*~u .  Clearly w is a unitary in ~ ,  and we have 

1 1 
~(w* xw) = ~ )  ~(uw* ~'wu*) = - ~  ~(~* v~* ~) 

1 
= xn~(T) ~0(~*vxv*) by Lemma 1.6, 

1 
- ~ (q)  ~(vxv*)  = ~o(x). 

(ii) ~ (i): Let  w be a unitary in ~ such that  ~o(x)=~(wxw*). By definition, it 

follows that  
1 , . 1 

q~(uwxw u ) = - ~  ~(v~v*) ,  ~ e ~ .  
~(p) 

Replacing x by v*xv, we get 

1 1 
cp(q) cp(qxq) = ~ )  q~(uwv* xvw* u*). 

Let  ~ = uurv*. We have then 

~*~ = vw*u*uwv* = q; ~ *  = uwv*vw*u* = p; 

1 1 
~(q) ~(qx~) = ~ ~ ( ~ * ) ,  x e ~ .  

Replacing x by qx4, we get 
_ ~ ( P )  , . ,  

~(~xp) - ~ ~qxuj ,  x e ~ ;  

hence for any x E ~ ,  we have 

~(P) . . . .  ~(~) ~(P) , . ,  ~(~x) = ~ ( p ~ )  = ~ ( ~ p )  -- - ~  ~q~u) ~(x~q) 

Thus we have q~(p)/~(q)=u" for some n ~ Z. Q.E.D. 

Thus, the unitary equivalence class of all inner homogeneous periodic states is para- 

meterized by the half-open interval (u, 1]. We write ~ ,  u < ~ < l ,  when ( ~ , ~ }  is 

isomorphic to ( p ~ p ,  cp~,} with r 
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COROLLARY 4.15. Let ~ be an inner homogeneous periodic state on a/actor ~ .  For 

an inner homogeneous periodic state y~ with y~,,,qD~, ~ <2 <~1, where g = e  -2~]T /or the period 

T o/9), the/ollowing two statements are equivalent: 

(i) There exists aEAut  (7~/) such that ~p=q~o(~: 

(ii) There exists a projection p E 71l~ with q~(p)=2, an isomorphism Qo o/ 71~ onto 

p ~ p  and a partial isometry w in ~ such that 

eooO(x) = wOo~o(X) W*; 

0Oeo(X) = W*eooO(x)w, xe  ?1l~, 

where 0 denotes an isomorphism o/ 7 ~  onto e ~ e  /or a projection eE71~ with q)(e)=z 

such that 7~/=~(7~0, 0). 

Proo/. (i) ~ (ii): Let u be an isometry in 7/~ wi thp  =uu* such that  v/(x) =q~(uxu*) and 

~0(p) =2. I t  is then clear that  a-1(7~) = 711~ = u*p ~ p u .  Let e(x) = ua-l(x) u*, x e 7~. Then Q 

is an isomorphism of 7// onto pTllp. We have, for each xET/~, 

~%O~(X) = ~p(UO'--I(x)U*) = ~/)(O'--I(x)) = ~9(X); 

hence e is an isomorphism of { ~ ,  ~o} onto {pTllp, qv}. Therefore, Theorem 1.28 implies 

the conclusion. 

(ii) ~(i): By Theorem 1.28, there exists an isomorphism e of {7//, ~0} onto {p)~/p, ~0v} 

which extends 5o. Let a(x)=p-X(uxu*). We have then 

cfoa(x) ,= q~op-l(uxu *) = ~%(uxu*) = y)(x) Q.E.D. 

COROLLARY 4.16. Let 7t~o and 71o be two IIl-]actors. Let eETlIo and/E71 o be projec- 

tions. Let 0 and Q be isomorphisms o/71~o onto e~oe and 71o onto ]71o/. Let 711 = ~(71~o, O) 

and 71 = ~(710, Q). For 7t~ and 71 to be isomorphic, it is necessary and su//ieient tha2 

(i) ~v0(e)=~Po(/), where q9 o and ~o are the canonical trace o/ ~ and 71o respectively; 

(ii) There exists a projection p in 771o, an isomorphism a o/71o onto p TIIop and a partial 

isometry w in 771o such that 

wOoa(x)w*=aoe(x), Ooa(x)=w*aoe(x)w, xe71o. 

5. Examples 

In order to obtain more insight into the objects, we consider various examples of 

factors equipped with homogeneous periodic states. Throughout this sections, we assume 

that  the yon Neumann algebras in question have separable preduals. Hence they have 

faithful normal representations on separable Hilbert spaces. 



118 MASAMICHITAKESAKI 

Let ,4 be an abelian von Neumann algebra, finite dimensional or infinite dimen- 

sional. Let  01 be an ergodic automorphism of ,4. Suppose ,4 admits a faithful 01-invariant 

normal state/u. This assumption implies that  ,4 is either finite dimensional or isomorphic 

to L~176 1), the algebra of all essentially bounded measurable functions over the u n i t  

interval (0, 1) with respect to the Lebesque measure. Let  :~ be a IIl-factor. Let  / be a 

projection in :~ such that  :~ / :~ / .  Hence v(/) is in the fundamental group ~ (~)  of ff in 

the sense of Murray and yon Neumann, where T means the canonical trace of ~. Let  

u=z(/) ,  0 < ~ < 1 .  Let  0 v be an isomorphism of :~ onto /:~/. Now we consider the tensor 

product ~ 0  = ,4 ~ ~ of ,4 and ~. The center E0 of ~ o  is given by ~0 = ,4 | 1. Let e = 1 |  

~00=/z| and 0=01| In this setting, we have O=01| so that  0 is ergodic on the 

center ~0. We construct a factor ~ (~0 ,  0), say ~/, based on ~/0 and 0 according to the 

process described in  w Let  T = - 2 ~ r / l o g u .  As Theorems 3.4 and 3.5 mention, we 

conclude the following: 

(i) If dim. ,4=n0, then S(~I)={un~ nEZ} and T(~l )=(T/no)Z;  

(ii) If dim. , 4=  oo, then S ( ~ )  ={0, 1} and T(~/)  ={tER: u ~t is in the point spectrum 

of 01}. We consider an automorphism go =01| t of ~t~/0. Obviously go and 0 commute and go 

leaves q0 invariant, so that  go by Theorem 2.14 extends to an automorphism g of ~ / w i t h  

~ o g = q .  Since go is ergodic on Z0, the automorphism group generated by g and 

modular automorphism group {a~} acts ergodieally on ~/, hence G(90 ) is ergodic on 7~/. 

Therefore, the periodic state q is homogeneous. For any given countable subgroup of the 

torus group {2~C: 12[ =1) ,  there exists an ergodie automorphism 01 on ,4=L~176 1) 

whose point spectrum is precisely the given group. Hence we have the following: 

THEOREM 5.1. For any countable subgroup G o~ the additive group R, there exists a 

/actor ~1 equipped with a periodic homogeneous state such that S ( ~ ) =  {0, 1} and T(~ff/)= G. 

For the proof, we need to consider an ergodie automorphism of ,4 =L~~ I) whose 

point spectrum is precisely {u~t: t E G}. 

COROLLARY 5.2. In  the group Aut (7~l) o/ all automorphisms o~ a/actor ?~l, the group 

In t  (?~l) o/all  inner automorphisms o/ ~1 is not necessarily closed under a topology in Aut (791) 

which makes the/unction: tER-~a~EAut (~/) continuous. 

Therefore, In t  ( ~ )  is not necessarily closed under any reasonable topology in Aut (~/) 

except the uniform topology. 

We will examine an infinite tensor product of 2 •  matrix algebras. Let  

{ M n : n = l , 2  .... } be a sequence of 2 •  algebras. We fix 2, 0<2< �89  Put  

=2 / (1 -2 ) .  For each n = 1, 2 ..... we define a state o9~ on M,  by: 
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w'~ (ca, ' bd) = 2a + ( 1 -  2) b. 

The modular automorphism group a~ of Mn associated with ~ is the inner automorphism 

group induced by the one parameter unitary matrix group in Mn: 

h~nt= ( ~t, 
\0, (102)'t)  ~Mn" 

I t  is obvious that  each eo~ has the period T = -2z / log  u. Let  ~ a  denote the tensor prod- 

uct I]~=I| oJ~) of M n with respect to the reference states {r Let o4 = [I~= | 

The von Neumann algebra ~ is considered as the one generated by the image of the 

infinite C*-algebra tensor product l ] = t l ~  M= under the cyclic representation induced by 

~ol. 1%. Powers proved that  for 2 4 2 ' ,  0 < 2 ,  2'<�89 ~ a  and ~ '  are non-isomorphic 

factors. Let  at be the modular automorphism group of ~ associated with eo~. In the 

following sense, {at} is the tensor product of aI: 

at(x1| |174 1 |  | 1 |  = al(Xl)  |  | a~(Zn) | 1 | . . . .  

Hence ~ol has period T. For each n>~l, we define an automorphism g= of ~ a  by 

gn (Zl | X2 |  | Zm | 1 |  = x n | X 1 |  | Xn_  1 | Xn+ 1 |  | I X m | 1 | . . . .  

Each g~ leaves w~ invariant. Hence gnEG(w~). Since the fixed points of (g~: n = 1, 2, ...,} 

consist only of scalar multiples of the identity, w~ is certainly homogeneous. Let  M n= 

MI |174  Then g~ is decomposed as gn=gn| according to the tensor product 

decomposition: 

~ = M  =@ H @{Mk, co~}. 
k = n + l  

Since M n is certainly a factor of type I (actually type I~.), ~n is inner, so that  there exists a 

unitary ~ E M n such that  ~n(x)=~nx~*, x E M n. Therefore gn is inner. In fact, u~ =un | 1 

gives rise to the automorphism g~. Therefore, con is inner homogeneous. Hence the 

centralizer ~/0 ~ of eo~ is a IIl-factor. We claim that  ~ 0  is a hyperfinite IIl-factor. Let  

M~ be the centralizer of o~ in M ~. Of course, M~ is finite dimensional. Identifying 

M n and M n |  we regard M ~ as a subalgebra of ~/~. Since the restriction ofr to 

n __ i o  ' Eo M ~ is oJ~ | | M 0 is a subalgebra of ~/0 ~. We note here that  eo(M ~) - ~ where is 

the mapping defined by (1.7) with respect to at (hence eoa). Let x be an element in 7~/0 ~. 

There exists a bounded sequence (xj} in 0 n~%1 M ~ converging a-strongly to x. Since e 0 is 

a-strongly continuous, (e0(xj) } converges a-strongly to Co(X)=x. Since e(xj)E LI~=IM~ we 
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have proved tha t  ~ o  is approximated by  the union of the increasing sequence {M~} of 

finite dimensional subalgebras. Therefore, Murray and yon  Neumann ' s  Theorem [14; 

Theorem X I I ]  implies t ha t  7//o ~ is a hyperfinite II l -factor .  Thus, the state co 4 of )T/4 is 

periodic and inner homogeneous.  Therefore, there exists an isomorphism 04 of 7//0 ~ onto 

e47"//~e4, where e 4 is a projection in 7t/0 ~ such tha t  T (e4 )=~ / (1 - -~ )=~  for the canonical 

trace of ~ 0  ~, such tha t  ~ = ~(]~0, 04). 

Since the explicit construct ion of 04 requires a more precise analysis of the group 

measure space construct ion of a hyperfinite II~-factor, we will publish it elsewhere 

independently.  

6. R e m a r k  on the  one  parameter  group Pt 

I n  w 4, we introduced a one parameter  group qt of isometries of ~ onto ~ for two 

faithful normal  states ~ and ~p on ~ .  We state here some interesting properties of ~t 

wi thout  proof. Since ~t depends on q and v 2. we denote it by  ~t ~'~ Then Qt ~'~ enjoys the 

following properties: 

(i) ~ ' ~  (xy)=  ~?'~'(x) ~"~ (y) 

for any  x, y e 7// and any  faithful normal  states q, ~ and co; 

(ii) For  any  x, yfiTll  there exists a bounded funct ion F(~) continuous on and holo- 

morphie in the strip, 0 ~< I m  ~ < 1, such t h a t  

F(t) = q(~.~  (x) y), 

F(t  + i) = w(yer .~ (x)); 

(iii) ~t ~.~ is a unique one parameter  group of t ransformations on ~ such t h a t  (ii) 

holds. 

Fur ther  analysis of ~['~ will be published elsewhere. 
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