
The Structure of Single-Track Gray CodesMoshe Schwartz Tuvi EtzionMay 17, 1998AbstractSingle-track Gray codes are cyclic Gray codes with codewords oflength n, such that all the n tracks which correspond to the n distinctcoordinates of the codewords are cyclic shifts of the �rst track. Weinvestigate the structure of such binary codes and show that there isno such code with 2n codewords when n is a power of 2. This impliesthat the known codes with 2n � 2n codewords, when n is a power of2, are optimal. This result is then generalized to codes over GF (p),where p is a prime. A subclass of single-track Gray codes, called single-track Gray codes with evenly spaced heads, is also de�ned. All knownsystematic constructions for single-track Gray codes result in codesfrom this subclass. We investigate this class and show it has a strongconnection with two classes of sequences, the full-period necklaces andthe full-period self-dual necklaces. We present an iterative constructionfor binary single-track Gray codes which are asymptotically optimal ifan in�nite family of asymptotically optimal seed-codes exists. Thisconstruction is based on an e�ective way to generate a large set ofnonequivalent necklaces and a merging method for cyclic Gray codesbased on necklaces representatives.Keywords: cyclic Gray codes, feedback shift-register, linear complexity,necklaces, self-dual sequences, single-track codes.1 IntroductionGray codes were found by Gray [14] and introduced by Gilbert [13] as alisting of all the binary n-tuples in a list such that any two successive n-tuplesin the list di�er in exactly one position. Generalization of Gray codes weregiven during the years. Such generalizations include the arrangements ofother combinatorial objects in a such way that any two consecutive elements1T
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in the list di�er in some prespeci�ed, usually small way [14, 13]. Othergeneralizaions include listing subsets of the binary n-tuples in a Gray codemanner, in such a way that the list has some more prespeci�ed properties.These properties were usually forced by a speci�c application for the Graycode. As an example we have the uniformly balanced Gray codes. In certainapplications, it is needed that the number of bit changes will be uniformlydistributed among the bit positions. Uniformly balanced Gray codes wereshown to exist for n which is a power of 2 by Wagner and West [23]. RecentlyBhat and Savage [1] have shown that such codes exist for all n. During theyears Gray codes and their generalizations have found applications in avariaty of areas such as circuit testing [21], signal encoding [19], orderingof documents on shelves [18], data compression [20], statistics [6], processorallocation in the hypercube [4], codes for certain memory devices [7] hashing[9], information storage and retrieval [3], and puzzles, such as the ChineseRings and Tower of Hanoi [12]. Finally, for an excellent survey on Graycodes the interested reader is referred to [22].The classic example of a Gray code is the re
ected Gray code [14, 13].This code is a list of the 2n binary n-tuples in the following way. Forn = 1 the list consists of the words 0 and 1. Given the list X of the 2n�1binary (n� 1)-tuples, we generate the list of the the 2n binary n-tuples byattaching a ZERO as a pre�x to every element of the list X in its order,and then attaching a ONE as a pre�x to every element of the same list Xin reversed order. As an example, for n = 3 the list of the re
ected Graycode is 000, 001, 011, 010, 110, 111, 101, 100. One of the properties of there
ected Gray code is that there is a change in the last coordinate of everyother word. We will use this property later.In this paper we discuss another class of Gray codes, single-track Graycodes. A single-track Gray code is a list of P binary words of length n, suchthat each two consecutive words, including the last and the �rst, di�er inexactly one position and when looking at the list as an P � n array, eachcolumn of the array is a cyclic shift of the �rst column. These codes werede�ned by Hiltgen, Paterson, and Brandestini [15] who also gave their mainapplication. A length n, period P Gray code can be used to record the ab-solute angular positions of a rotating wheel by encoding (e.g. optically) thecodewords on n concentrically arranged tracks. n reading heads, mounted inparallel across the tracks su�ce to recover the codewords. When the headsare nearly aligned with the division between two codewords, any compo-nents which change between those words will be in doubt and a spuriousposition value may result. Such quantization errors are minimized by us-2T
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ing a Gray code encoding, for then exactly one component can be in doubtand the two codewords that could possibly result identi�es the positionsbordering the division, resulting in a small angular error. When high reso-lution is required, the need for a large number of concentric tracks resultsin encoders with large physical dimensions. This poses a problem in thedesign of small-scale or high speed devices. Single-track Gray codes wereproposed in [15] as a way of overcoming these problems. Note, that sinceall the columns in these codes are cyclic shifts of the �rst one, it followsthat the code is also a uniformly balanced Gray code, which again can bedescribed by a single column. Not many constructions for single-track Graycodes are known. All these constructions are given in [15] and [8]. None ofthe known constructions is known to produce an in�nite family of optimalcodes, where by the word optimal we mean that the code has the largestperiod for a given length n. The main goal of this paper is to study thestructure of these codes and to construct codes with period P as large aspossible.In Section 2 we present the formal de�nitions for single-track Gray codes.Then, we discuss the the known construction methods and structure ofsingle-track Gray codes mainly of those generated by the known construc-tion methods. We discuss all the main known results in this area. In section3 we present an improvement to one of the known upper bounds, i.e., weshow that single-track Gray codes with words of length n and period 2n donot exist even if n is a power of 2. This proof establishes as a corollarythat Etzion and Paterson [8] have constructed an in�nite family of optimalsingle-track Gray codes. In section 4 we present an iterative constructionfor Gray codes of length nk from speci�c classes of Gray codes of lengths nand k. This class is in�nite and the codes constructed are asymptoticallyoptimal, given an in�nite family of asymptotically optimal seed-codes forthe construction.2 The Structure of Single-Track Gray CodesIn this section we present the formal de�nitions for single-track Gray codes.Then, we present some basic properties of such codes and the idea of themain two known methods to construct such codes. These two methods pro-vide single-track Gray codes with additional special properties. We furtherinvestigate these properties. We also outline the results of past work in thisarea. 3T
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LetW = [w0; w1; : : : ; wn�1] be a length n word. The cyclic shift operator,E, is de�ned by EW = [w1; w2; : : : ; wn�1; w0] and the complementary cyclicshift operator, E, is de�ned similarly byEW = [w1; w2; : : : ; wn�1; w0], whereb is the binary complement of b. Two length n words W1;W2 are said to beequivalent if there exists an integer i such that EiW1 = W2, where Ei is iconsecutive applications of E. The equivalence classes under the shift oper-ator are called necklaces. E�cient algorithms for producing necklaces of agiven length are given in [10, 11]. A length 2n wordW = [w0; w1; : : : ; w2n�1]is called self-dual if for each i, 0 � i � n � 1, wn+i = wi. Finally, for anytwo positive integers a and b, gcd(a; b) denotes the greatest common divisorof a and b.De�nition 1 Let W be a length n word. We de�ne the cyclic order of Was o(W ) 4= minfi j EiW = W; i � 1gand the complementary cyclic order of W aso(W ) 4= minfi j EiW = W; i � 1gIf o(W ) = n we say that W has full cyclic order (or W is a full-periodword), and if o(W ) = 2n we say that WW is a full-period self-dual word.De�nition 2 A length n period P Gray code is an ordered list of P distinctbinary length n words, W0;W1; : : : ;WP�1such that each two adjacent words di�er in exactly one coordinate. If WP�1and W0 also satisfy this condition, we say the code is cyclic.De�nition 3 Let C be an ordered list of P length n words,W0;W1; : : : ;WP�1For each 0 � i < P we mark the components of Wi as,Wi = [w0i ; w1i ; : : : ; wn�1i ]The j-th track of C, for 0 � j < n, is de�ned astj(C) 4= [wj0; wj1; : : : ; wjP�1]4T
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We say that C has the single-track property if there exist integers,k0; k1; : : : ; kn�1where k0 = 0, such that ti(C) = Ekit0(C) for each 0 � i < n. For each0 � i < n, ki is called the position of the i-th head.De�nition 4 Let C be an ordered list of P length n words,W0;W1; : : : ;WP�1We say that C is a length n, period P single-track Gray code if C is acyclic Gray code and C has the single-track property.The main goal is now to construct a length n, period P single-track Graycode, where P is as large as possible. Bounds on P are of a special interestand a very straightforward result is the following lemma.Lemma 1 (Lemma 2 [15])If C is a length n, period P single-track Gray code , then 2n j P and2n � P � 2n.There are only a few constructions for single-track Gray codes [15, 8].None of them attains the upper bound forced by lemma 1 for in�nitely manyvalues of n. Each of these constructions is based on one of the followingmethods.Theorem 1 (Theorem 4 [8])Let S0; S1; : : : ; Sr�1 be r length n binary nonequivalent full-period words,such that for each 0 � i < r�1, Si and Si+1 di�er in exactly one coordinate,and there also exists an integer l, gcd(l; n) = 1, such that Sr�1 and E lS0di�er in exactly one coordinate, then the following words form a length n,period nr single-track Gray code :S0; S1; : : : Sr�1;ElS0; ElS1; : : : ElSr�1;E2lS0; E2lS1; : : : E2lSr�1;... ...E(n�1)lS0; E(n�1)lS1; : : : E(n�1)lSr�1 :5T
ec

hn
io

n 
- 

C
om

pu
te

r 
Sc

ie
nc

e 
D

ep
ar

tm
en

t -
 T

ec
hn

ic
al

 R
ep

or
t  

C
S0

93
7 

- 
19

98



Theorem 2 (Theorem 15 [8])Let S0; S1; : : : ; Sr�1 r be length 2n self-dual full-period nonequivalent words.For each i, 1 � i � r � 1, let Si = [s0i ; s1i ; : : : ; s2n�1i ] and letF jSi = [sji ; sj+1i ; : : : ; sj+n�1i ]where superscripts are taken modulo 2n.If for each 0 � i < r � 1, Si and Si+1 di�er in exactly two coordinates,and there also exists an integer l, gcd(l; 2n) = 1, such that Sr�1 and E lS0di�er in exactly two coordinates, then the following words form a length n,period 2nr single-track Gray code :F 0S0; F 0S1; : : : F 0Sr�1;F lS0; F lS1; : : : F lSr�1;F 2lS0; F 2lS1; : : : F 2lSr�1;... ...F (2n�1)lS0; F (2n�1)lS1; : : : F (2n�1)lSr�1 :Now, in order to construct a single-track Gray code we want to orderas many as possible full-period necklaces of length n, or full-period self-dual necklaces of length 2n in a way which satis�es either Theorem 1 orTheorem 2, respectively. Hiltgen, Paterson, and Brandestini [15] suggesteda method for ordering length n full-period necklaces in a way which satis�esthe conditions of Theorem 1. Their result is summarized in the followingtheorem.Theorem 3 (Theorem 3 [15])If n � 4, then there exists a length n, period nt single-track Gray code foreach even t which satis�es2 � t � 2n��p2(n�3) ��1Etzion and Paterson [8] supplied three iterative constructions. The �rstconstruction produces a special arrangement of 2n�1r nonequivalent full-period necklaces of length 2n, which satis�es the conditions of Theorem1 from a special arrangement of r full-period necklaces of length n whichsatis�es the same conditions. If p is prime and such arrangement of the 2p�2pfull-period necklaces is known, then the construction produces a length 2p,period 22p � 2p+1 single-track Gray code. This is an optimal code based onTheorem 1, but by using Theorem 2 it might be possible to obtain a length6T
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2p period 22p � 4 single-track Gray code. This comparison is important asall the known codes are obtained from these two constructions and no codewhich is not obtained by these construction or a variant of Theorem 2, whichwill be mentioned later in this section, is known.The second construction of [8] which is a generalization of the �rst onein a certain sense produces a length kn, period rs(2n� s)k�1(k+1)n single-track Gray code, where n + 1 � s � 2n�1, from a code of length n andperiod rn. This code is far from being optimal in any sense. In section 4we improve this result for most cases, by producing better codes for similarparameter lengths.The third construction of [8] is based on Theorem 2 and generates anin�nite family of asymptotically optimal codes. These codes have lengthn = 2m, m � 3, and period 2n � 2n. As we will see in the next section thisconstruction actually produces optimal codes since the upper bound givenin Lemma 1 on the period of length n, period P single track Gray code, for nwhich is a power of 2, can be improved. A similar construction can be givenfor n's which are not powers of 2. Unfortunately, we need some seed-codeswith some given properties to obtain better codes for other parameters, andthese seed-codes were not found yet.De�nition 5 Let C be a length n, period P single-track Gray code , andlet the head positions be k0; k1; : : : ; kn�1. We say that C has evenly k-spacedheads if ki+1 � ki + k (mod P )for each 0 � i � n� 2.It is important to note that all the constructions for single-track Graycodes known today produce codes which are either with evenly spaced headsor with a self-dual generating track which can produce a single-track Graycode with evenly spaced heads, as will be proved later in this section. Asa �rst step we want to show that all evenly spaced heads single-track Graycodes are generated by the construction method of either Theorem 1 orTheorem 2.De�nition 6 Let C be a set of words. The cyclic order and complementarycyclic order of the code C are de�ned aso(C) 4= min fo(W ) jW 2 Cgo(C) 4= min fo(W ) jW 2 Cg7T
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Theorem 4 Let C be a length n, period P single-track Gray code withevenly k-spaced heads.� If k is even then:{ gcd(k; P ) = Po(C){ o(W ) = o(C) = n for each W 2 C.{ There exists an ordering of Po(C) length n necklaces representativesof cyclic order n, which satis�es the requirements of Theorem 1.� If k is odd then:{ gcd(k; P ) = Po(C){ o(W ) = o(C) = 2n for each W 2 C.{ There exists an ordering of Po(C) length 2n self-dual necklaces rep-resentatives of full cyclic order 2n, which satis�es the require-ments of Theorem 2.Proof W.l.o.g. we assume that k0 = 0. Let C be a length n, period Psingle-track Gray code with evenly k-spaced heads. Let s = [s0; s1; : : : ; sP�1]be the generating track of C. The i-th word, Wi, of C has the form Wi =[si; si+k; si+2k; : : : ; si+(n�1)k] and henceWi+k = [si+k; si+2k; : : : ; si+(n�1)k; si+nk].We now distinguish between two cases.Case 1: k is even. Since C is a Gray code, it follows that the parity of Wiand Wi+k is the same, and hence si = si+nk and Wi+k = EWi. Therefore,for each j1; j2, which satisfy j1 � j2 (mod gcd(k; P )) there exists an l suchthat ElWj1 = Wj2. Now, let Wm be a word in C for which o(Wm) = o(C).Since Wi+jk = EjWi, it follows that Wm+o(C)k = Eo(C)Wm = Wm andWm+jk = EjWm 6= Wm for each 0 < j < o(C). Since each word appearsat most once in the code, it follows that o(C)k � 0 (mod P ) and henceEo(C)W = W for each W 2 C, and EiW 6= W for each 0 < i < o(C),which means that o(W ) = o(C) and therefore, gcd(k; P ) � o(C) = P .It is well known that o(C) divides n, and if o(C) < n, then the weight ofall the words is divisible by n=o(C) > 1. Therefore, no two words di�er inexactly one coordinate. Thus, o(C) = n.It is obvious that the list W0;W1; : : : ;WP=o(C)�1 forms a Gray code, andsince gcd(k; P ) = P=o(C), it follows that all the words in it are nonequiva-lent. Moreover, there exists l1 such that WP=o(C) = El1W0. Therefore, thereexists l2 such that l1k = l2P +P=o(C) which implies o(C)kP � l1� l2 � o(C) = 1.8T
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Since o(C)k=P is an integer, it follows that gcd(o(C); l1) = 1: Thus, the listW0;W1; : : : ;WP=o(C)�1 satis�es all the requirements of Theorem 1.Case 2: k is odd. The parity of Wi is di�erent from the parity of Wi+k,and hence si = si+nk. The rest of the proof is similar to the one of Case 1,where we use o(�) and E instead of o(�) and E, respectively. 2Single-track Gray codes with evenly k-spaced heads have some additionalproperties as the one given in the following lemma.Lemma 2 If C is a length n, period P single-track Gray code with evenlyk-spaced heads, k odd, then the generating track of the code is self-dual.Proof Let C be a length n, period P single-track Gray code with evenlyk-spaced heads, k odd, and s its generating track. From the proof of Theorem4 there exists an integer l, for which gcd(l; o(C)) = 1, such thatWi+P=o(C) = ElWifor each 0 � i < P . Since o(C) is even, it follows that l is odd and therefore,Wi+P=2 = El�o(C)=2Wi = Eo(C)=2Wi = Wiand the generating track is self-dual. 2When the generating track of a single-track Gray code is self-dual, manyother single-track Gray codes can be generated by selecting any subset of thecolumns and complementing them. These new single-track Gray codes donot necessarily have evenly spaced heads. These are the only known single-track Gray codes which cannot be constructed directly by the use of eitherTheorem 1 or Theorem 2. But, they are of course constructed by a straight-forward variant of Theorem 2. Moreover, as an immediate consequence fromTheorem 4 we can conclude that there is no similar arrangements as in The-orems 1 and 2 of feedback shift registers sequences of order n. It is a veryinteresting problem to construct single-track Gray codes which do not haveevenly spaced heads and are not constructed by this variant of Theorem 2.Note, that if n is odd then by complementing every other column of thecode generated by Theorem 2 we obtain a code which can be constructedvia Theorem 1. 9T
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3 Nonexistence ResultLet C be a single-track Gray code of length n and period P . By Lemma 1,there is a theoretic possibility that P = 2n, but then, necessarily, n is a powerof 2. The only known code with these parameters is the length 2 period 4single-track Gray code. In this section we show that there is no other codewith such parameters. The proof will consider the track as a sequence oflength 2n and investigate the polynomial of minimal degree which generatesthis sequence. In the literature the degree of this polynomial is often calledthe linear complexity of the sequence. Hence, we �rst present the necessaryde�nitions for this discussion.De�nition 7 Let S = [s0; s1; : : : ; sr�1] be a length r sequence, and letS(x) 4= r�1Xi=0 sixibe a polynomial. We say the S(x) is the characteristic polynomial of S, andS is the characteristic word of S(x).De�nition 8 Let S be a length r sequence over GF (q). The linear com-plexity of S is de�ned asc(S) 4= minfdeg f(x) j f(x) 6� 0; f(x) � S(x) � 0 (mod xr � 1)gThe linear complexity as de�ned here is the same as the degree of theminimal degree linear recursion which generates the sequence. This is themore common de�nition as given in [17].Lemma 3 Let S be a length r = pl1 sequence over GF (q), where q = pl2 , pprime. The linear complexity of S is c if and only if(x� 1)c�1S(x) � d(1 + x+ x2 + : : :+ xr�1) (mod xr � 1) (1)for some d 6= 0.Lemma 4 (Theorem 2 [2])Let S be a length n = 2m binary sequence. S is self-dual if and only ifc(S) = 2m�1 + 1.We will prove now a result which is stronger than the nonexistence resultthat we actually want to prove. 10T
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Theorem 5 There is no ordering of all the 2n, words of length n = 2m,m � 2, in a list which satis�es all the following requirements:1. Each two adjacent words have di�erent parity.2. The list has the single-track property.3. Each word appears exactly once.Proof Let us assume the contrary, i.e., let s be the track of a single-trackcode in which each n-tuple appears exactly once and each two adjacent wordshave di�erent parity. Let s(x) be the characteristic polynomial of s and c1the largest integer for which there exists a polynomial p1(x) which satis�es,s(x) � (x+ 1)c1p1(x) (mod x2n + 1) : (2)Let k0; k1; : : : ; kn�1 be the locations of the heads in the list, h(x) 4=Pn�1i=0 xkithe head locator polynomial of the list, and h the characteristic length 2nword of h(x). Let c2 be the largest integer for which there exists a polynomialp2(x) which satis�es,h(x) � (x+ 1)c2p2(x) (mod x2n + 1) : (3)x2n + 1 = (x+ 1)2n over GF (2) and hence 0 � c1; c2 � 2n � 1. Since eachtwo adjacent words have di�erent parity it follows that(x+ 1)h(x)s(x) � 1 + x+ x2 + : : :+ x2n�1 (mod x2n + 1) : (4)Since (x + 1)2n = x2n + 1 and (x + 1)2n�1 = 1 + x + x2 + : : : + x2n�1(mod x2n + 1), it follows from (1), (2), (3), and (4) thatc1 + c2 = 2n � 2 : (5)Equations (1), (2), (3), and (4) also imply the c1 + 2 is the linear com-plexity of h, and c2+2 is the linear complexity of s. Since each word appearsin the list exactly once, it follows that s must be of full cyclic order, and hencec2 � 2n�1 � 1 : (6)If we assume that h is not a full period word, thenfkign�1i=0 = f2n�1 + kign�1i=011T
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and the i-th word and the (i+2n�1)-th word contain exactly the same compo-nents of the generating track s. The allzero word appears somewhere in thelist, and hence it will appear at least twice, which is a contradiction. Thus,h is of full-period and therefore c1 � 2n�1 � 1.Self-dual sequences of length 2n have weight 2n�1 and since h has weightn, it follows that h is not self-dual when 2n � 4, and hence by Lemma 4 thelinear complexity of h is not 2n�1+ 1. Therefore,c1 � 2n�1 : (7)Summing (6) and (7) we get thatc1 + c2 � 2n � 1in contradiction to (5). Thus, no such single-track code with track s exists.2Corollary 1 There are no single-track Gray codes of length n � 3 andperiod 2n.As mentioned in Section 2, Etzion and Paterson [8] have constructed single-track Gray codes of length n = 2m and period 2n � 2n.Corollary 2 The single-track Gray codes of length n = 2m and period 2n�2n are optimal.The nonexistence theorem can be generalized in a very interesting way tosingle-track Gray codes over GF (p), where p is a prime. Since, we don't dis-cuss nonbinary codes in this paper elsewhere, we present this generalizationof the nonexistence theorem in Appendix A.4 An Iterative ConstructionIn this section we describe an iterative construction which generates longperiod single-track Gray codes. We are given two pairs of disjoint Graycodes, of lengths n and k, from nonequivalent necklaces. Each pair satis�esa set of properties needed for the construction. The construction itself ismade of �ve stages. The �rst stage is an iterative generation of a largeamount of nonequivalent, full-period necklaces. The second, is ordering ofthe necklaces into many Gray codes. The third stage consists of merging12T
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these Gray codes into two sets of Gray codes. In the fourth stage, theGray codes of each set are concatenated into two cyclic Gray codes whichsatisfy the properties needed for the construction. The last stage is a simplemerging of these two Gray codes into one Gray code.4.1 Nonequivalent Necklaces GenerationThe �rst step in generating a long single-track Gray code based on neck-laces, is to generate a large set of nonequivalent full-period necklaces. Thisconstruction should generate the necklaces in such a way that it will be easyto order them into a Gray code. The construction of these nonequivalentnecklaces will be iterative, i.e., given two sets of nonequivalent full-periodwords of length n and length k, respectively, we generate a set of nonequiv-alent full-period words of length nk. We �rst partition the set of all binarym-tuples into two sets, those ending in a ZERO and those ending in a ONE,i.e., for each b 2 f0; 1g, we de�ne,X bm 4= f[x0; x1; : : : ; xm�2; xm�1] 2 f0; 1gm j xm�1 = bg :Construction 1 For each b 2 f0; 1g, letN bn 4= fSb0; Sb1; : : : ; Sbrb�1g � X bnN 0bk 4= fS 0b0 ; S 0b1 ; : : : ; S 0br0b�1g � X bkbe sets of nonequivalent, full-period necklaces, such thatN 0n \ n�1[i=0fEiS j S 2 N 1ng = N 00k \ k�1[i=0fEiS0 j S0 2 N 01k g = ;From these sets we generate the following set,Nn;k 4= ([X0; X1; : : : ; Xk�2; S + k�2Xi=0 Xi] ����� [b0; b1; : : : ; bk�1] 2 N 00k [N 01k ;Xi 2 X bin ; 0 � i < k � 1;S 2 N pn ; p = k�1Xi=0 bi)Theorem 6 The set Nn;k of Construction 1 contains nonequivalent full-period words of length kn. 13T
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Proof Let Y = [y0; y1; : : : ; ykn�1] and Z = [z0; z1; : : : ; zkn�1] be twowords in the de�ned set Nn;k. Let us assume that EcY = Z for some0 � c < kn. Now,k�1Xj=0EjnEcY = [EcSm1 ;EcSm1 ; : : : ;EcSm1 ]k�1Xj=0EjnZ = [Sm2 ; Sm2 ; : : : ; Sm2 ]where Sm1 2 N a1n and Sm2 2 N a2n , a1; a2 2 f0; 1g.For a1 6= a2, Sm1 and Sm2 are nonequivalent, and hence a1 = a2. Form1 6= m2, Sm1 and Sm2 are nonequivalent, and therefore m1 = m2, whichimplies Sm1 = EcSm1 .Sm1 is a full-period word, and hence n j c. This implies, that if we look atS 0m01 = [yn�1; y2n�1; : : : ; ykn�1]S 0m02 = [zn�1; z2n�1; : : : ; zkn�1]then Ec=nS0m01 = S0m02. As before, S0m01 and S 0m02 are nonequivalent full-periodwords, and hence k j c=n or kn j c. Therefore, Y = Z and thus, all thewords in Nn;k are nonequivalent. 2Construction 1 produces iteratively a large set of nonequivalent, full-period necklaces. This set is generated in a way which makes it relativelyeasy to order its necklaces in a cyclic Gray code, provided that the elementsof N 0n ;N 1n;N 00k ;N 01k can be ordered as a cyclic Gray code.4.2 Generation and Merging of Gray CodesGiven a Gray code of length n, we will generate many Gray codes of thesame period and length nk, for which all words belong to nonequivalentnecklaces. Those Gray codes will be then merged into two sets of Graycodes. The generation of one such short Gray code and the merging of someof these Gray codes will be based on the following two trivial lemmas whoseproofs are omitted. 14T
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Lemma 5 If the words S0; S1; : : : ; Sr�1 2 f0; 1gn form a cyclic Gray code,then the following words form a cyclic Gray code:[X0; X1; : : : ; Xk�2; S0+Pk�2i=0 Xi][X0; X1; : : : ; Xk�2; S1+Pk�2i=0 Xi]...[X0; X1; : : : ; Xk�2; Sr�1 +Pk�2i=0 Xi]where Xi 2 f0; 1gn for each 0 � i < k � 1.Lemma 6 Let Xl 2 f0; 1gn for each 0 � l < k� 1 and for some j, 0 � j <k � 1, let X 0j 2 f0; 1gn be a word such that X 0j di�ers from Xj in exactlythe d-th coordinate. Furthermore, the necklaces S0; S1; : : : ; Sr�1 2 f0; 1gnform a cyclic Gray code in which, for some i, Si and Si+1 di�er in the d-thcoordinate. Then, the following necklaces form a cyclic Gray code in whichthe last and �rst pair of necklaces di�er in the (d+ jn)-th coordinate:[X0; X1; : : : ; Xj; : : : ; Xk�2; Si +X0 +X1 + : : :+Xj + : : :+Xk�2][X0; X1; : : : ; X 0j; : : : ; Xk�2; Si+1 +X0 +X1 + : : :+X 0j + : : :+Xk�2]...[X0; X1; : : : ; X 0j; : : : ; Xk�2; Sr�1 +X0 +X1 + : : :+X 0j + : : :+Xk�2][X0; X1; : : : ; X 0j; : : : ; Xk�2; S0 +X0 +X1 + : : :+X 0j + : : :+Xk�2]...[X0; X1; : : : ; X 0j; : : : ; Xk�2; Si +X0 +X1 + : : :+X 0j + : : :+Xk�2][X0; X1; : : : ; Xj; : : : ; Xk�2; Si+1 +X0 +X1 + : : :+Xj + : : :+Xk�2] :4.3 A Set of Properties for the CodesIn order to make an iterative construction of Gray codes based on nonequiv-alent full-period necklaces we need that our Gray codes will satisfy certainadditional properties. One of the important properties concerns the posi-tions in which adjacent words in the code di�er.De�nition 9 Let W1;W2 be words of length n which di�er only in the i-thcoordinate. We de�ne, �(W1;W2) 4= i :15T
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We are now in a position to state the set of properties required for someGray codes based on nonequivalent necklaces in order to obtain the iterativeconstruction. Let N 0n = S00 ; S01 ; : : : ; S0r0�1N 1n = S10 ; S11 ; : : : ; S1r1�1N 00k = S000 ; S001 ; : : : ; S 00r00�1N 01k = S010 ; S011 ; : : : ; S 01r01�1be cyclic Gray codes such the the following properties are satis�ed:(p.1) The sets of necklaces which belong to N 0n ;N 1n;N 00k ;N 01k , respectively,satisfy the conditions of Construction 1.(p.2)� The words [0n�11]; [0n�211] are adjacent in N 1n .� [0k�11] 2 N 01k(p.3)� There exist i0; i1 such that S1i1 and S0i0+1 di�er in exactly the lastcoordinate, and also S0i0 and S1i1+1 di�er in exactly the last coordinate.We say that i0 and i1 are the bridging indices ofN 0n andN 1n respectivelyand that S0i0 ; S0i0+1; S1i1; S1i1+1 are the bridging words of their respectivecodes.� There exist i00; i01 such that S 01i01 and S 00i00+1 di�er in exactly the last coor-dinate, and also S 00i00 and S 01i01+1 di�er in exactly the last coordinate. Wesay that i00 and i01 are the bridging indices of N 00k and N 01k respectivelyand that S00i00 ; S 00i00+1; S 01i01 ; S 01i01+1 are the bridging words of their respectivecodes.(p.4)� Let j be the index for which fS1j ; S1j+1g = f[0n�11]; [0n�211]g, and leti0 and i1 be the bridge indices of N 0n and N 1n respectively, thenf�(S0l ; S0l+1) j 0 � l < r0; l 6= i0g =f�(S1l ; S1l+1) j 0 � l < r1; l 6= i1; l 6= jg =f0; 1; 2; : : : ; n� 2g16T
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� Let i00 and i01 be the bridge indices of N 00k and N 01k respectively, thenf�(S 00l ; S00l+1) j 0 � l < r00; l 6= i00g =f�(S 01l ; S01l+1) j 0 � l < r01; l 6= i01g =f0; 1; 2; : : : ; k� 2g4.4 Generation of Short Gray CodesWe are given the four cyclic Gray codes N 0n ;N 1n ;N 00k ;N 01k based on nonequiv-alent full-period necklaces of period n and k, respectively. We partition thenecklaces generated by Construction 1 into disjoint Gray codes, where eachGray code corresponds to a necklace B = [b0; b1; : : : ; bk�1] 2 N 0bk (b = bk�1).Let p 4= Pk�1i=0 bi be the parity of B. For any choice of Wi 2 X bin , for each0 � i < k � 1, we use Lemma 5 to construct a cyclic Gray code with thewords: [W0;W1; : : : ;Wk�2; Spj + k�2Xi=0 Wi] (0 � j < rp) :This code is of length kn and period rp and will be denoted byC(B; [W0;W1; : : : ;Wk�2]) :By Theorem 6, all the words in this code are nonequivalent, full-periodwords.For the given B we continue and merge all its cyclic Gray codes into oneGray code. There are 2(n�1)(k�1) Gray codes which are related to B and wewant to order them in such a way that it will be simple to merge them inthe given order. The merging will be performed as done in Lemma 6. Toapply this lemma we need two Gray codesC(B; [W0;W1; � � � ;Wj; � � � ;Wk�2])and C(B; [W0;W1; � � � ;W 0j; � � � ;Wk�2])such that Wj and W 0j di�er in exactly one coordinate. This coordinate isnot the last one since the last coordinate is predetermined by B. Thus, weshould order the 2(n�1)(k�1) sequences of the formW0;W1; � � � ; Wk�217T
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in such a way that any two di�er in exactly one coordinate. This is aGray code ordering and most (and usually all) Gray codes are good forthis purpose. But, for the simplicity of the construction we will choose there
ected Gray code, which was introduced in the Introduction, and in theappropriate positions we will plug in the predetermined values of B. Wecall this code, the merging Gray code and we require another property fromthe merging Gray code (and this property can be removed if we requestsome more properties from the four Gray codes of length n and k, whichcan be easily obtained). As said in the Introduction half of the changesin a re
ected Gray code is in one speci�ed coordinate (usually the lastone). We require that this coordinate will not be congruent modulo n to�(S1i1 ; S1i1+1), or �(S0i0; S0i0+1), or n � 2. This can be done easily by anappropriate permutation on the code coordinates. After this is done in thegenerated merging Gray code no two consecutive changes are in a coordinatecongruent to �(S1i1 ; S1i1+1), or �(S0i0 ; S0i0+1), or n� 2, modulo n. Our Graycode of length n(k � 1) and period 2(n�1)(k�1) will be denoted byXB 4= XB0 ; XB1 ; : : : ; XB2(n�1)(k�1)�1:We note that in XBf�(XBi ; XBi+1)g2(n�1)(k�1)�1i=0 = f0; 1; 2; : : : ; n(k � 1)� 1gn k�1[i=1fni� 1g :We are now in a position to merge all the Gray codes which are relatedto B. During this merging we make sure that each two adjacent words oflength nk constructed from either bridging words or the words [0n�11] and[0n�211] will remain adjacent. The merging starts with the code C(B;XB0 )and the code C(B;XB1 ). Since XB0 and XB1 di�er in exactly one coordinate,say, the d-th coordinate, (0 � d < (k � 1)n, d 6� n � 1 (mod n)) then it ispossible to merge the latter into the former using (p.4) and Lemma 6. Theresulting code will be called the main code. In a typical step of the mergingwe have a main code obtained by merging the following Gray codes,C(B;XB0 )C(B;XB1 )...C(B;XBl )18T
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and we merge to it the Gray code C(B;XBl+1). Letd1 4= �(XBl�1; XBl )d2 4= �(XBl ; XBl+1) :XB was chosen in a way that if d1 � d2 (mod n) then d2 6� �(S1i1; S1i1+1),d2 6� �(S0i0; S0i0+1), and d2 6� n � 2 (mod n). Hence, in this case andalso when d1 6� d2 (mod n), by (p.4) and Lemma 6 there is a pair ofadjacent words in C(B;XBl ), originated from pair of adjacent words in in N pn ,which are not the bridging words or the words [0n�11]; [0n�211]. Therefore,C(B;XBl+1) can be merged by Lemma 6. This merging process ends whenall the Gray codes C(B;XB0 )C(B;XB1 )...C(B;XB2(n�1)(k�1)�1)are merged together. The resulting code is called C(B).Lemma 7 For each B = [b0; b1; : : : ; bk�1] 2 N 00k [ N 01k , p 4= Pk�1i=0 bi, thecode C(B) = Y0; Y1; : : : ; YP�1 is a cyclic Gray code of length kn and periodP = 2(k�1)(n�1)rp which satis�es:f�(Yi; Yi+1) j 0 � i < Pg = f0; 1 : : : ; kn� 1gn k[i=1fni� 1g :Proof It is obvious that C(B) is of length kn, and since we merged 2(k�1)(n�1)codes of period rp, it follows that the period of the resulting is P = 2(k�1)(n�1)rp.By lemma 6, the resulting code is a cyclic Gray code. Finally, sincef�(XBi ; XBi+1)g2(n�1)(k�1)i=0 = f0; 1; 2; : : : ; n(k� 1)� 1gn k�1[i=1fni� 1g;it follows by Lemma 6, and (p.4) thatf�(Yi; Yi+1) j 0 � i < Pg = f0; 1 : : : ; kn� 1gn k[i=1fni� 1g : 219T
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4.5 Concatenation the Short Gray CodesNow, we have a set of r00+ r01 cyclic Gray codes, each one corresponds to an-other member ofN 00k SN 01k . Recall that the bridging indices ofN 0n ;N 1n ;N 00k ;N 01kare i0; i1; i00; i01 respectively. Let V0; V1; : : : ; Vk�2 2 f0; 1gn�1 be k � 1 wordsof length n�1 chosen arbitrarily. For each B = [b0; b1; : : : ; bk�1] 2 N 00k [N 01kand p 4= Pk�1i=0 bi , we cyclically shift the rows of the cyclic Gray codeC(B; [Z0; Z1; : : : ; Zk�1]), where Zi = [Vi; bi] for each 0 � i < k � 1, insuch a way that the �rst word will be[Z0; Z1; : : : ; Zk�2; Spip+1 + k�2Xi=0 Zi]and the last word will, therefore, be[Z0; Z1; : : : ; Zk�2; Spip + k�2Xi=0 Zi] :We look at the following two concatenations of our cyclic Gray codes.N 0nk = C(S00i00+1); C(S 00i00+2); : : : ; C(S 00r00�1); C(S 000 ); : : : ; C(S 00i00)N 1nk = C(S01i01+1); C(S 01i01+2); : : : ; C(S 01r01�1); C(S 010 ); : : : ; C(S 01i01) :In the rest of this section and in the next section we will prove that thispair of codes satis�es properties (p.1) through (p.4) and thus can be usedfor further iterations of the construction.Lemma 8 N 0nk and N 1nk are cyclic Gray codes of length kn and period2(n�1)(k�1)�1(r0 + r1)r00 and 2(n�1)(k�1)�1(r0 + r1)r01, respectively. Further-more, N 0nk and N 1nk contain nonequivalent full-period words.Proof All the necklaces of N 0nk and N 1nk were produced as in Construction1 and hence by Theorem 6 all the necklaces are nonequivalent full-period andof length nk.For a given B = [b0; b1; : : : ; bk�1] and W0;W1; � � � ;Wj; � � � ;Wk�2, clearlyC(B; [W0;W1; � � � ;Wj; � � � ;Wk�2]) has period rp, where p is the parity ofB. C(B) was constructed by merging 2(n�1)(k�1) Gray codes of the formC(B; [W0;W1; � � � ;Wj; � � � ;Wk�2]) and hence its period is 2(n�1)(k�1)rp. SinceS01j and S 01j+1 have di�erent parity, it follows that C(S 01j ) and C(S01j+1) togetherhave 2(n�1)(k�1)(r0+r1) necklaces, and N bnk has 2(n�1)(k�1)�1(r0+r1)r0b words.20T
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To complete the proof we have to show that N bnk is a cyclic Gray code.As said before the last word in C(S0bj ) is[Z0; Z1; : : : ; Zk�2; Spip + k�2Xi=0 Zi];where p is the parity of S 0bj , and the �rst word in N (S 0bj+1) is[Z 00; Z 01; : : : ; Z 0k�2; Spip+1 + k�2Xi=0 Z0i]:Clearly, these two words di�er in exactly one coordinate. If S0bj and S0bj+1di�er in the d-th coordinate, 0 � d < k � 1, then for each 0 � j < k � 1,j 6= d, Zj = Z 0j, and Zd and Z 0d di�er in the last coordinate. Since by (p.3)Spip and Spip+1 di�er in exactly the last coordinate, it follows that the last wordof C(S0bj ) and the �rst word of C(S 0bj+1) di�er in exactly the (n(d+ 1)� 1)-th coordinate. Thus, N bnk is a cyclic Gray code of length nk and period2(n�1)(k�1)�1(r0 + r1)r0b. 24.6 Properties of the Generated Gray CodesIn this Section we will prove that the generated Gray codes N 0nk and N 1nksatisfy (p.1) through (p.4) and therefore can be used for further iterationsof the construction. The �rst lemma is an immediate consequence of Lemma8.Lemma 9 N 0nk and N 1nk satisfy (p.1).Lemma 10 The words [0nk�11] and [0nk�211] are adjacent in N 1nk.Proof By (p.2) we have that [0k�11] 2 N 01k and [0n�11] and [0n�211] areadjacent in N 1n . Therefore, the words [0nk�11] and [0nk�211] are adjacentin C([0k�11]; [0(k�1)n]). Since during the merging process we didn't separatethese words, it follows that they are also adjacent in C([0k�11]). To completethe proof we have to show that these two words weren't separated during theconcatenation. This is an immediate consequence from the fact that [0n�11]is not a bridging word since [0n] is not a full-period word. 2Lemma 11 N 0nk;N 1nk satisfy (p.3).21T
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Proof Observe that the last word of N 1nk, which is also the last word ofC(S01i01) is, [Z0; Z1; : : : ; Zk�2; Spip + k�2Xi=0 Zi];where p is the parity of S 01i01 . The �rst word of N 0nk, which is also the �rstword of C(S00i00+1) is, [Z0; Z1; : : : ; Zk�2; Spip+1 + k�2Xi=0 Zi];where clearly p is the parity of S 00i00+1. Since Spip and Spip+1 di�er in exactlythe last coordinate, it follows that these two words di�er exactly in the lastcoordinate. Similarly, the �rst word of N 1nk and the last word of N 0nk di�er inexactly the last coordinate. Therefore, these four words can serve as bridgingwords of N 0nk and N 1nk. 2Lemma 12 LetN bnk = S�b0 ; S�b1 ; : : : ; S�bPb�1, j� be the index such that fS�1j ; S�1j+1g =f[0nk�11]; [0nk�211]g, and i�0 and i�1 be the bridging indices of N 0nk and N 1nk,respectively. Then f�(S�0l ; S�0l+1) j 0 � l < r�0; l 6= i�0g =f�(S�1l ; S�1l+1) j 0 � l < r�1; l 6= i�1; l 6= j�g =f0; 1; 2; : : : ; nk� 2gProof If B 2 N 0bk , then by lemma 7,f�(Yi; Yi+1) j 0 � i < Pg = f0; 1 : : : ; kn� 1gn k[i=1fin� 1g;where C(B) = Y0; Y1; : : : ; YP�1. By the proof of Lemma 8 we obtain thechanges in all positions which are congruent to n � 1 modulo n in the con-catenation of the short Gray codes, and thus by taking into consideration(p.3) for N 00k and N 01k , and the fact that one change in a coordinate impliesat least two changes in the same coordinate we have.f�(S�bl ; S�bl+1) j 0 � l < r�b ; l 6= i�b ; l 6= j�g = f0; 1; 2; : : : ; nk� 2g :22T
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2In Lemmas 9 through 12, we have proved that the pair of codes N 0nk;N 1nksatisfy properties (p.1) through (p.4). Thus, we can use this pair of codesfor another iteration of the construction.4.7 Optimality of the CodeLemma 13 Concatenating the two codes given by the construction,Cnk 4= N 0nk;N 1nkproduces a Gray code of nonequivalent, full-period words of length kn andperiod 2(k�1)(n�1)�1(r0+r1)(r00+r01) which satis�es the conditions of Theorem1.Proof By Lemmas 8 and 11 Cnk is a cyclic Gray code of nonequivalentfull-period words of the required parameters. In addition, by Lemma 10 thewords [0nk�11]; [0nk�211] are adjacent in the code. The code can be cyclicallyshifted so they become the �rst and last words. Since [0kn�211] and E[0kn�11]di�er in exactly one coordinate, the conditions of Theorem 1 are satis�ed.2 The code of Lemma 13 can be used in Theorem 1 to produce a single-track Gray code of length kn and period2(k�1)(n�1)�1(r0+ r1)(r00 + r01)nkIn order to use the construction, we need seed-codes which satisfy the con-ditions of Theorem 1. Such seed-codes exist for n � 9. A simple computersearch has found such seed-codes for length 9 through 13. The seed-codesfor n = 9, 10, and 11, are presented in appendix B.If we assume that r0+r1 = (2n�cn)=n and r00+r01 = (2k�ck)=k then byLemma 13 one iteration of the construction gives a single-track Gray codeof length kn and periodP � = 2nk(1� ck2�k � cn2�n + ckcn2�(n+k))If we further assume thatlimn!1 cn2n = 0 ; limk!1 ck2k = 0 (8)23T
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then the period P � asymptotically reaches the upper bound of Lemma 1,limn;k!1P � = 2nk:When P � = 2nk � cnk we have that cnk = 2nk(ck2�k + cn2�n� ckcn2�(n+k)).Under assumption (8), we get, again, thatlimn;k!1 cnk2nk = 0which means that the family of codes generated by any number of iterationsof the construction is still asymptotically optimal. Of course, as said beforeone needs an in�nite family of optimal seed codes to make the resultingsequence of codes also optimal. If we start with "good" codes which arenot optimal we obtain codes which are usually better than the best knowncodes.4.8 GeneralizationAs mentioned before, seed codes for our construction exist only for lengthn � 9. This fact limits the list of lengths for which we can obtain good single-track Gray codes by our construction. We can overcome this limitation byweakening the requirements induced by the properties (p.1) through (p.4).Let, N 0n = S00 ; S01 ; : : : ; S0r0�1N 1n = S10 ; S11 ; : : : ; S1r1�1N 0k = S00; S 01; : : : ; S 0r0�1be cyclic Gray codes, such that the following properties hold:(q.1) The sets of sequences which belong to N 0n ;N 1n satisfy the conditionsof Construction 1, and N 0k contains nonequivalent, full-period words.(q.2)� The words [0n�11]; [0n�211] are adjacent in N 1n .� [0k�11] 2 N 0k(q.3) There exist i0; i1 such that S1i1 and S0i0+1 di�er in exactly the lastcoordinate, and also S0i0 and S1i1+1 di�er in exactly the last coordinate. Wesay that i0 and i1 are the bridging indices of N 0n and N 1n respectively andthat S0i0 ; S0i0+1; S1i1; S1i1+1 are the bridging words of their respective codes.24T
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(q.4) Let j be the index for which fS1j ; S1j+1g = f[0n�11]; [0n�211]g, and leti0 and i1 be the bridging indices of N 0n and N 1n respectively, thenf�(S0l ; S0l+1) j 0 � l < r0; l 6= i0g =f�(S1l ; S1l+1) j 0 � l < r1; l 6= i1; l 6= jg =f0; 1; 2; : : : ; n� 2gUnlike the �rst construction, this one is not symmetric relative to theparameters n and k of the seed-codes. Therefore, we say that N 0n ;N 1n arethe multiplied codes and N 0k is the multiplier code. The construction processitself is very similar to the �rst construction. We start by constructing foreach B 2 N 0k, the code C(B). As before, we concatenate the codes to getthe main code: N 0nk 4= C(S 00); C(S 01); C(S 02); : : : ; C(S 0r0�1)This code contains nonequivalent full-period words of length kn and satis�esall the properties of a multiplier code. Using Theorem 1 we can obtain alength nk, period 2(n�1)(k�1)�1(r0 + r1)r0nksingle-track Gray code ,when k > 3. If k = 2 then the only word of length2 used is [01] and we use only N1. In this case the construction coincideswith the �rst construction of [8] and we obtain a length 2n, period 2nr1nsingle-track Gray code. Unlike the �rst construction, this construction hasmultiplier seed-codes for length k � 3 and they are given in Appendix C.Appendix AWe discuss the generalization of Gray codes over nonbinary alphabets. LetZa, a � 2 be the group of residues f0; 1; � � � ; a� 1g modulo a, and Zna theset of an n-tuples over Za.De�nition 10 For X = [x0; x1; : : : ; xn�1] ; Y = [y0; y1; : : : ; yn�1] 2 ZnaWe de�ne, dm(X; Y ) = n�1Xi=0(yi � xi)where the subtraction is done in Za and the addition is an integer addition.25T
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De�nition 11 A length n period P Gray code over Za is an ordered list ofP distinct length n words over Za,W0;W1; : : : ;WP�1such that for each 0 � i < P�1, Wi andWi+1 di�er in exactly one coordinateand dm(Wi;Wi+1) = d, for a given d 2 Za. If WP�1 and W0 satisfy thiscondition, we say that the code is cyclic.Single-track Gray codes are cyclic Gray codes which have the single-trackproperty. A single-track Gray code over Za, is equivalent to a single-trackGray code over Za=gcd(a;d). For this reason we only consider the case wheregcd(a; d) = 1. The following lemma is a straightforward generalization ofits binary equivalent.Lemma 14 If C is a length n, period P single-track Gray code over Za,then na j P and na � P � an.All the results regarding single-track Gray codes with evenly spacedheads can be easily generalized in a very natural way. The nonexistencetheorem can be proved for certain cases, with an interesting generalizationof the proof.Theorem 7 Except for p = 2 and m = 1, there is no ordering of all the pnwords of length n = pm over GF (p), where m � 1 and p is a prime, in a listwhich satis�es all the following requirements:1. There exists a nonzero constant d 2 GF (p), such that for any twoconsecutive words in the list Wi and Wi+1 we have dm(Wi+1;Wi) = d,0 � i � pn � 1.2. The list has the single-track property.3. Each word appears exactly once.Proof Let us assume the contrary, i.e., that such a code with a track sexists. Let s(x) be the characteristic polynomial of s, and c1 be the largestinteger such that there exists a polynomial p1(x) which satis�es,s(x) � (x� 1)c1p1(x) (mod xpn � 1):Let k0; k1; : : : ; kn�1 be the locations of the heads in the list, h(x) 4=Pn�1i=0 xkithe head locator polynomial of the list, and h the characteristic length pn26T
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word of h(x). Let c2 be the largest integer for which there exists a polynomialp2(x) which satis�es,h(x) � (x� 1)c2p2(x) (mod xpn � 1) :xpn � 1 = (x� 1)pn over GF (p) and hence 0 � c1; c2 � pn � 1.Since the distance between any two adjacent words is d, it follows that(x� 1)h(x)s(x) � d(1 + x+ x2 + : : :+ xpn�1) (mod xpn � 1) (9)and therefore, c1 + c2 = pn � 2 : (10)Equation (9) also implies that c1 + 2 is the linear complexity of h, andc2+2 is the linear complexity of s. Since each word appears in the list exactlyonce, s must be of full cyclic order, and hencec2 � pn�1 � 1 : (11)In order to restrict the linear complexity of h, we notice thatp�1Xi=0 xi�pn�1 = (x� 1)(p�1)pn�1 :Now, let us assume that c1 < (p� 1)pn�1� 1, i.e.,h(x) p�1Xi=0 xi�pn�1 � 0 (mod xpn � 1) :Since h contains only zeros and ones, and the calculations are performedover GF (p), it follows that h has the following formh = [AA : : :A| {z }p ] ; A 2 GF pn�1(p)This means that fkign�1i=0 = fpn�1 + kign�1i=0and then, the i-th word and the (i+ pn�1)-th word contain exactly the samecomponents of the generating track s. Since the allzero word appears some-where in the list, it will appear at least twice, which is a contradiction.Therefore, c1 � (p� 1)pn�1� 1. 27T
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The linear complexity of h cannot be (p� 1)pn�1 + 1, otherwise,h(x) p�1Xi=0 xi�pn�1 � c � pn�1Xi=0 xi (mod xpn � 1)for some c 2 GF (p), c 6= 0. The polynomial on the right has pn nonzerocomponents. h(x) has exactly pm nonzero components and hence, the leftside has at most pm+1 nonzero components. Thus,pm+1 � ppm�1;but this equation can hold only if p = 2 and m = 1. Therefore,c1 � (p� 1)pn�1 : (12)Summing (11) and (12) we get thatc1 + c2 � pn � 1and this contradicts (10). 2Corollary 3 There are no single-track Gray codes over GF (p), p prime, oflength n � 2 and period pn, except for the trivial binary code of length 2 andperiod 4.Appendix BIn this appendix we present the seed-codes for 9 � n � 11.[010001010] [010001000] [011001000] [011011000] [011010000][011110000] [011111000] [111111000] [111111100] [111101100][111101110] [111111110] [111111010] [101111010] [001111010][011111010] [011011010] [011011110] [011010110] [010010110][010110110] [010111110] [010011110] [010001110] [110001110][110001100] [110001000] [110001010] [110001011] [110001001][110000001] [110100001] [010100001] [010000001] [000000001][000000011] [000001011] [000001001] [100001001] [101001001][101001011] [100001011] [100101011] [100101001] [100111001][110111001] [110101001] [010101001] [010101101] [011101101][111101101] [110101101] [110001101] [010001101] [010001001][010001011] Seed-codes for n=9 28T
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[0110101110] [0111101110] [0111101010] [0101101010] [0101111010][0101111110] [0101110110] [0001110110] [0011110110] [0011111110][0011111100] [0011110100] [0111110100] [0111010100] [0101010100][0101010110] [0101000110] [0101100110] [1101100110] [1101100010][1101110010] [1101111010] [1100111010] [0100111010] [0100110010][0101110010] [0111110010] [0111100010] [0111100000] [0111100100][0111100110] [0110100110] [0110100010] [0110110010] [0010110010][0010100010] [0010000010] [0110000010] [1110000010] [1100000010][1100001010] [1100001000] [1110001000] [1110001100] [1100001100][1000001100] [1000011100] [1000011000] [1010011000] [1010010000][1010010010] [1010000010] [1010000110] [1010100110] [1010101110][0010101110] [0010101111] [0010100111] [0110100111] [1110100111][1110110111] [1110110011] [1110111011] [1110101011] [1111101011][1111101111] [1111001111] [1111001101] [1110001101] [0110001101][0110001001] [0010001001] [0000001001] [0100001001] [0100000001][0000000001] [0000000011] [1000000011] [1010000011] [1010000001][1010010001] [1011010001] [1011000001] [1111000001] [1111000101][1101000101] [1101001101] [1101011101] [1100011101] [1100001101][1100001001] [1100001011] [0100001011] [0100101011] [0110101011][0110101111] Seed-codes for n = 10.
29T
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[10101110000] [10101010000] [10001010000] [11001010000] [11001110000][11101110000] [11101010000] [11111010000] [11011010000] [11011110000][11011100000] [11010100000] [11110100000] [10110100000] [10100100000][10101100000] [11101100000] [11101000000] [10101000000] [10111000000][10111100000] [00111100000] [00111110000] [00111111000] [01111111000][11111111000] [11111111100] [11111111110] [11011111110] [11011011110][11111011110] [10111011110] [10111111110] [10101111110] [10101101110][10101101010] [10111101010] [10111101000] [10111111000] [10111111100][10011111100] [10010111100] [10010111110] [10010101110] [10010101010][10010111010] [10010011010] [10010011110] [10010010110] [10010010100][10010011100] [10110011100] [11110011100] [11010011100] [11010111100][11010101100] [11011101100] [11011001100] [11111001100] [11101001100][11101011100] [11101010100] [11101110100] [11101111100] [11101101100][11111101100] [11111101000] [11111001000] [11101001000] [11101101000][11001101000] [11001001000] [11011001000] [11011101000] [11010101000][11110101000] [11110111000] [10110111000] [10110011000] [10100011000][10100111000] [10100101000] [10110101000] [10010101000] [10010111000][10010011000] [10011011000] [10011111000] [10011110000] [10011010000][10111010000] [10111110000] [10111110001] [10011110001] [10001110001][10001111001] [10001111101] [11001111101] [11001101101] [11001101111][01001101111] [01001101011] [01001111011] [01001111111] [01001111101][01001101101] [01101101101] [01111101101] [01011101101] [11011101101][11011101111] [11011101011] [01011101011] [01111101011] [00111101011][00111101111] [00101101111] [00101101101] [00101001101] [00101001111][00101011111] [00101010111] [00101010011] [00101110011] [00101111011][00101101011] [00101001011] [00101011011] [00101011001] [00111011001][00110011001] [00110111001] [01110111001] [01110110001] [01110010001][01010010001] [01010110001] [01011110001] [01011010001] [00011010001][00111010001] [00110010001] [00010010001] [00010110001] [00011110001][00001110001] [00001111001] [00001111011] [00001110011] [00001100011][00001101011] [00001101001] [00001001001] [00001011001] [00001010001][00001010011] [00001011011] [00001001011] [00001000011] [00001000111][00000000111] [00000000101] [00000001101] [00000001001] [00000001011][00000000011] [00000000001] [00010000001] [10010000001] [10110000001][00110000001] [00111000001] [00101000001] [00001000001] [00011000001][10011000001] [10001000001] [11001000001] [11001010001] [11001110001][11011110001] [11010110001] [10010110001] [10110110001] [10100110001][10101110001] Seed-codes for n=1130T
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Appendix CIn this appendix we present the seed-codes of the second constructions for3 � n � 8. [001] [011]Seed-codes for n = 3.[0001] [0011]Seed-codes for n = 4.[00001] [00011] [00111] [01111] [01101] [00101]Seed-codes for n = 5.[000001] [000011] [000111] [001111] [011111] [011101] [001101] [000101]Seed-codes for n = 6.[0000001] [0000101] [0001101] [0001001] [1001001] [1011001][1111001] [1111101] [0111101] [0110101] [0110111] [0100111][0100101] [1100101] [1000101] [1000111] [0000111] [0000011]Seed-codes for n = 7.[00000001] [00000011] [00000111] [00010111] [00010011] [00011011][00011001] [00011101] [00010101] [00101011] [00100101] [00100111][00101111] [00101101] [00111101] [00111111] [00111011] [01101111][00110111] [00110101] [01010111] [01011111] [00011111] [00001111][00001101] [00001001] [00001011] [00000101]Seed-codes for n = 8.31T
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