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The Structure of U.S. Agricultural Technology, 1910-1978 

American agriculture of the twentieth century is an important example of 

successful agricultural development. It displayed a remarkable 

transformation, a high rate of productivity growth, and dramatic changes in 

factor proportions and production scale (Cochrane). Understanding this 

transformation is important for both theorists and policy analysts. 

Hayami and Ruttan hypothesized that relative resource prices in an 

economy determine the direction of innovation followed by both private 

entrepreneurs and public institutions. Hayami and Ruttan argue convincingly 

that scarce labor and abundant land in the United States plus the scientific 

advances of the twentieth century led to innovations which provided 

substitutes for scarce labor and complements for abundant land, notably farm 

machinery, chemical fertilizers, and high-yielding plant varieties. While 

Hayami and Ruttan (Ch. 6) provided evidence that U.S. factor proportions were 

highly correlated with relative prices over the past one hundred years, their 

analysis does not explain how the structure of technology changed to make new 

factor proportions possible. 

Binswanger suggests that relative price trends in the United States 

induced technology to be biased towards chemical and mechanical processes and 

against labor. His study of aggregate agricultural technology, based on a 

homothetic translog cost function, measured a bias in technical change 

consistent with the induced innovation theory. It showed technical change to 

be biased towards mechancial and chemical technology and against land and 

labor in the 1912-1968 period. Several critical assumptions underlying his 

analysis remain untested. Thus, the validity of his findings may be 

questioned. 
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The assumption of a homothetic technology made by Binswanger should be 

subjected to empirical test. Berndt and Khaled noted that, with 

homotheticity, cost shares are invariant to production scale. With 

nonhomothetic technology, cost shares change with scale. If the technology 

was nonhomothetic and a substantial scale change occurred during the 1912-1968 

period, as the literature suggests, then Binswanger's estimates could be 

incorrect. One issue which needs to be resolved, therefore, is whether U.S. 

agricultural technology is homothetic or not. If not, to what degree does the 

homotheticity assumption affect the measured bias in technical change? This 

question is especially relevant since a recent study by Lopez showed that 

Canadian agricultural technology is nonhomothetic and that the measured 

technology bias is affected by homotheticity restrictions. 

Another of Binswanger's assumptions is that the parameters of the 

aggregate cost function for the 1949-1964 period are valid for the entire 

1912-1968 period. Considering the massive structural and technical changes 

that occurred in this period, parameter stability is an important assumption 

which needs to be tested. 

Kislev and Peterson offer another explanation of how relative prices 

induced technical change in U.S. agriculture. They argue that all 

agricultural productivity growth cannot be attributed to technical change on 

the farm. They differentiate innovations within agriculture (primarily 

biological agricultural research and human capital accumulation) from 

innovations in manufacturing which improved farm machinery. This distinction 

between "internal" and "external" technical change means that input data, 

especially for machinery, must be adjusted for quality change to reflect 

external technical change. With quality-adjusted data, the resulting 
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estimates of biased technical change can be attributed to internal 

innovations. Kislev and Peterson criticize Binswanger's use of USDA time 

series which are not adequately adjusted for quality change. 

This paper utilizes 1910-1978 data and an aggregate translog profit 

function to measure the structure of U.S. aggregate agricultural technology 

and to test the hypotheses discussed above. Estimates of aggregate 

agricultural technology for 1910-1946 and 1947-1978 indicate that, within 

these periods, the technologies are different and nonhomothetic. Both biased 

technical change and scale changes explain the observed trends in aggregate 

factor use. These technological differences are consistent with the theory of 

induced innovation and can be rationalized by different relative prices during 

the two periods. The inappropriate assumption of homotheticity biases 

estimates of the technology structure. 

Nonhomotheticity, Biased Technical Change, and the Translog Profit Function 

In this section, the empirical model is defined and used to measure 

biased technical change and nonhomotheticity and to construct tests of 

hypotheses about the structure of technology. The theoretical framework for 

the normalized profit function is provided by Lau. The restricted normalized 

profit function is 

(1) n = G[p, Z] 

where G is a convex function of p, p = (p1,•••tPn) is a vector of normalized 

input prices (pi=wi/P, where wi is the ith input price and P is aggregate 

output price) and Z = (Z1,•••,~) is a vector of exogenous variables. The Zi 

are a time variable, interpreted as an index of technical change, and time 

dummy variables. I use the translog profit function 
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n n m 

(2) ln G[p, Z] = a0 + E ailn Pi + 1/2 E E aij ln Pi ln Pj + E ~iln Zi 
i i j i 

nm m 
+ E E ~ijln piln Zj + E Yi(ln Zi)2. 

i j i 

Applying Hotelling's Lemma to (2), one obtains input demand and output supply 

functions. For parameter estimation I utilize the following equations derived 

from input demand equations: 

(3) 

oln G 

oln Pi 

n m 

= ai + E aijln Pj + E ~ij ln zj, 
j j 

i=I, ••• ,n 
' 

where ni = -xipi/n and xi is the profit maximizing quantity of the ith input. 

The output supply function is 

(4) 
n 

Q = G[p, Z] + E 

i=l 

n 

Pixi = G[p,Z) (1 - E 

i=l 
oln G/oln Pi) 

where the latter equality occurs because (3) implies xi = -n ni/Pi• Input 

demand elasticities can be calculated from (3) (Sidhu and Baanante).I For the 

own price, cross price, and output price they are 

n 

(7) ni = - E nij· 
j=l 

Output supply elasticities are derived from (4). The elasticity of supply 

with respect to output price P is 
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n n n n 
(8) v0 = -E ni + E E aij/(l - E ni) 

i i j i 

and the elasticity of supply with respect to the ith input price is 

(9) 

n n 

vi= ni - E ai·/(l - E ni), i 
j J i 

n 

1, ••• ,n. 

Thus v
0 

E vi. With the homotheticity restrictions discussed below, 
i=l 

0 so that v
0 

Testing for Homotheticity 

The translog profit function (2) is nonhomothetic in the Pi• This 

implies that the corresponding production function is nonhomothetic in the 

inputs Xi (Lau). Testable homotheticity restrictions are obtained by noting 

n 

that the profit function is homogeneous of degree E ai if and only if 
i 

n 
E a:ij 0 , i=l, ••• ,n 
j 

(10) 

n 
E ~ij 0 

' 
j=l, ••• ,m 

i 

It is nonhomothetic otherwise. With (10) we have 

n 

(11) ln G[Ap,Z] = ln G[p,Z] + ln A E a:i 

i 
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Hence, the restrictions force the profit function to be homogeneous of 

n 

degree E a1 , and the dual production function is homogeneous of degree 
i 

n n 

E a1/(E ai-1). Equation (10) allows homotheticity to be tested under the 
i i 

assumption of a translog technology. However, it is possible that if (IO) is 

rejected by a statistical test, some other homothetic, nonhomogeneous function 

might not be rejected by the same data.2 

Measuring Biased Technical Change 

Several methods of measuring biased technical change have been used. The 

Hicksian measure based on marginal rates of technical substitution has the 

drawback that biases must be measured between every input pair (Belinfante). 

Binswanger has proposed that changes in factor cost shares, with constant 

factor prices, be used to measure biased technical change. Changes in the ith 

factor cost share, ci, can be decomposed into price effects, output effects, 

and the effects of exogenous variables. Let t represent the effects of 

exogenous factors over time. Then 

(12) dln Cf 

dt 

n 
= E oln Cf 

j oln Pj 

oln Pj + oln Cf oln Q + 
ot oln Q ot 

oln Cf 
ot 

Under homotheticity, oln ci/oln Q = O. Then biased technical change can be 

measured as a residual, as Binswanger did, by calculating the difference 

between actual cost share changes and estimated cost share changes due to 

factor price changes. This measure is valid if all residual changes, 

represented by oln c1 /ot, are caused by technology differences over time. 
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In this study, an alternative measure of biased technical change was 

developed. It involves production elasticities of the dual production 

function. This measure of biased technical change is equivalent to both the 

Hicksian measure and that based on cost shares. For production function 

f(X,Z) let the ith production elasticity be 

where fi is the marginal product of xi, and define 

Now use the production elasticity share Ei/E to define biased technical change 

as follows. Technical change is biased towards (against) input i as 

(13) Bi - oln (Ei/E)/oln t 

is greater (less) than zero. Technical change is neutral with respect to 

input i when Bi = O. 

This measure of biased technical change is introduced for several 

reasons. First, in equilibrium Ef/E = ci, where ci is the ith factor cost 

share. Hence, Bi is equivalent to the cost share measure of biased technical 

change defined in (12). Using the duality result that Pi= of/ox1 , 

n 

Ei/E = fixi/f E fixi/f 
i 

n 

Pixi/E PiXi = Cf• 
i 
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Second, the Bi are eqivalent to the the Hicksian measure of technical 

change. Technical change is Hicks-neutral for all factors if and only if 

Bi = 0 for all i. To prove this, note that technical change is Hicks-neutral 

with respect to two inputs Xi and xj if o(fi/fj)/ot = 0, or if 

= 

at given input and output levels. From (13) and the definitions of Ei and £ 

we have 

Substituting (14) into (15) it follows that Hicks-neutral technical 

change for all inputs is a sufficient condition for Bi = 0 for all i. In 

addition, Bi = 0 for all i is a sufficient condition for Hicks-neutral 

technical change. From (13) and (15), Bi= 0 implies 

and therefore 

= 

oln £ for all i, 

ot 

ofj t , for all i, j. 

Ffj 

This condition is identical to the definition of Hicks-neutral technical 

change in equation (14). These results show that using Bi to measure 

technical change provides a test for Hicks-neutral technical change versus 

biased technical change. If Bi = 0 for all i, we cannot reject the hypothesis 

of Hicks-neutral technical change. Otherwise, technical change is biased. 
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The third rationale for defining biased technical change with the Bi is 

that they can be expressed as linear functions of profit function parameters. 

Thus, the Bi and their standard errors can be computed and used to test the 

Hicks-neutral hypothesis. To express the Bi in terms of the profit function 

parameters, consider that 

oln G(p,Z) = 

oln Pi 

as shown by Lau. Therefore, 

and 

e/1-e = 
n 

l: 

i=l 

Ei = _ oln G 
-
E oln Pi 

oln G 

oln Pi 

Letting Z1 - t we have 

(16) oln 

B = 
oln (ei/e) 

= 
i oln t 

oln G 

oln Pi 

[- oln G J 
oln Pi 

oln t 

n 
= [ ~il I 1ti J - [ L: 

i=l 

n 

[i~l-
oln 

oln oln 

oln t 

n 

~ill E 1ti]. 
i=l 

Since E ei/e = 1, a weighted average of the Bi is zero: 
i=l 

n n 

E 1tiBi/E 1ti O. 
i=l i=l 

q 

When the homotheticity restrictions in (10) are imposed, Bi = ~il/1ti• 
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This methodology is attractive because it provides a measure of biased 

technical change with a nonhomothetic technology. However, it should be noted 

that this parametric approach, using the time variable to represent the 

effects of technical change, may pick up other effects that occur over time. 

For example, there were probably different rates of technical change in 

various crops which led to a change in the composition of aggregate output and 

aggregate factor proportions. Consequently, neutral technical change in crops 

with different factor proportions could be measured as biased technical change 

in an aggregate model. The results of the empirical analysis must be 

interpreted subject to the qualification that there may be aggregation bias.3 

Measuring Nonhomotheticity 

If the technology is nonhomothetic, changes in factor shares stem from 

output changes, scale changes, input price changes, or biased technical 

change. A scale change is defined as a change in output due to a proportional 

change in all input prices. Therefore, the effects of scale change on 

production elasticities and factor cost shares can be used to measure the 

technology's nonhomotheticity. In equilibrium, this can be translated into 

the profit function by dividing input prices by A. Thus, the relative effect 

of a scale change on cost shares is 

(17) 

oln G[p/A, 

oln Pi 

oln A 

n n n n 

= - r aij/ni + r r aij/r ni 
j i j i 

oln G[p/A, 

oln Pi 

oln A 

From the homotheticity restrictions in (IO), it follows that Ni= 0 for all i 

if the technology is homothetic. Also, a weighted average of the Ni equals 
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n 

zero, with weights (ni/E ni). This shows that some Ni must be positive and 
i 

some Ni must be negative unless all equal zero. 

Data, Estimation, and Testing 

The production data are based on U.S. Department of Agriculture (1980a) 

and Department of Commerce aggregate annual time series for the period 

1910-1978, excluding 1919-1921 and 1929-1934 which are extreme outlying 

observations. The variables are prices and quantities of total production, 

farm labor (L), farm real estate (T), mechanical power and machinery (M), and 

agricultural chemicals (C). A trend variable is included to represent the 

effects of technical change and time dummy variables are included to measure 

intercept shifts.4 

The input data must be measured in constant efficiency units to obtain 

correct parameter estimates. Since the machinery price and quantity indices 

do not adequately reflect quality change (U.S. Department of Agriculture 

1980b, Kislev and Peterson), the adjustment method used by Hayami and Ruttan 

(Appendix C-2, pp. 336-337) to adjust for quality change was adopted for 

1910-1960 and extended through 1978. Farm labor quality change also is 

accounted for by using a ten year moving average of the percentage of school 

age population enrolled in public elementary and secondary schools to 

calculate a quality adjustment factor. This factor is qt = Et/E1910• where Et 

is the averaged enrollment ratio. The labor quantity and price series are 

* * Lt = Ltqt and P1t = PLtfqt• The chemicals and land data were judged to be 

adequately adjusted for quality change. 

To translate the theoretical profit function into an econometric model, 

several assumptions must be made. The approach used here, as in other studies 
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(Berndt and Christensen, Berndt and Wood, Berndt and Khaled, Lopez), is to 

derive input demand relations from the first order conditions of profit 

maximization and estimate them as a system of equations. Implicit is the 

assumption that a systematic static aggregate relationship exists between 

input quantities and prices which reflects individual firm behavior. In 

addition, it must be assumed that input demand function parameters are being 

identified rather than input supply parameters. This is justified if shifts 

in input supply functions over time are large relative to demand shifts. A 

final assumption is that normalized aggregate resource prices are exogenous to 

agricultural input markets. Lopez observed that this last assmnption is 

reasonable for all inputs except land. It is reasonable to argue that while 

these assumptions are likely to be violated to some degree, their overall 

validity can be judged by the results of various statistical tests of the 

model. 

The most efficient estimators of the translog profit function are 

obtained by jointly estimating equations (2) and (3). However, using time 

dummy variables in the model yields insufficient degrees of freedom for direct 

estimation of the profit function (2). Estimation of the profit "share" 

equations (3) is possible. However, the ~i and Yi parameters do not appear in 

these equations and cannot be estimated. Using the share equation estimates 

it is possible to measure all parameters needed both to test for homotheticity 

and to calculate input demand elasticities, output supply elasticities, factor 

biases, and scale effects. Without estimates of ~i and Yi, it is not possible 

to measure the total effects of technical change on aggregate supply. 

Equations (3) are assumed subject to random disturbances which may be 

contemporaneously correlated across equations and time. With these 
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assumptions, tests can be performed to check for the validity of the translog 

specification. These include tests for the error specification, parameter 

stability over time, and appropriateness of the translog specification. 

The unrestricted model was estimated using ordinary least squares to test 

for first-order positive autocorrelation of the residuals for the periods 

1910-1946, 1947-1978, and 1910-1978. As table 1 shows, only the chemicals 

equations for the 1910-1978 and 1947-1978 samples have Durbin-Watson 

statistics in the inconclusive region. All other equations exhibit 

Durbin-Watson statistics greater than 2. An adjustment for autocorrelation of 

the residuals was deemed unnecessary. Without the time dummy variables, very 

small Durbin-Watson statistics were obtained, suggesting misspecification 

without time dummy variables. 

Since the model spans the 1910-1978 period, tests were performed for 

parameter stability over time with the ordinary least squares estimates. The 

periods were 1910-1946, 1947-1978, and 1910-1978. This breakdown was 

justified by a careful study of the aggregate time series. The prewar data do 

not show a strong trend indicative of structural change. Yet the postwar 

period shows clear trends in both factor quantities and prices, table 2. 

Table 1 shows that the hypothesis of constant parameters is rejected for all 

equations at the 5 percent significance level. 

Another test for model validity concerns the symmetry of the aij 

parameters. The test statistics in table 1 show symmetry is not rejected at 

the 1 percent level for the 1910-1946 and 1910-1978 samples and not rejected 

at 5 percent for the 1947-1978 sample. Hence, symmetry of the aij parameters 

across equations was maintained in the rest of the analysis. The estimated 

profit function was checked at the point of approximation for each sample with 
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symmetry restrictions imposed and was found to be convex.5 These findings 

suggest that the translog profit function is a satisfactory approximation to 

the true function for this analysis. 

The Structure of U.S. Agricultural Technology 

The parameters of the translog profit function are different for the 

sample periods 1910-1946 and 1947-1978. Therefore, I estimated and compared 

the structure of agricultural technology for these two periods. The system of 

equation (3) was estimated iteratively with the seemingly unrelated regression 

(SUR) estimator and the symmetry restrictions imposed for the aij• Magnus 

shows that these estimates are consistent and asymptotically normal, and equal 

to maximum likelihood estimates if the disturbances are normally distributed. 

These estimates and their standard errors are presented in table 3. Many 

parameters are precisely estimated, with only six parameters having 

t-statistics less than 1.9 in 1910-1946 and none in 1947-1978. 

Test statistics for the homotheticity hypothesis, based on equation (10) 

and the parameter estimates of table 3, are 29.08 (7 and 86 degrees of 

freedom) for 1910-1946 and 45.70 (8 and 98 degrees of freedom) for 1947-1978. 

Since the corresponding 1 percent critical values of the F distribution are 

2.85 and 2.69, the homotheticity restrictions are strongly rejected for both 

periods. 

Estimates and test statistics are presented in table 4 for the Bi, 

equation (14), which measure internal biased technical change, and the N1 , 

equation (15), which measure nonhomotheticity as scale change effects on 

factor cost shares. These estimates are calculated at the sample means of the 

n1 • The 1910-1946 estimates show that the hypothesis of neutral (internal) 
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technical change is rejected and that the bias is primarily towards machinery 

and against land. However, the biases are not large, and they contradict 

Binswanger's findings of a substantial bias towards chemicals during the 

prewar period. The Ni show that a scale increase would result in reduced 

chemical inputs, with small and statistically insignificant effects on labor, 

machinery, and land. The limited use of chemicals in the prewar period 

suggests that, overall, scale changes would not have significantly affected 

factor cost shares. 

The 1947-1978 estimates, however, show a dramatic change in the structure 

of technology, both in the magnitude and direction of biased technical change 

and in nonhomotheticity. The bias effects for the 1947-1978 period are 

statistically significant and consistent with the induced innovation theory. 

The estimates show that internal technical change was biased mostly towards 

chemical inputs and against labor. This finding is consistent with the 

Kislev-Peterson analysis which suggests that internal productivity growth came 

primarily from biological innovations, whereas improvements in mechanical 

technology were caused by external innovations. The positive and significant 

value of Ni for land suggests that increased U.S. farm size in the postwar 

period was in part a result of the changing scale of U.S. agricultural 

technology. 

Table 5 presents input demand and output supply elasticities based on the 

parameter estimates in table 3 and equations (5), (6), (7), (8), and (9) 

calculated at the sample means of the data. All own-price demand elasticities 

are negative as theory predicts, and most elasticities are absolutely less 

than one. Some substantial differences appear between the two periods. Most 

notable is the labor demand elasticity which is greater than one in the prewar 
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sample but near zero in the postwar sample. The cross-elasticities of demand 

show most inputs exhibit complementarity in the 1910-1946 sample. In the 

1947-1978 sample, labor substitutes for machinery and chemicals, and chemicals 

complement land. The estimated supply elasticities virtually all show a 

marked reduction in the postwar period as compared to the prewar period. 

The absolute reduction in both demand and supply elasticities indicates a 

fundamental change in the technology structure. One explanation for the 

reduced price-responsiveness is that the postwar technology was more capital 

intensive. A related explanation is suggested by table 4. It shows that 

changes in factor use were more a function of biased technical change and 

scale change in the postwar period than in the prewar period. Thus, it is 

reasonable that input use in the postwar period was less price responsive than 

in the prewar period. One means of testing this explanation is to investigate 

the effects that homotheticity restrictions have on the price responsiveness 

of the technology, since this is equivalent to forcing the scale effects to be 

zero. 

To determine how the imposition of homotheticity affects the estimates of 

the model, the restrictions (10) were imposed on the model along with symmetry 

restrictions and it was reestimated using iterated SUR. The values of the Bi, 

Ni, and ~ii derived from these parameter estimates are presented in table 6 

with their standard errors. Since the homotheticity restrictions are strongly 

rejected by the data, the values in table 6 should be biased. They are indeed 

different from the corresponding values in tables 4 and 5. The Bi for 

1947-1978 in table 6 underestimate the bias against labor and the bias toward 

chemicals. A rather large negative value was obtained for land as compared to 

the positive value in table 4. Binswanger obtained a very similar bias 
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pattern under the assumption of homotheticity. The input demand elasticities 

of table 6 are uniformly greater in absolute value than those in table 5, and 

similar to those obtained by Binswanger.6 The supply elasticities are also 

greater under the homotheticity restrictions. For 1910-1946 and 1947-1978, 

the supply elasticities under the restrictions are 2.485 and 1.440 as compared 

to 1.349 and 0.427 without the restrictions. Thus, it is evident that 

imposing homotheticity does make the technology appear more price-responsive. 

This is evidence that price inelasticity is a structural characteristic of the 

postwar technology. 

Because the induced innovation hypothesis is important to the theory of 

economic development, we need to know why such different parameter estimates 

are obtained for the prewar and postwar periods. Do these findings 

contradict the induced innovation hypothesis? Several facts suggest that 

these seemingly contradictory findings can be explained. 

Data showing how the prewar and postwar periods differed are presented 

in table 2. The exponential rates of change show that whereas machinery, 

chemicals, and land prices declined on average over the 1910-1978 period, the 

1925-1940 and 1941-1978 price trends were in the opposite direction for 

machinery and chemicals and roughly zero for land. Considering the relative 

price trends in the prewar period, the estimates of the structure of the 

prewar technology do not clearly contradict the Hayami-Ruttan induced 

innovation hypothesis. Indeed, with the decline in the relative price of 

labor, a bias towards labor is consistent with induced innovation. 

Another factor reconciling these results is that the induced innovation 

theory describes how long-run trends in factor prices affect the direction of 

technical change. There is likely to be a long lag between changes in 

relative price trends and the creation of new innovations. Therefore, when 
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price trends change direction in relatively short time periods, as they did in 

the 1910-1946 period, it is reasonable to find a small average bias in the 

technology. 

Table 2 also presents exponential rates of change in input indexes for 

the prewar and postwar periods. The prewar period showed relatively 

constant factor proportions indicative of little structural or technological 

change. The postwar period involved a dramatic technological revolution in 

mechanical and chemical innovation. The estimates of biased technical change 

and scale effects for the postwar period bear this out. 

Conclusions 

In this paper, a statistical methodology was developed for estimating 

input demand and output supply elasticities and testing hypotheses of 

homotheticity, parameter stability, and biased technical change. Measures of 

the effects on cost shares of both biased technical change and scale change 

were devised based on the translog profit function. The results of the 

empirical analysis can be summarized as follows: 

(i) The hypotheses of homotheticity and parameter stability are rejected. 

Different, nonhomothetic aggregate technologies characterize the pre- and 

post-World War II periods. 

(ii) The hypothesis of neutral technical change is rejected for both 

prewar and postwar periods. Moreover, the direction of bias is substantially 

different during these two periods. In contrast to Binswanger's estimates of 

biased technical change, the prewar technology is biased towards labor and 

mechanical technology and against land. These findings are not consistent 

with Binswanger's estimates or with the description of the United States as 
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labor scarce and land abundant. However, the postwar estimates are more in 

agreement with Binswanger's findings. They show a strong and statistically 

significant bias against labor and towards mechanical and chemical technology. 

The estimates are consistent with the K.islev-Peterson theory of internal and 

external induced technical change. 

(iii) The effects of scale change on factor cost shares caused by 

nonhomotheticity are weak in the prewar period but consistent with the bias 

in technical change during the postwar period. Hence, both scale change and 

biased technical change contributed to the observed trends in factor 

proportions. When homotheticity is imposed on the model, the estimated biases 

in technical change are both qualitatively and quantitatively different for 

the postwar period. 

(iv) Estimates of input demand and output supply elasticities are biased 

upwards with the homotheticity restrictions. Thus, the misspecification of 

agricultural technology as homothetic when it is really nonhomothetic may 

produce biased estimates of technical change and other structural 

characteristics of technology. 

cg 2/16/83 JW-16 
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Table 1 

Test Statistics for the Unrestricted Model 

Equation 
Test L M c 

Autocorrelation 

1910-1946 2.88 2.49 3.10 

1947-1978 2.68 2.44 1.66 

1910-1978 1.99 2.07 1.68 

Parameter Change ll.43a 6.32a 2.97b 

(6,42) (6,42) ( 6 '42) 

Sample Period 

1910-1946 1947-1978 1910-1978 

Symmetry 1.85 

(6,80) (6,92) (6,192) 

Note: asignificant at 1 percent level for the F-distribution. 

bsignificant at 5 percent level for the F-distribution. 

Degrees of freedom for F-distribution in parenthesis. 

T 

2.82 

2.23 

2.28 

5.3oa 

(6,42) 
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Table 2 

Exponential Rates of Change in Relative Prices and Factor Indexes 

•• 
-~ 1910-1978 1925-1940 1941-1978 

.. Relative Prices 

Machinery/Labor -0.017 0.030 -o. 011 

(0.001) (0.009) (0.002) 

Chemicals/Labor -0.031 0.019 -0.031 

(0.001) (0.007) (0.002) 

Land/Labor -0.010 -0.002 0.012 

(0.001) (0.005) (0.002) 

Factor Indexes 

Labor -0.022 -0.009 -0.039 

(O. 001) (0.002) (0.001) 

Machinery 0.035 0.017 0.025 

... 
(0.001) (0.005) (0.002) 

Chemicals 0.056 0.023 0.066 

(0.001) (0.012) (0.001) 

Land -0.0001 0.0003 .:...0.001 

(0.0001) (0.001) (0.0003) 

Note: Trend estimates based on regression of the logarithm of 

the variable on time. 

Standard errors in parentheses. 
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Table 3 

Symmetry Restricted, Iterated SUR Estimates 

Of the Translog Profit Function 

' 
Parameter 1910-1946 1947-1978 

~ 

aL -6.878 (0.824) -11.812 (1.246) 

aM -1.491 (0.182) -5.891 ( 1. 435) 

ac -0.317 (0.047) -0.401 (0.140) 

aT -4.198 (0.536) -5.304 (1.299) 

aLL -1.309 (0.156) -0.666 (0.099) 

aMM -0.383 (0.049) -0.610 (0.056) 

ace -0.041 (O. 017) -0.092 (0.022) 

aTT -0.876 (O. 097) -0.462 (0.051) 

aLM -0.282 (0.043) -0.253 (O. 047) 

a Le ' -0.055 (0.011) -0.102 (0.037) 

aLT -0.381 (0.103) -0.089 (0.044) 

a Mc -0.006 (O. 017) 0.054 (O. 027) 

~ 

aMT 0.108 (0.056) -0.151 (0.047) 

acT 0.004 (0.015) 0.069 (0.023) 

~Ll 0.065 (0.111) 2.158 (0.260) 

~Ml 0.064 (0.025) 0.831 (0.293) 

~Cl 0.004 (0.006) 0.069 (0.023) 

~Tl 0.212 (0.073) 0.895 (0.266) 

Note: Standard errors ip parentheses. 

Parameters of time dummy variables not shown. 



' 
! 

~ 

Average 

1910-1946 

Bi 

Ni 

1947-1978 

Effects 

Change 

L 

0.039 

(0.016) 

0.032 

(0.031) 

-2.302 

(0.468) 

-0.505 

(0.181) 
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Table 4 

of Technical Change and Scale 

on Factor Cost Shares 

Equation 
M 

0.273 

(O. 067) 

-0.040 

(0.142) 

0.708 

(0.194) 

-0.035 

(0. 072) 

c 

0.014 

(0.093) 

-0.480 

(0.217) 

6.116 

(1.069) 

1. 257 

(0.389) 

T 

-0.193 

(0.035) 

0.048 

(O. 067) 

0.077 

(0.273) 

0.266 

(0.103) 

Note: Bi and Ni computed according to equations (13) and (14) at the 

sample means of the ~i· 

Standard errors in parentheses. 
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Table 5 

Estimated Input Demand and Output Supply Elasticities 

Elasticity with respect to price of: 
Variable L M c T Q 

Labor: 1910-1946 -1.311 -0.135 -0.006 -o. 459 1. 911 

' ... (0.121) (0.033) (0.008) (0.079) (0.199) 

~ 1947-1978 -0.008 0.059 0.114 -0.190 0.025 

(0.216) (0.102) (0. 081) (0.096) (0.214) 

Machinery: 1910-1946 -0.504 -0.253 -0.031 -1.059 1.847 

(0.123) (0.140) (0.049) (0.160) (0.157) 

1947-1978 0.092 -0.252 -0.218 -o. 077 0.455 

(0.095) (0.114) (0.055) (0.096) (0.169) 

Chemicals: 1910-1946 -0.164 -0.225 -0.194 -0.667 1.250 

(0.229) (0.354) (0.354) (O. 312) (O. 287) 

1947-1978 0.485 0.008 -o. 254 -1.023 0.784 

(0. 343) (O. 250) (0.204) (0.213) (0.522) 

Land: 1910-1946 -0.802 -0.894 0.053 -0.582 2.225 

(0.137) (0.075) (0.020) (0.129) (0.224) 
~ 

1947-1978 -0.066 0.099 -0.288 -0.181 0.436 

.. 
(0.115) (0.122) (0.060) (0.133) (0.319) 

Output: 1910-1946 -0.725 -0.187 -0.020 -0.419 1.349 

(0.076) (0.016) (0.004) (0.049) (0.136) 

1947-1978 -0.004 -0.222 -0.079 -0.125 0.427 

(0.040) (0.034) (0.023) (0.045) (0.119) 

Note: Standard errors in parentheses. 

Elasticities calculated according to equations (5)-(9) at the sample 

means of the 1ti. 
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Table 6 

Estimates of Bi, Ni, and nii With Homotheticity Restrictions 

I• 

L M 

Equation 
c T 

-~ 

• .. 1910-1946 

Bi 0.038 0.269 0.036 -0.194 

(0.015) (O. 061) (0.087) (0.033) 

Ni 0 0 0 0 

nii -2.131 -0.610 -0.236 -1.082 

(0.022) (0.140) (0.250) (0.112) 

1947-1978 

Bi -0.908 0.707 3.034 -0.670 

(0.214) (0.090) (0.503) (0.142) 

Ni 0 0 0 0 

nii -1.346 -0.923 -0. 589 -0.637 

(0.168) (O. 067) (0.204) (0.094) 

Note: Standard errors in parentheses. 

Bi, Ni, and nii defined in equations (14), (15), and (5), computed 

at sample means. 

Homothe'ticity restrictions defined in equation (10). 
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Footnotes 

lrhe careful reader who compares these equations to Sidhu and Baanante 

should be aware of a typographical error in their equation (2), where a minus 

sign was omitted before Si· 

2Lopez used a generalized Leontief cost function which allows technology 

to be either constant returns to scale (CRS) or nonhomothetic. Lopez's test 

against homotheticity is actually a test against CRS; the rejection of CRS 

necessarily implies the technology is nonhomothetic only if a generalized 

Leontief cost function is correct. 

31 am indebted to an anonymous referee for bringing this issue to my 

attention. 

4For the 1910-1978 model, dummy variables are for 1930-1939, 1940-1949, 

1950-1959, 1960-1972, 1973-1974, and 1975-1978; for the 1910-1946 model, dummy 

variables are for 1930-1939 and 1940-1946; for the 1947-1978 model dummy 

variables are for 1960-1972, 1972-1974, and 1975-1978. These periods were 

selected on the basis of major political and economic events that affected 

U.S. agriculture. 

5At the approximation point of the translog profit function, where 

ln Pi = O, for all i, it can be shown that the profit function is convex if 

2 
the symmetric matrix with kth diagonal element ak - ak + akk and (k,t) 

element akt+akat is positive definite (see Denny and Fuss). 

6Binswanger's corresponding estimates are -0.911 for labor, 

-.089 for machinery, -0.945 for fertilizer, and -0.336 for land. 



•ll . 
•• 

27 

References 

Belinfante, A. "The Identification of Technical Change in the Electricity 

Generating Industry." Production Economics: A Dual Approach to Theory 

and Applications, ed. M. Fuss and D. McFadden, pp. 149-186. 

Amsterdam: North-Holland Publishing Co., 1978. 

Berndt, E. R. and D. O. Wood. "Technology and the Derived Demand for 

Energy." ~ !!.. Stat. 57(Aug. 1975) :259-268. 

Berndt, E. R. and L. R. Christensen. "The Translog Function and the 

Substitution of Equipment, Structures, and Labor in U. S. Manufacturing, 

1929-1968." J. Econ. 1(1973):81-114. 

Berndt, E. R. and M. s. Khaled. "Parametric Productivity Measurement and 

Choice Among Flexible Functional Forms." J. Pol. Econ. 

87(1979):1220-45. 

Binswanger, H. P. "The Meaurement of Technical Change Biases with Many 

Factors of Production." Amer. Econ. Rev. 64(1974):964-76. 

Cochrane, W. W. The Development of American Agriculture: A Historical 

Analysis. Minneapolis: University of Minnesota Press, 1979. 

Denny, M. and M. Fuss. "The Use of Approximation Analysis to Test for 

Separability and the Existence of Consistent Aggregates." Amer. Econ. 

Rev. 67(1977):404-418. 

Hayami, Y. and V. W. Ruttan. Agricultural Development: An International 

Perspective. Baltimore: The Johns Hopkins University Press, 1971. 

Kislev, Y. and W. Peterson. "Induced Innovations and Farm Mechanization." 

Amer. J. Agr. Econ. 63(1981): 562-565. 

Lau, L. J. "Applications of Profit Functions." Production Economics: A Dual 

Approach to Theory and Applications, ed. M. Fuss and D. McFadden, 

pp. 133-216. Amsterdam: North-Holland Publishing Co., 1978. 



28 

Lopez, R. E. "The Structure of Production and the Derived Demand for Inputs 

in Canadian Agriculture." Amer. J. Agr. Econ. 62(1980):38-45. 

Magnus, Jan R. ''Maximum Likelihood Estimation of the GLS Model with Unknown 

Parameters in the Disturbance Covariance Matrix." J. Econ. 

7(1978:281-312 • 
• 

Sidhu, S. S. and C. A. Baanante. "Estimating Farm-Level Demand and Wheat 

• 
Supply in the Indian Punjab Using a Translog Profit Function." Amer. 

~· Agr. Econ. 63(1981)237-46. 

U.S. Department of Agriculture, Changes in Farm Production and Efficiency, 

1978. Washington, D.C.: ESCS Statistical Bulletin No. 628, 1980. 

Measurement£!._ U.S. Agricultural Productivity: A Review of Current 

Statistics and Proposals for Change. Washington, D.C.: ESCS Technical 

Bulletin No. 1614, 1980. 

U.S. Department of Commerce. Historical Statistics of the United States, 

Colonial Times to 1970. Washington, D.C., 1975. 

Statistical Abstract of the United States. Washington, D.C., 1980. 




	001
	002
	003
	004
	005
	006
	007
	008
	009
	010
	011
	012
	013
	014
	015
	016
	017
	018
	019
	020
	021
	022
	023
	024
	025
	026
	027
	028
	029
	030
	031

