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Abstract Using automatic weather station and reanalysis data (ERA5) from 2011 at Panda‐1 Station,

situated in the katabatic region of Princess Elizabeth Land, East Antarctica, the surface energy balance

was calculated using a surface temperature iteration method, and the characteristics of each energy

component were analyzed. Downward shortwave and longwave radiation were the two primary energy

sources during summer days with seasonal means of 346 and 142 W m−2. The turbulent fluxes of sensible

and latent heat flux represent smaller heat sources. In the annual mean, reflected shortwave radiation

exceeds the upward longwave radiation with a seasonal average values of −287 W m−2. During winter, the

shortwave radiation is small, and the main energy input and output terms of the surface energy balance are

downward and upward longwave radiation, with seasonal average values of 149 and −159 W m−2,

respectively. The combination of high wind speed and a large near‐surface humidity gradient during

summer resulted in significant frost depositional events. The total surface frost deposition for the whole

year was 24 kg m−2, which accounted for 61% of the total accumulation (averaged over 10 years). When a

high‐pressure ridge blocks cyclones and deflects fronts of low‐pressure systems to inland East Antarctica

during winter, this has a significant impact on the surface energy balance at Panda 1 automatic weather

station, with daily sensible and latent heat fluxes increasing by as much as 25 and 12 W m−2, respectively.

These results still contain uncertainties as we only address a single year, when interannual variability may

be considerable, and we do not consider drifting snow sublimation.

1. Introduction

As one of the world's most important heat sinks, changes in the Antarctic surface energy balance (SEB) have

an important impact on the Antarctic and global atmosphere (Braun et al., 2001; Huang, 2008; Randall et al.,

1992). Robust estimates of Antarctic SEB are vital for the study of climate change (King et al., 2017; Van As,

Van den Broeke, & Roderik, 2005; Van As, Van den Broeke, Reijmer et al., 2005) but also provide ground

truthing for satellites and models. Many studies address the Antarctic SEB, but study sites are often located

in the Antarctic Peninsula or represent coastal and sea ice without snow cover (e.g., Bian et al., 1991; Bliss

et al., 2011; Braun et al., 2001; Heil et al., 1996). Some studies characterized the surface turbulent and radia-

tive fluxes on the inland plateau and in the katabatic wind region (e.g., Kuhn et al., 1977; Van den Broeke,

Van As, Reijmer, et al., 2005; Argentini et al., 2014), but only a few systematic studies on complete SEB have

been carried out in this region (Carroll, 1982; Van den Broeke, Reijmer, van As, et al., 2005; King et al., 2006;

Town &Walden, 2009). Because these areas represent a large fraction of the vast area of Antarctica and still

show considerable spatial climate variability, more information is needed on how the ice/snow interacts

with the atmosphere in East Antarctica.

Princess Elizabeth Land appears as a typical East Antarctic katabatic wind region; the area has a very large

topographic backdrop, high wind speeds, and a very constant wind direction (Chen et al., 2007; Ding et al.,

2011; Ding et al., 2017). Due to continuous erosion and densification, the surface snow can be character-

ized as a “glazed surface” (Ding et al., 2015; Scambos et al., 2012). The SEB of the katabatic wind region is
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distinct from that of the coastal region, which is characterized by the abrupt transition from grounded

(sloped) to floating (flat) ice, and is bordered by the sea ice or the ocean. Due to the lower cloud cover

in the katabatic wind zone in combination with an efficient turbulent heating of the surface, the longwave

radiative loss of the snow surface to the atmosphere is usually higher than in the coastal region (Van den

Broeke et al., 2006). This dominates the shortwave effect of less clouds, resulting in a net radiative heat loss

of the surface, which is unique to the large ice sheets. Van den Broeke, et al. (2004a) showed that in

Dronning Maud Land (DML), the katabatic wind zone experienced more net radiative heat loss than the

coast and interior plateau based on data from four automatic weather stations (AWSs) at different eleva-

tions. Fu et al. (2015) confirmed that the annual mean net radiation in the katabatic wind zone

of Princess Elizabeth Land was more negative than the dome areas such as Vostok and Dome C further east.

Unfortunately, eddy correlation systems, which are themost accurate experimental approach tomeasure tur-

bulent heat fluxes, are difficult to operate in polar regions, especially in strong winds areas, for the low tem-

peratures and frequent drifting snow disturb the measurements of the ultrasound sensor (Vignon, Genthon,

Barral, Amory, et al., 2017). Therefore, turbulent heat fluxes are usually estimated using the bulk aerody-

namic method (King et al., 1996; Van den Broeke, Van As, Reijmer, et al., 2005; Van den Broeke, Reijmer,

van As, et al., 2005; Rinke et al., 2012). These studies found that, especially during winter, the strong long-

wave radiative heat loss is compensated by downward turbulent sensible heat transport, which is enabled

by the high katabatic wind speeds (Van den Broeke, et al., 2004b; Van den Broeke et al., 2005). Wind‐driven

processes thus not only play a role in shaping the surface morphology and affect the snow surface roughness

but also transport significant amounts of sensible and latent heat, even under drifting snow conditions

(Bintanja, 2001; Bintanja & Reijmer, 2001; Frezzotti et al., 2002; Eisen et al., 2009; Ding et al., 2017). For

instance, over the ablation zone of Taylor Glacier, the sublimation rate could reach up to 0.4 m a−1 under

the influence of strong katabatic winds (Bliss et al., 2011). Over the dark blue ice in Antarctica near the

Swedish Svea station (albedo ~0.55), Bintanja and Van den Broeke (1995) also observed strong sublimation

as well as a negative sensible heat in summer (convection) in response to enhanced solar radiation

absorption, while the adjacent snow surface area had weak sublimation and a positive sensible heat flux.

The surface mass and energy balance of the Antarctic ice sheet is also sensitive to small changes in meteor-

ology and topography (Huybrechts, 1990; Marsiat & Bamber, 1997; Gallée et al., 2001; Sun et al., 2018).

Extratropical cyclones have a great impact on the Antarctic SEB, particularly when they are land‐tracking

(Andersen et al., 2013; Rinke et al., 2017; Woods et al., 2013; Xie et al., 2002). Polar cyclones in this sector

of East Antarctica develop mostly in the southern Indian Ocean to the northwest of Prydz Bay, with more

cyclones in winter than in summer (Simmonds & Keay, 2000; Qin et al., 2017). Most cyclones weaken signif-

icantly after entering the region of Prydz Bay and dissipate before reaching the interior ice sheet. As a result, a

large fraction of cyclones does not impact the SEB at Panda‐1 Station (Qin et al., 2017).Whenmild and humid

air does reach interior Antarctica, significant fluctuations in local humidity and temperature have been

observed (Genthon et al., 2013; Vignon et al., 2018). Braun et al. (2001) studied the effects of large‐scale atmo-

spheric circulation variability on surface melting in the Antarctic Peninsula and found that the SEB andmelt

rate were strongly related to large‐scale atmospheric conditions. Based on Lagrangian moisture source diag-

nostics,Wang et al. (2013) found that themoisture sources for precipitation over DomeArgus (DomeA)were

mainly situated in the midlatitude south Indian Ocean, confirming the influence of midlatitude moisture

sources on the climate of interior East Antarctic.

In summary, to enhance our understanding of Antarctic climate and further improve climate/numerical

weather prediction models over Antarctica and specifically over Princess Elizabeth Land, it is necessary

to understand the SEB process in its katabatic zone and the effects of synoptic weather systems. This study

uses AWS measurements to quantify the SEB at Panda‐1 site, situated in the katabatic wind zone along the

Chinese National Antarctic Research Expedition (CHINARE) traverse, from Zhongshan Station to Dome

A. We estimate the SEB uncertainty using sensitivity tests, and we compare our results with results from

other Antarctic sites. The effects of synoptic weather systems on the inland climate and SEB during two

maritime air intrusions are discussed. The paper is structured as follows. Section 2 introduces the

Panda‐1 Station and SEB model. Meteorological conditions and the impacts of two warm, moisture intru-

sions are described in section 3. Section 4 systematically analyses (annual/daily) SEB component variations

and these are compared to the SEB at other Antarctic sites in section 5, which also includes the model

evaluation. Section 6 presents conclusions.
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2. Methods

2.1. Location and Sensor Specifications

The Panda‐1 AWS (74°39′S, 77°E; 2,737 m above sea level) is situated in the katabatic wind region of

Princess Elizabeth Land, ~580 km inland from coastal Zhongshan Station, East Antarctica (Figure 1). The

estimated large‐scale surface slope is approximately 5 m km−1, and the surface is homogeneous (Ding et al.,

2015). Panda‐1 AWS sensor specifications are shown in Table 1. Double‐level measurements of wind, natu-

rally ventilated relative humidity (RH), and air temperature (T) were performed at heights of approximately

2 and 8 m. The air pressure sensor was placed in the electronics enclosure, and the snow temperature was

measured at initial depths of 0.1 and 0.4 m. In addition, the four radiation components were measured by

a single radiometer. Sampling of all the sensors was performed at 10‐min intervals except for the pressure

sensor (1 hr). Subsequently, the Campbell CR5000 data logger stored 1‐hr average values.

2.2. Data Processing

The selected observation period for this study was from 1 January to 31 December 2011. In polar regions,

strong wind and low temperature usually have a significant impact on the sensors, as ice can accrete on

the wind speed/direction sensor in winter and invalidate the measurements. As a result, a total of 4,141 wind

speed values were missing fromMay to October 2011, representing 47.3% of the total wind speed data. There

were no available wind speed data at adjacent stations during the icing episodes. Vignon et al. (2019) showed

that ERA5 better reproduces wind speed vertical profiles at coastal Antarctic sites than ERA‐Interim, and we

repeated the wind speed evaluation for Panda‐1 Station based on the complete data sets in 2016, with a (data)

resolution of 0.25°. The yearly average bias and RMSE between ERA5 10‐m wind speed and observed 2‐m

measured wind speed were −0.4 and 1.5 m/s (r = 0.86), with values of −0.6, 1.7 m/s in summer

(December‐January‐February) and −0.6, 1.7 m/s in winter (June‐July‐August), respectively. We conclude

that ERA5 10‐m wind speed provides a reasonable representation of wind speed at Panda‐1 AWS, and we

use it to fill the wind speed data gaps by linearly interpolating the nearest grid points. Reflected shortwave

radiation was missing from 1 to 23 January. We filled this missing data with solar radiation measurements

during the missing period and average albedo over the remaining period in January. Other sensors

Figure 1. Topography and location of Panda‐1 AWS in the CHINARE traverse route (the black solid lines are for the contour interval of 200 m).
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performed well, and the data integrity was good. No snow surface height records were available, so the

meteorological parameters were not corrected for height change. Instead, we estimated the sensitivity to

snow surface height variations in the SEB components using the stake record (see section 5.2).

2.3. Energy Balance Model

We applied the surface energy balance equation to hourly average AWS data:

1−αð ÞSR↓ þ LR↑ þ LR↓ þ SHFþ LHFþ G ¼ QM (1)

All terms are defined as positive when the energy flux is directed toward the snow surface. SR↓ and α are the

downward solar radiation flux and snow surface albedo, respectively, and LR↑ and LR↓ are upward and

downward longwave radiation fluxes, respectively. SHF and LHF are the sensible and latent turbulent heat

fluxes, respectively. G is the surface value of the subsurface conductive heat flux in the snow. QM is the

residual energy that is used for melting of surface snow, which is zero if the surface temperature is below

273.15 K.

The relatively poor cosine response of the used type of pyranometer has the potential to cause a significant

error in SR↓when the zenith angle is large. To largely eliminate errors in SR↓ that are associated with a poor

cosine response, we used an “accumulated” albedo method (Van den Broeke, et al., 2004a) to calculate the

net shortwave radiation based on SR↑ (upward shortwave radiation), which is much less sensitive to cosine

error uncertainties than SR↓.

SRnet ¼ −SR↑ 1þ αð Þ=α≅−SR↑ 1þ αaccð Þ=αacc (2)

αacc ¼ ∑
24h

SR↑j j=∑
24h

SR↓ (3)

where αacc is the “accumulated” albedo, which is the ratio of accumulated |SR↑| and SR↓ over a time window

of 24 hr centered on the observation time. This method does only partly address riming problems. Intrusions

of warm and moist air masses can deposit rime on the upward looking dome of the radiation sensor and

change the transmittance of the glass dome (Van den Broeke et al., 2003; Yang et al., 2018). For example,

transmittance is reduced if there is a thick ice coating on the dome, while the transmittance is overestimated

at low sun angles with a thin ice coating. Because it does not cool to space, the downward directed glass

dome is less susceptible to riming, but αacc will be affected if riming persists over the daytime period.

The bulk aerodynamic flux equations with stability corrections based on Monin‐Obukhov similarity theory

were used to calculate the turbulent heat fluxes. This method generally shows an acceptable correlation with

eddy‐covariance measurements in Antarctica (Van den Broeke, Van As, Reijmer, et al., 2005). However, MO

theory requires a stationary state for wind, temperature, and humidity fields (Vignon, Genthon, Barral,

Amory, et al., 2017). In order to address this, we removed 4.4% of the data which were nonstationary

condition and with whose 1‐hr difference with the previous sample exceeded 1.8 °C, 2.7 m/s. The expressions

used to calculate the sensible and latent heat fluxes are as follows:

Table 1

AWS Sensor Specifications

Sensor Type Range Accuracy

Air temperature Vaisala HMP155 ‐80 to +60 °C ±(0.176‐0.0028 × temperature) °C

Relative humidity Vaisala HMP155 0 to 100% ±(1.2 + 0.012 × reading) %RH

Air pressure CSI CS106 500 to 1,100 hPa ±1.5 hPa(‐40 to +60 °C)

Wind speed XFY3—1 0 to 100 m/s ±0.5 m/s or ±0.5%

Wind direction XFY3—1 0 to 360° ±5°

Pyranometer Kipp&Zonen CNR4 305 to 2,800 nm EADT ±10%

Pyrgeometer Kipp&Zonen CNR4 4,500 to 42,000 nm EADT ±10%

EADT = estimated accuracy of daily total.
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H ¼ ρCpu*θ* (4)

LE ¼ ρLvu*q*
(5)

u* ¼
ku

ln z
zom

� �

−ψM
z
L

� �

þ ψM
zom
L

� �

(6)

θ* ¼
k θ−θsð Þ

ln z
zot

� �

−ψH
z
L

� �

þ ψH
zot
L

� �

(7)

q
*
¼

k q−qsð Þ

ln z
zoq

� �

−ψE
z
L

� �

þ ψE
zoq
L

� �

(8)

Here u*, θ*, and q* are the associated turbulent scales. k is the Karman constant (k = 0.4); ρ and P are the air

density (ρ ¼ PM
RT
) and air pressure at the site level; M and R are the molar mass of air and the gas constant,

respectively; Cp is the specific heat capacity for air (1,005 J · kg−1 · k−1); Lv is the latent heat of snow subli-

mation (2.834MJ · kg−1 · k−1); u, θ, and q are the wind speed, potential temperature, and specific humidity at

AWS measurement level (z); and subscript “s” denotes surface values. The potential temperature, air, and

surface specific humidity (q and qs) equations are as follows (Bolton, 1980):

θ ¼ T
P0

P

� � R
Cp

(9)

q ¼
ϵ

P
·RH·611:2exp

17:67 T−273:15ð Þ

T−29:65

� �

(10)

qs ¼
ϵ

P
·RHs·610:78exp

21:8745584 T−276:16ð Þ

T−7:66

� �

(11)

RH and RHs are the air and surface relative humidity. We assumed a saturated snow surface (RHs = 100%),

while ϵ is the ratio of molar masses between water and air (ϵ = 0.622). ψM ;ψH ; and ψE are the nondimen-

sional stability correction functions for momentum, heat, and moisture, respectively, which depend on Z
L
,

where L ¼
u2
*
θ

gk θ*þ0:62θq
*

ð Þ is the Monin‐Obukhov length.

For stable conditions (Z
L
>0), we use the expressions due to Beljaars and Holtslag (1991) with a = 1, b = 2

3
,

c = 5, d = 0.35:

ψM

z

L

� �

¼ − a
z

L
þ b

z

L
−

c

d

� �

exp −d
z

L

� �

þ
bc

d

� �

(12)

ψH

z

L

� �

¼ ψE

z

L

� �

¼ − 1þ
2az

3L

� �1:5

þ b
z

L
−

c

d

� �

exp −d
z

L

� �

þ
bc

d
−1

 !

(13)

For unstable conditions (Z
L
<0), Dyer's expression was used (Dyer, 1974):

ψM

z

L

� �

¼ 2ln
1þ x

2

� �

þ
1þ x2

2

� �

−2arctanx þ
π

2
(14)

ψH

z

L

� �

¼ ψE

z

L

� �

¼ 2ln
1þ x2

2

� �

(15)
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x ¼ 1−16
z

L

� �1
4

(16)

zom, zoq, and zot are defined as the surface roughness lengths for momentum, specific humidity, and tempera-

ture. Different surface states and atmospheric conditions correspond to different surface roughness length

values. According to the expression of the surface layer wind speed profile, where ψM is neglected as a first

guess:

u≅
u*

k
ln

z

zom

� �

−ψM

� �

(17)

we can get estimate an initial value for zom based on two measurement levels. Next, based on Reynolds

number (Re* = u*z0υ
−1), as proposed by Andreas (1987), we obtained zoq and zot, where υ is the kinematic

viscosity of air. After several iterations the Monin‐Obukhov length (L) and the roughness lengths converged

for all data.

The subsurface heat flux G consists of the penetration of shortwave radiation flux and conductive heat flux.

The penetration of shortwave radiation flux Si(z) = (1 − α)SR↓ · (1 − a)e−bz decreases exponentially as the

depth z increases which a and b set to 0.8 and 2.5 in this paper (Bintanja & Van den Broeke, 1995). The con-

ductive heat flux Gc ¼ −Ks
δT
δz
can be estimated using the effective thermal conductivity Ks, the temperature

gradient of the subsurface layer δT
δz

� �

which has been evaluated between −0.1 m and the surface. We

obtained Ks using an empirical parameterization (Sturm et al., 1997) whose original density data came from

China's 29th Antarctic Expedition.

Ks ¼ 0:138−1:01ρs þ 3:233ρs
2 0:156≤ρs≤0:6f g (18)

ρs is the density of the surface snow layer. Under the low accumulation conditions here, we assumed the

snow density constant (ρs = 0.381 g cm−3).

The SEB affects and depends on the surface temperature (Bliss et al., 2011). We used an iteration method to

achieve closure of the SEB (Bliss et al., 2011; Fujita, 2000); the Ts thus obtained was compared to that

observed from LR↑.

3. Meteorological Conditions at Panda Station in 2011

3.1. Surface Meteorological Conditions

Figure 2 shows the daily mean 2 m and surface values of wind speed (zero at the surface), temperature,

and water vapor pressure. The differences of temperature and vapor pressure between the two levels are

also included. This location in Princess Elizabeth Land appears to be dominated by katabatic winds,

with an annual average 2‐m wind speed of 10.5 m s−1 (Table 2) and a maximum hourly average wind

speed of over 20 m s−1. Determined by the net effects of katabatic (downslope) forcing, the Coriolis

force, and friction, the dominant wind direction at Panda‐1 Station was easterly. Both air temperature

and water vapor pressure peaked in summer and reached minima in winter. The surface‐to‐air tempera-

ture and water vapor pressure gradients have a decisive effect on the magnitude and direction of SHF

and LHF. The average temperature and vapor pressure at 2 m and the surface in 2011 were −36.3 °C

and 27.7 Pa, −37.5 °C, and 20.3 Pa, respectively. Melting does not occur at Panda‐1 site since the

surface temperature remains significantly negative year‐round. The water vapor pressure, whose vertical

gradient depends on the gradients of relative humidity (saturating during strong blowing event) and on

the gradients of temperature, was greater at 2 m than at the snow surface throughout the year. When

drifting/blowing snow occurred, the saturated near‐surface air layer will be thicker (Bintanja, 2001) and

the gradients of water vapor pressure near the surface reduced. The 2‐m air temperature on average was
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0.5 °C higher than the snow surface temperature due to the persistently negative net

longwave radiation.

3.2. Synoptic Weather Systems

Each year, several cyclones stagnate or develop in Prydz Bay (Xie et al., 2002). When the frontal zone moves

inland from Prydz Bay in winter, it will bring relatively warm, moist ocean air masses to the ice sheet interior

Table 2

Monthly Average Values of Near‐Surface Climate and SEB Components

T2m
(°C)

Ts
(°C)

T10 cm

depth (°C)

Wind speed

(m s
−1

)

e2m
(Pa)

es
(Pa)

SR↓ (W

m
−2

)

SR↑ (W

m
−2

)

LR↓ (W

m
−2

)

LR↑ (W

m
−2

)

Conductive heat

flux (W m
−2

)

Shortwave radiation

penetration (W m
−2

)

Jan −21.1 −22.5 −21.9 7.9 84.4 67.7 333.2 286.1 167.4 223.0 1.8 −7.3

Feb −31.3 −32.5 −30.0 10.3 34.0 25.7 256.7 207.6 124.6 187.6 8.7 −7.6

Mar −37.0 −38.1 −37.2 10.1 20.1 13.7 109.5 83.5 132.2 169.8 3.1 −4.0

Apr −40.2 −41.5 −40.6 10.8 13.4 8.8 19.1 15.4 139.2 161.5 3.9 −0.6

May −44.7 −45.2 −44.6 10.2 10.1 6.6 0.0 0.0 138.4 152.7 7.1 0.0

Jun −46.9 −47.3 −47.4 11.0 6.1 4.4 0.0 0.0 139.3 146.5 −1.3 0.0

Jul −38.2 −38.7 −39.8 11.2 21.4 14.5 0.0 0.0 163.0 171.1 −5.7 0.0

Aug −41.9 −42.3 −42.4 13.8 12.7 8.9 4.6 4.0 145.8 159.4 1.4 −0.1

Sep −43.5 −44.1 −44.0 12.5 10.1 7.0 71.8 51.0 114.8 152.2 0.8 −3.2

Oct −38.8 −39.5 −40.4 11.6 15.4 11.4 201.7 152.1 112.6 164.7 −6.4 −7.7

Nov −28.0 −31.0 −33.5 10.5 44.3 30.2 360.8 289.5 121.7 197.2 −14.9 −11.1

Dec −24.5 −27.6 −27.5 6.4 60.4 45.0 448.5 367.2 134.0 211.3 −4.1 −12.7

Average −36.3 −37.5 −37.4 10.5 27.7 20.3 150.5 121.4 136.1 174.7 −0.5 −4.5

Figure 2. Dailymean values of (a) wind speed (gray zone: reanalyzed data); (b) vapor pressure at the height of 2m (e2m), snow surface vapor pressure (es), and their

difference (e2m − es); and (c) air temperature at the height of 2 m (T2m), snow surface temperature (Ts), and their difference (T2m − Ts).
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(Qin et al., 2017). As Figure 2 shows, the Panda‐1 AWS registered two such events in early July. Temperature

and water vapor pressure rose nearly 70 Pa and 20°C in four days, indicative of maritime air intrusions to

Princess Elizabeth Land. Air pressure at the study site (not shown) showed no such changes, suggesting that

no direct cyclone intrusion occurred. The average 500‐hPa geopotential height anomaly (relative to the

1979–2018 July mean) from ERA5 before these two events strong positive anomalies (Figure 3). The south-

ern section of the Indian Ocean subtropical high is usually flat in the geopotential height field, and cyclones

move eastward along its southern edge and eventually dissipate along the coast or over the ocean surface.

However, the Indian Ocean subtropical high was obviously extended southward near 100°E on 3 July, which

shaped a high‐pressure ridge that deeply intruded the inland area. The sea level pressure field showed that a

deep low‐pressure system was blocked from moving eastward and thus stagnated near Prydz Bay. These

synoptic conditions were favorable for the large‐scale meridional inland advection of warm,moist air masses

(Bozkurt et al., 2018). The blocking situation and northerly wind at the front of the cyclone fed the low‐level

poleward flow of heat and moisture to Panda‐1 AWS, resulting in peak water vapor pressure and tempera-

ture on 4 July. On 9 July, similar conditions persisted, although the geopotential height anomaly field and

cyclone were slightly weaker. As was shown previously for Dome C (Genthon et al., 2013; Vignon,

Hourdin, Genthon, et al., 2017) and Kohnen Base (Van As, Van den Broeke, & Roderik, 2005), this

Figure 3. (a) Anomaly of the monthly mean 500‐hPa geopotential height with respect to the 1979–2018 mean (July), (b) mean sea level pressure, and (c) integrated

water vapor anomaly with respect to the 1979–2018 mean (July) and 850‐hPa wind vectors from ERA5 during (left) 3 July 2011 and (right) 9 July 2011.
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confirms that the atmospheric boundary layer structure at inland sites can be strongly affected by weather

systems, even when the core of these systems does not penetrate far inland.

4. Surface Energy Balance Results

4.1. Radiation and Albedo

The intensity of solar radiation mainly depends on latitude and season, atmospheric transparency, ter-

rain, and solar elevation angle (Iqbal, 1983; Kumar et al., 1997; Liston et al., 1999). The Antarctic atmo-

sphere is clean and has a high transmittance for shortwave radiation, while the topography of Panda‐1

Station is flat, which results in less terrain scattering radiation. The summer and annual mean values of

downward solar radiation at our site are 346 and 151 W m−2, representing the major input terms to the

SEB. Reflected shortwave radiation is primarily determined by the snow surface albedo. The fresh snow

surface albedo can be as high as 0.9 and strongly limits shortwave absorption. After metamorphism and

sedimentation, the surface albedo can decrease to approximately 0.6 from March to April and from

September to October. As shown in Figure 4a and Table 1, the annual mean value of the albedo was

0.81. The sudden, upward albedo changes result from new snow deposited at the AWS site (Bian

et al., 1991).

As the primary heat loss component, upward longwave radiation mostly depends on surface tempera-

ture. The snow surface temperature at the study site was generally below −20 °C, with an annual aver-

age upward longwave radiation of 175 W m−2. According to Kirchhoff's law, the absorptivity of a

material is equal to its emissivity at the same wavelength and at thermodynamical equilibrium

(Berdahl & Fromberg, 1981). The downward longwave radiative flux depends on the integrated amount

of water vapor above the location and on cloudiness, as well as atmospheric temperature (Gallée &

Gorodetskaya, 2010; Gubler et al., 2012). The daily average value of downward longwave radiation

peaked at 136 W m−2. Peak longwave radiation loss mostly occurred in summer, when the surface is

heated by absorption of solar radiation, with an average loss of up to −77 W m−2. In winter, downward

and upward longwave radiation are nearly in equilibrium, dominating the SEB, similar to what was

found at Dome C (Argentini et al., 2014; Vignon et al., 2018). However, there was significant longwave

heat loss (~40 W m−2) existed in Van den Broeke et al. (2005) in the katabatic wind zone DML,

compensated by SHF. This may be led by more cloud cover at Panda‐1, limiting longwave heat loss.

During the two maritime air mass intrusions, a rapid increase was found in both longwave radiation

components (60 W m−2) due to the warming of the atmosphere and subsequently the surface (Figure 4b),

reaching a peak around 4 July. Only three days later, values were back to normal.

4.2. Sensible and Latent Heat Fluxes

Figure 2 shows that during summer, both SHF and LHF were greater than during the other seasons

(Figures 6 and 8). SHF was positive for most of the year with a daily average of 12 W m−2. This is con-

sistent with the results in Figure 2c that a persistent temperature gradient existed during the study per-

iod, which made the snow surface receive heat from the atmosphere. In summer, average SHF reached

11 W m−2 while it dropped to 9 W m−2 in winter because of the smaller temperature difference

between 2 m and the snow surface. Diurnal variability is discussed in section 4.5. LHF was smaller than

SHF but also positive most of the time, with a yearly average of 2 W m−2, indicating the atmosphere

released heat to the snow surface during frequent riming events. During the winter, the low air tem-

perature limits the absolute water vapor content and gradients, and weakens LHF. Drifting snow will

thicken the saturated layer of the near‐surface, which reduces the vertical humidity gradient

(Mastrantonio et al., 1999). Multiple peaks in vapor pressure in winter slightly increases the average

LHF compared to the annual average.

SHF and LHF are sensitive to local heat and moisture variations (Sun et al., 2012; Sun et al., 2018). During

maritime air intrusions, increased temperature and humidity combined with a strong wind increased the

fluxes during early July (Figure 2): LHF shows a peak hourly value of 18 W m−2 around 4 July

(Figure 5b). SHF lagged LHF by about one day and increased to more than 40 W m−2 around 5 July. A

similar lag occurred at 10 July (not shown). This phenomenon may result from intense longwave radiation

loss which made the snow surface temperature drop faster and enlarged the temperature gradient
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toward the surface. Under cyclonic influence in July, the monthly mean values of LHF increased and

reached 4 W m−2 (see Table 3).

4.3. Subsurface Heat Flux

The effective thermal conductivity of dry snow mainly depends on its density (Lei et al., 2010). It can

vary from less than 0.2 W · K−1 · m−1 for fine‐grained new snow to more than 0.5 W · K−1 · m−1

for wet or refrozen snow (Lei et al., 2010; Sturm et al., 2002). Thermal conductivity is also expected

to vary with depth owing to the sharp gradients of snow density near the surface (Brun et al., 2012).

Previously, we deduced from snow surface temperature measurements (propagation and dampening

of the temperature wave; Lei et al., 2014) that the effective thermal conductivity at Panda Station at

10‐cm depth is 0.22 W · K−1 · m−1 while the value at 40‐cm depth is 0.33 W · K−1 · m−1. Figure 6a

indicates that the annual amplitude of snow temperature was approximately 5 °C less than the surface

snow temperature. The annual average G was only −0.5 W m−2, indicating that during 2011 some

energy was transferred from the surface to the snow layer. This mostly occurred in November when

Figure 4. (a) Daily mean values of incident and reflected shortwave radiation, downward and upward longwave radiation, albedo, and net radiation. (b) Hourly

means of LR↑ and LR↓ during one intrusion event in July 2011.
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solar radiation began to increase significantly, enhancing the upward temperature gradient resulting in

a monthly average conductive heat flux of −15 W m−2. Shortwave radiation penetration largely followed

net shortwave radiation, and its annual mean value was −5 W m−2.

During intrusions of warm and moist air masses, the temperature of the snow surface increased rapidly,

which made the daily average G peak at −34 W m−2 around 4 July, resulting in the lowest monthly mean

values of G among the wintertime (see Table 3).

4.4. Seasonal Cycle of the Surface Energy Balance

Figure 7 shows the monthly mean variations in SEB components. On a yearly scale, SR↓ was the primary

energy input, accounting for 50% of the incoming energy, while LR↓, SHF, and LHF accounted for 45%,

4%, and 1% of the incoming energy, respectively, through 2011. LR↑ dominated surface heat loss (58%), while

the SR↑ and G contributed 40% and 2% (see Tables 2 and 3). During summertime, SR↓ and LR↓ dominate

energy gains with 346 and 142 W m−2. SR↑, LR↑, and G represent heat losses with seasonal average values

of−287, −207, and−7 Wm−2, respectively. During the polar night, the main energy input and output terms

Figure 5. (a) Daily mean values of sensible and latent heat (gray zone: results calculated from reanalyzed wind data). (b) Hourly means of wind speed, e2m − es,

T2m − Ts, and sensible and latent heat flux during one intrusion event in July 2011.
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Table 3

Monthly Energy Balance Components and Surface Sublimation

Sensible heat

(W m
−2

)

Latent heat

(W m
−2

)

Net shortwave radiation

(W m
−2

)

Net longwave radiation

(W m
−2

)

Ground flux

(W m
−2

)

Mass deposition

(kg m
−2

)

2011 Jan 10.8 3.3 47.1 −55.6 −5.5 3.1

Feb 10.7 2.1 49.1 −63.0 1.1 1.8

Mar 11.1 1.6 26.0 −37.6 −1.0 1.5

Apr 14.0 1.4 3.6 −22.4 3.3 1.3

May 6.0 1.2 0.0 −14.3 7.1 1.2

Jun 7.4 1.0 0.0 −7.1 −1.3 0.9

Jul 10.2 3.6 0.0 −8.1 −5.7 3.4

Aug 9.1 2.4 0.7 −13.5 1.3 2.3

Sep 17.1 1.9 20.7 −37.3 −2.4 1.7

Oct 14.6 2.1 49.6 −52.1 −14.1 1.9

Nov 27.0 3.2 71.3 −75.4 −26.0 2.9

Dec 10.9 1.9 81.3 −77.3 −16.8 1.8

Average 12.4 2.1 29.1 −38.7 −5.0 2.0

Total 23.8

Figure 6. (a) Daily mean values of snow surface temperature, 40‐cm snow temperature, conductive heat flux, and the shortwave radiation penetration.

(b) Difference of snow temperature between snow surface and 10‐cm depth, conductive heat flux during one intrusion event in July 2011 in hourly means.
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are LR↓ and LR↑, with seasonal average values of 149 and −159 W m−2, respectively. The contributions of

SHF and LHF increased, accounting for 6% and 1.4% of the incoming energy, respectively.

Ding et al. (2015) evaluated the surface mass balance along the CHINARE traverse and obtained an average

mass accumulation rate in the latest decade near the Panda‐1 Station could be nearly 39.3 kg · m−2 · a−1. As

deduced from LHF, the total amount of frost deposition in 2011 reached 23.8 kg · m−2 (Table 3), 61% of the

total accumulation. The most intense deposition occurred in July, in conjunction with marine air intrusions.

A similar frost deposition event occurred in January (Table 3). Although the humidity gradient was small

from April to October, average LHF could still reach a value of 2 W m−2 under high wind speed conditions.

4.5. Diurnal Cycle of Energy Balance

Figure 8 shows the mean diurnal variation of temperature, snow surface temperature, and SEB components

for different seasons. The daily cycle is most pronounced during summer and almost disappears in winter.

On summer days, SRnet varies with the change in solar altitude angle, with a minimum at approximately

4:00 LT (local time, UTC +05:00) and reaching the peak at 16:00 LT every day. Conversely, SHF, LHF,

and G generally decrease first and increase later in the day. These follow the strong response in surface

temperature to the shortwave forcing, which made the surface temperature change faster than the air

leading to convection/sublimation in early morning with a change in sign later in the day. The snow surface

temperature cycle was approximately 3 hr ahead of the air temperature and started to exceed the air

temperature at 10:00 LT, becoming lower again at approximately 18:00 LT because of the radiative cooling.

During wintertime, the temperature gradient and therewith the fluxes remain essentially unchanged over

the day. G follows subsurface temperature gradients and has different peaking times in different seasons.

Similar lag results are also observed at Dome C and Halley Stations (King et al., 2006; Vignon, Hourdin,

Genthon, et al., 2017). Net longwave radiation loss lags the net shortwave radiation by approximately one

hour, which was similar to the results of the study by Van As, Van den Broeke, Reijmer et al. (2005).

5. Discussion

5.1. Comparison With Other Studies

The daily mean value of SRnet in summer at Panda‐1 Station was 59 Wm−2, close to AWSmeasurements in

the katabatic wind zone of DML (Van den Broeke, et al., 2004a). However, the albedo at Panda‐1 was smaller

(0.81 versus 0.84 annually); this difference may be attributed to the much larger accumulation in DML (244–

313 mmw. e. a−1; Van den Broeke et al., 2004b) than in the Panda‐1 area (39 mmw. e. a−1; Ding et al., 2015).

Figure 7. Monthly mean values of SEB components. (Different color bars are used to represent different SEB components.

Red = sensible heat flux, blue = latent heat flux, yellow= net shortwave radiation, purple = net longwave radiation, green

= conductive heat flux. Error bars are defined as the standard deviation.)
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Figure 8. Mean diurnal curves of (a) daily air temperature, snow surface temperature, and (b) energy balance components in different seasons.
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At Panda‐1, metamorphic grain growth is therefore stronger which

reduces the albedo, leading to larger SRnet. The annual mean albedo at

Mizuho Station, where accumulation is near‐zero, could become be as

low as 0.78 (Ohata et al., 1985). The annual average LR↑ at Panda‐1 was

175 W m−2, which is ~50 W m−2 smaller than the AWS 6 site in Van

den Broeke, et al. (2004a) due to the lower surface temperature at

Panda‐1. LRnet at AWS6 in DML and Panda‐1 AWS are similar in

summer, while Panda‐1 shows a smaller longwave energy loss in winter

owing to more cloudy weather.

At Panda‐1, the snow surface would always be colder than the low‐level

atmosphere, representing the temperature inversion near the surface

and a positive SHF, similar to the findings at Zhongshan and Dome

Argus Stations (Bian et al., 2013; Ding et al., 2015). The daily mean value

of SHF at Panda‐1 was 12Wm−2. Although the average daily wind speeds

of the two katabatic sites in DML (AWS 5 and 6) were smaller, the average

SHF values were larger at 22 and 24 Wm−2, respectively (Van den Broeke

et al., 2005). For the katabatic region in the central part of DML, Thiery

et al. (2012) found average values of 33 W m−2. These values are signifi-

cantly larger than those in our study. We assign these differences to cloud

cover, which may be larger at Panda‐1, as well as potential inaccuracies in

the reanalysis data sets and measured data in winter, with potential riming problems.

Synoptic weather systems have the potential to strongly impact the surface energy flux through longwave

radiation and mixing (Gallée & Gorodetskaya, 2010; Brauna et al., 2001; Xie et al., 2002; Genthon et al.,

2013; Bozkurt et al., 2018; Vignon et al., 2018). Bozkurt et al. (2018) studied a record‐setting temperature

event occurred at the northern tip of the Antarctica Peninsula (AP), caused by an atmospheric river that trig-

gered a widespread foehn event. Cloud formation at the windward side provides the upper atmosphere with

heat via water vapor condensation, also increasing the temperature at the leeward (foehn) side. Vignon et al.

(2018) showed that deep, strong advection of lower latitude air toward Dome C caused high temperature and

moisture anomalies at its western flank, rapidly increasing LR↓ and skin temperature. Interestingly at

Panda‐1, the major warm air intrusion increased not only the snow surface and air temperatures but also

SHF and LHF to values in excess of 40 and 18 W m−2. This finding suggests that a strong blocking in the

upper air and a deep surface cyclone are key predictors for maritime air intrusions. Xie et al. (2002) discussed

the formation and development of cyclones in Prydz Bay and calculated that SHF and LHF in the open water

area could increase to 490 and 260 W m−2, respectively. A significant gap remains between models and

observations on these abrupt changes in Antarctica (Gallée & Gorodetskaya, 2010; Genthon et al., 2013;

Vignon et al., 2018). Improving this requires additional observational data from the katabatic wind zone

in the future, preferably using eddy‐correlation and radiation sensors that can cope with the harsh

climate conditions.

5.2. Uncertainty Evaluation

Only little snow accumulated at Panda‐1 during 2011 (15.5 kg · m2 · a−1), and no melting occurred. When

SEB components are calculated separately, using observed surface temperature from LR↑, we found a

positive net energy residual. Instead, we assumed the SEB to be closed and used an iterative approach to find

surface temperature, which has the added advantage that we can evaluate modeled Ts with observations

(Thiery et al., 2012). Comparing modeled and measured Ts (Figure 9) yields average and root mean square

errors of 0.6 and 2.1 °C, respectively, with an R2 value of 0.96. These are reasonable results, given the data gap

filling that was needed. The choice of stability function may have a strong impact on the flux calculation

while the atmosphere is not close to neutrality. Using profiles measurements, Vignon, Genthon, et al.

(2017) indicated that no pair of dimensionless gradients showed good agreement for both ϕm, ϕh at Dome

C. Because at Panda‐1 the atmosphere is close to neutral most of the time, we consider the impact of the

choice of stability function to be small.

Figure 9. Measured versus modeled surface temperature at Panda‐1 Station

(RMSE = root mean square error).
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We assessed the SEB uncertainty arising from the assumption of a non-

changing sensor height, using the available snow stake record (Ding

et al., 2011; Ding et al., 2015). We found that including the 10‐year annual

average snow surface height change of ~4 cm per year would lead to small

changes of −3% and −4% in SHF and LHF, and about 0.5 W m−2 in

G, respectively.

Subsequently, we tested for uncertainties related to radiation errors in the

temperature measurements. For instance, Martin and Scherer (2001)

showed that the offsets of naturally ventilated sensors could be 0.8 and

0.2 K at the height 1.1 and 5.2 m (Martin & Scherer, 2001; Matthias

et al., 2008). We performed a number of sensitivity tests to quantify the

uncertainties due to such measurement errors and other assumptions (see

Table 4). SHF was mostly affected by the moisture and air temperature

uncertainties, where variations of 5% RH and 1 °C air temperature

invoked changes of 7% and 17%, respectively. LHF was more sensitive to

the moisture and roughness length assumptions, where a 5% decrease in

RH decreased LHF by 32%, while a 1 °C change in air temperature led

to a variation of 8.9%. When assuming zov = zot = zoq, LHF increased

by 12.2%.

G is relatively sensitive to parameter perturbations due to its small magnitude. For instance, G doubled when

the reanalysis data set errors on wind speed were also considered, but remained small in absolute sense. The

uncertainty that arises from using wind speed from ERA5 was tested by applying a −1.5‐m/s bias error,

resulting in a −6% and −26% change in SHF and LHF, respectively.

We also assessed the combined effect of the uncertainties in the turbulence heat fluxes owing to uncertainties

in relative humidity and temperature measurements (Figure 10). According to the method from Barral et al.

(2014), we carried out aMonteCarlo test with 40 resampleswhose starting errorwere±2%, ±0.3 °C in relative

humidity and temperature, respectively. It showed that the uncertainty in SHF and LHFwere both amplified

Table 4

Sensitivity Tests With Different Parameters

Parameters △SHF △LHF

△Conductive heat

flux

Control 12.4 W/

m
2

2.1 W/

m
2

−0.5 W/m
2

Zov = Zot = Zoq −5.0% +12.2% +63.4%

10Zov −3.2% −4.6% +86.9%

Zov/10 −3.2% −4.6% +86.9%

Ta + 1 °C +10.4% +1.2% −232.5%

Ta – 1 °C −16.9% −8.9% +403.1%

RH + 5% −7.3% +22.7% +73.3%

RH − 5% +0.9% −31.8% +100.5%

WS − 1.5 m/s −5.9% −26.2% +226.4%

40 cm Tsnow −3.5% −9.1% +111.1%

Snow height variation (one

year)

−3.2% −4.3% +85.9%

No shortwave penetration −30.2% −18.9% −51.1%

Figure 10. (top) Estimation of uncertainty into sensible and latent heat flux calculation using bulk method versus wind

speed with an error of ±2% for relative humidity. (bottom) Estimation of uncertainty into sensible and latent heat flux

calculation using bulk method versus temperature and specific humidity differences between 2 m and surface with an

error of ±0.3 °C for temperature. σ=standard deviation.
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as thewind speed increasedwhich could be explained by thewind scale u* in equations (4) and (5). Highwind

speed also could lead the strongmixing and lower temperature, humidity gradients (Barral et al., 2014) which

mean to made the 2‐m relative humidity close to the snow surface. However, the relationship between σSHF

and the difference of potential temperature, σLHF, and the difference of specific humidity (between 2 m and

snow surface) indicated that the mixing effect on decreasing surface atmosphere gradients may has some

limit. Comparing to uncertainties assessment via profile calculations in the Barral et al. (2014), the SEB clo-

sure in this paper made better measurement uncertainties which was similar to the performance of Crocus

model (Barral et al., 2014). On the whole, this model is suitable for our SEB calculation.

We do not consider uncertainties in assumed snow density to play a major role; the snow densities at our site

(10 cm: 381 kg m3, 40 cm: 446 kg m3; measured in December 2012) were very close to Panda‐N Station

(10 cm: 373 kg m3, 40 cm: 448 kg m3; measured in January 2011) which is ~100 km away. This implies that

the physical properties of the surface snow are homogeneous in the wind glazed area. Precipitation and drift-

ing snow sublimation were not considered in our calculations because of a lack of measurements. At Dome

A, Ding et al. (2016) found a mass accumulation rate of 23 kg · m−2 · a−1, and surface sublimation of

2.2 kg · m−2 · a−1. The annual average wind speed at Panda‐1 Station is close to 10.5 m s−1, whereas at

Dome A Station it is less than 3 m s−1. The sublimation of drifting snow at Panda‐1 may thus be much larger

than those at Dome A Station. Van den Broeke, et al. (2004b) noted that the column drifting snow

sublimation could reach nearly 120 mm w.e. over four years in the katabatic wind zone of DML. Panda‐1

Station has a higher wind speed in winter, potentially resulting in more drifting snow sublimation, which

may thus be a key source to improve the performance of the SEB model in the study area. Due to the lack

of snow micromeasurements, detailed estimation of drifting snow sublimation has not been carried out.

6. Conclusion

We calculated the SEB using data of Panda‐1 AWS, located in the katabatic wind area in Princess Elizabeth

Land, East Antarctica. In this katabatic wind zone, SR↓ and LR↓ were the main energy sources during sum-

mer, with seasonal average values of 346 and 142 W m−2. SHF, LHF, and G added 11, 2, and 6 W m−2. SR↑,

LR↑, and shortwave radiation penetration were the energy sinks with seasonal average values of −287,

−207, and −9 W m−2, respectively. In winter, the main energy input and output terms of SEB were LR↓

and LR↑ with seasonal average values of 149 and −159 W m−2, respectively. A significant daily cycle in

SEB components is found in summer. Because of the different thermal properties of snow and air, SHF

and LHF showed diurnal variations opposite to the solar forcing. Longwave energy loss mainly followed

snow surface temperature.

We also analyzed the impact on the SEB at Panda‐1 site of two maritime air intrusions from blocked south-

ern Indian Ocean cyclones. The blocking was caused by the southward extension of the Indian Ocean sub-

tropical high in the upper atmosphere near Prydz Bay. As a result, the cyclone stagnated and strengthened in

situ. The northerly circulation at the front of the cyclone caused maritime air masses to reach Panda‐1

Station, rapidly increasing LRnet, SHF, and LHF and decreasing G, with increases in excess of 25 W m−2.

The annual surface frost deposition at Panda‐1 was 23.8 kg m−2 in 2011, which accounts for 61% of the

10‐year annual average net accumulation.

This study provides important new understanding on the interaction between ice/snow and atmosphere in

the katabatic wind zone in this understudied part of East Antarctica. More long‐term observations and nota-

bly short‐term eddy covariance experiments from this region are urgently needed to further improve

weather and climate model performance in Antarctica.
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