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Abstract 

In this paper we study the most general version of the stationary, infinite horizon linear qua­

dratic optimal control problem. In the literature that has appeared on this problem up to now, 

mostly one (or both) of the following two assumptions are made: (i) the integrand of the cost cri­

terion is given by a positive semi-definite quadratic form, (ii) the latter quadratic form is positive 

definite in the control variable alone. In the present paper we propose a problem formulation for 

the case that neither (i) nor (ii) are imposed. Subsequently, we treat the case that the problem is 

completely singular. 

1. INTRODUCTION 

The subject of this paper is the time-invariant, infinite horizon linear quadratic optimal con­

trol problem. We consider the time-invariant linear system 

(1.1) x(t) = Ax(t) + Bu(t), x (0) =Xo , 

with A E /R"XII and B E /R"xm, For a given control input u, the corresponding state trajectory is 

denoted by x (u, xo), In addition to (1.1) we consider a quadratic cost functional J (xo, u) defined 

by 

00 

(1.2) J(xo,u):= J ro(x(u,xo),u)dt . 
o 

Here, ro is a real quadratic form on m." x m. m defined by 

(1.3) ro(x, u) :=xT Q x +2uTS X + uTR u • 

where Q E IR"XII and R E m.mxm are symmetric and where S E m.mXII, We stress that (1.3) is the 

general shape of a quadratic form on m." x /R m• The optimization problem that we consider in 

this paper is the following: find the infimum 

V+(xo) := inf {J(xo. u) I u is such that lim x(u. xo) (t) = O} 
t....-

and find, if one exists, all optimal inputs, that is, all u* such that V+(xo) =J(xo, u*). 

In the literature that has appeared on this optimization problem up to now, mostly one (or 

both) of the following two assumptions are made: 

1. The quadratic form ro is positive semi-definite, i.e., ro(x, u);;;: 0 for all (x, u) E m." x m.m or, 

equivalently, 
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[~ !] ~O . 

2. The quadratic fonn (J) is positive definite in the variable u, Le. co(O, u) > 0 for all u E IRm, 

u :I: 0, or, equivalently, R > O. 

Under the Assumptions 1 and 2. the problem has become quite standard in the literature and is 

usually referred to as the linear quadratic regulator problem [1], [7], [17], [6]. Deleting either one 

of the above two assumptions introduces its own particular intrinsic difficulties into the problem. 

If we do assume 2 but delete Assumption 1 we arrive at the problem fonnulation as studied 

extensively in [15] (see also [14] and [13]). The linear quadratic problem is then called regular. 

Intrinsic difficulties that arise in this case are especially the existence of solutions to the underly­

ing algebraic Riccati equation and the boundedness from below of the cost functional J (x o. u). If, 

on the other hand, we do assume 1 but delete Assumption 2 we obtain a singular linear quadratic 

problem (see [8], [3]. [5]. [16], [4]). Intrinsic difficulties in this case are the facts that the alge­

braic Riccati equation is no longer defined and that in general optimal control inputs do not exist 

unless we extend the class of admissible control inputs to contain also distributions. To the 

author's knowledge, a treatment of the problem fonnulation in which both Assumption 1 as well 

as Assumption 2 have been deleted has. up to now, not been given in the literature. In the present 

paper we shall study this most general fonnulation of the linear quadratic problem. It will tum out 

that it is not clear a priori how one should fonnulate this optimal control problem in a mathemati­

cally rigorous way. In Section 4 we shall give a precise mathematical fonnulation of the problem 

to be considered. In Sections 6 to 9 we shall give a complete solution to this optimal control 

problem under the assumption that the problem is completely singular. i.e., that the matrix R is 

equal to zero. 

2. DISTRffiUTIONAL INPUTS 

Since (J) is a general real quadratic fonn, the matrix R can, in principle. be any real sym­

metric matrix. Typically, R is a singular matrix. As shown in [5], it is then natural to allow the 

control inputs to be distributions. Let D' + denote the space of all distributions with support in 

IR+ := [0,00) (see [11]). We denote by L2,loc(IR+) the space oflocally square-integrable func­

tions with support in IR+. The latter space can be identified with a subspace of D' + by defining 

forcp E L2.1oc(IR+) 

(cp, 'V):= I cp(t) 'V(t) dt • 'V ED. 
IR 

Here, D denotes the testfunction space of all smooth functions with compact support. With this 

identification, distributions in L 2,1oc(1R+) will be called regular distributions. A regular distribu­

tion is called smooth if it corresponds to a function which is infinitely often differentiable on IR+ 

(Le. derivatives of all orders exist on (0,00) and right-derivatives of all orders exist in t = 0). A 
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smooth distribution is called Bohl if on lR + it is equal to a finite linear combination of functions 

of the fom tke'i..t, where the k's are nonnegative integers and A. E C. A regular distribution x is 

called stable if x (t) -+ 0 (t -+ 00). 

Let 0 denote the Dirac distribution and let o(i) denote its ith distributional derivative. Linear 

combinations of 0 and its higher order derivatives will be called impulsive distributions. If x is the 

smooth distribution corresponding to the Coo function, say X, on lR+ then it is easily checked that 

its derivative i is given by 

(2.1) 
• - + eli 
x=x(O )0+-

dt 

Here, di
d
- is the derivative of the function x on lR+ and x(if) := lim x(t) is the "jump" that x 
t t~O 

makes at t = O. In the sequel, the symbol * denotes convolution of distributions. The unit element 

of the convolution operation is 0, i.e. 0 * x = x for all x E D'+. A distribution x is called invertible 

if there exists a distribution x-I such that x * X-I = X-I * X = o. It is well-known that 

0(1) * x = i, where i denotes the derivative of x. 

If m, n E IN, then any m-vector or m x n-matrix of regular (smooth. Bohl. impulsive) distri­

butions is again called a regular (smooth, Bohl. impulsive) distribution. If A E lR"xn. and if 1 is 

the n x n-identity matrix then 10(1) -Ao can be shown to be invertible. Moreover, (10(1) -Aor1 

is equal to the Bohl-distribution corresponding to eAt (t ~ 0). 

In this paper, we restrict ourselves to the following class of inputs: 

U dist := {u I u = Ul + U2, with Ul impulsive and U2 regular} 

An element of U dist is called an impulsive-regular distribution. If U2 is smooth (Bohl) then u is 

called impulsive-smooth (impulsive-Bohl). An impulsive-regular distribution is called stable if its 

regular part is stable. It follows from (2.1) that if an impulsive-Bohl distribution u is stable then 

also u is stable (and impulsive-Bohl). 

We now briefly discuss what is meant by the solution of i = Ax + Bu, x (0) = x 0 if 

u E U dist. This is a non-trivial matter, since distributions do not have a well-defined value at a 

particular time instant to. Now, for u E U dist this solution is defined as the unique solution 

x (u, xo) of the distributional differential equation i = Ax + Bu + oxo. It is easy to show that this 

equation indeed has an unique solution, given by 

x(u, xo)= (10(1) -Aor1 * (Bu +&:0) 

Moreover, x(u, xo) is again impulsive-regular. For Xo E lR" we define 

U::(xo):= {u E Umst I x(u, xo)is stable} . 

Finally, we introduce the following notation. If P(s)=Pns" +Pn_lSn- 1 + ... +p)s +Po 
is a polynomial matrix, then P (0(1» denotes the impulsive distribution given by 
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If x is a stable impulsive-Bohl distribution and P (s) is a polynomial matrix of compatible dimen­

sion, then obviously P (0(1» * x is again a stable impulsive-Bohl distribution. If 

G(s)=C(Is-A)-IB, then G(o(I» will denote the Bohl distribution C(Io(1)-Ao)-lB 

(corresponding to the function CAtB on JR+). 

3. THE STRONGLY CONTROLLABLE SUBSPACE 

In this section we recall briefly the concept of strongly controllable subspace [5]. Tem­

porarily consider the system 

(3.1) 
x=Ax+Bu, 

Y =Cx, 

where A and B are as before and C E JRPxn. As noted in Section 2, if Xo E JR" and u E U dist, 

then the resulting state trajectory x(xo. u) is impulsive-regular. Thus, x(xo, u) = Xl +x2 with Xl 

impulsive and X2 regular. Denote 

(3.2) 

Intuitively, (3.2) represents the point in state space to which the state trajectory "jumps" from Xo 

instantaneously. Given Xo and u, let y(xo, u) = Cx(xo, u) denote the corresponding output of 

(3.1), 

Definition 3.1. A point Xo E JR" is called strongly controllable if there exists U E U dist such that 

x(xo. u)(O+) = 0 and y(xo. u) = O. The subspace of all strongly controllable points is called the 

strongly controllable subspace of (3.1), 

The strongly controllable subspace of (3.1) is denoted by T(A, B. C). It is well-known (see 

[12], [5], [10]) that T(A, B, C) is equal to the smallest subspace Vof JR" such that imB c V and 

such that there exists a matrix G with (A + GC) V c V. From the latter property it is easily seen 

that T(A, B, C) is invariant under state feedback, i.e., T(A, B, C) = T(A + BF, B. C) for all F. 

The system (3.1) is called strongly controllable if T(A. B. C) = /R II (see [9]). It is easily seen that 

if (3.1) is strongly controllable, then (A. B) is controllable. Let G(s)=C(ls _A)-1 B be the 

transfer matrix of (3.1). It is well-known (see [9]) that if (3.1) is strongly controllable and if Cis 

surjective then G has a polynomial right-inverse, i.e., there exists a real polynomial matrix P such 

that GP =Ip , the p xp identity matrix. 

A final result that will be needed in the sequel is that T(A. B, C) is generated by a recursive 

algorithm. For i = 0, 1, 2. . .. define: 
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To :=0, 
(3.3) 

Ti+l :=imB +A(Ti fl kerC). 

It can be checked immediately that the sequence Tj is non-decreasing and that it becomes station­

ary after at most n iterations. It was shown in [5] (see also [12]) that Tn = T(A, B, C). 

4. ADMISSIBLE INPUTS 

Let u E U din. The question that we want to consider in this section is: how should we 

define J (XO, u) if u is not a regular distribution? The problem here is, that a satisfactory definition 

of multiplication of distributions does not exist in mathematics. Thus it is not clear how one 

should interpret the expression CO(X (xo, u), u), since the products x(xo, ul Q x(xo, u), 

u
T S x(xo. u) and uTRu are, in general, undefined objects. To illustrate this conceptual difficulty, 

consider the following example: 

[
Xl] [011 [Xl] [0] [X 1 (0)] [1] 

Example 4.1 X2 = 0 OJ X2 + 1 u, X2(0) = 0 • 

CO(Xt>X2, u)= 3xr -4XIX2 -2x~ -2UXl +4UX2 . 

Clearly. co is an indefinite quadratic form. The R-matrix of co is equal to O. Let us take u = -a(l). 

Thenx2 =-a and Xl is given by Xl(O)= 1, XI(t) =0 (t > 0). Note that CO(xl,X2, u) is not defined 

for these distributions: the products XIX2, x~, UXl and ux2 are not defined. Thus, the question 

arises: how should we interpret J (x 0, u) for this choice of input u? In this example we propose to 

do this as follows. First, let us restrict ourselves to regular inputs, i.e., assume u E L 2,locUR+). 

Using the relations Xl = X 2. X 2 = U we then have 

and hence 

Consequently, ifXl(t) -+ 0 andx2(t) ~ 0 (t ~ 00) we find 

00 

J co(x 1> X2. u) dt = J 3xt dt + 2x 1 (0)2 + 2x 1 (0) X2(0) - 2xz(Of 
o 0 

00 

From this it is easily seen that the infimum of J co(x 1 , X 2, u) dt over all regular inputs such that 

° Xl(t)~O and X2(t)~0 (t~oo), is equal to 2xl(0)2+2xl(0)X2(0)-2x2(0)2, which in our 
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00 

example is equal to 2. Clearly an input u is optimal if and only if J xi dt = O. Since Xl (0) = 1. 
o 

this can. in our example. not be achieved by a regular input u. Since however u = -0(1) yields -J xi dt = O. it is reasonable to call u = 0(1) optimal! This example clearly suggests to call an 
o 
input u e U~ (x 0) admissible if x 1 is regular and for those u to define 

J (xo. u):= J 3xrdt + 2xto dt + 2xlOX20 - 2x~ . 
o 

We would like to generalize the above to the situation that we have an arbitrary system 

(A. B) together with a quadratic fonn ro(x, u) = X T Qx + 2u T Sx + U T Ru. In the following. denote 

~g (xo) := inf{J (xo. u) I u e u~t~ (xo) is regular} . 

In order to make sure that we are not perfonning infimization over an empty set. as a standing 

assumption we assume that (A. B) is controllable. If this is the case then we have ~g (xo) < +00 

for all Xo e JR". On the other hand we want to have ~g(xo) > -00 for all Xo e JR.". A necessary 

and sufficient condition for this was established in [15]: 

Theorem 4.2. Assume that (A, B) is controllable. Then V+reg(xo) > -00 for all Xo e JR." if and 

only if there exists a real symmetric matrix K E JR."XA such that 

[

ATK+KA+Q KB+ST] 
(4.1) F(K):= BTK+S R ~ 0 . 

[] 

If K satisfies (4.1), it is said to satisfy the linear matrix inequality. We denote 

r:= {K E JR."XA I K =KT and F(K)~ OJ. Motivated by this theorem. a second standing assump­

tion in this paper will be that r:;: 0. 

Let K E r. Then we can factorize 

[CI] 
(4.2) F (K) = Dk (CK DK) . 

A useful fact is the following (see [15]): 

Lemma 4.3. Let Xo E JR ft
• For every regular u E U:/f!t (x 0) we have 

(4.3) J(xo.u)= J IICKx(xo,u)(t)+DKU(t)l12dt+xbKxo . 
o 

[] 
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The latter equality will be used to define the value of the cost-functional for inputs 

u E U:S~ (xo) that are not regular. The idea is to call an input u E U:st (xo) admissible if 

CKX(XO, u) + DKu is regular. The class of all those inputs is denoted by U adm(XO)' Next, for 

u E U adm(XO) we define J(xo. u) by (4.3). Of course. there is one slight complication that we 

have to deal with: if r "" 0 then, in general, it has more than one element K. Thus, our class 

U adm (x 0) and the value J(xo, u) in principle depend on the solution K of F(K)?! 0 for which we 

perform the factorization (4.2). Temporarily, denote by U~(xo) the class of all u E U:S~(xo) 

such that CKX(XO, u) +DKu is regular and by JK(XO, u) the value defined by (4.3). It can be 

shown that, in fact, U~ (X 0) andJK(xo, u) are independent of K for K E r: 

Theorem 4.4. Let K b K 2 E r. Let Xo E JR fI
• Then we have U:Jm (xo) = U!tm (xo). Denote this 

class by U adm(XO)' Then for all u E U adm(XO) we haveJK
t 
(xo, u) =JKz(xo, u). 

Proof. This is a consequence of [5, Lemma 6.21]. o 

We are now in a position to give a precise mathematical statement of the optimization prob­

lem we consider in this paper. Consider the system (1.1) together with the quadratic fOim (1.3). 

Assume (A, B) controllable and r "" 0. Then our problem is: given Xo E JR. fI
, find the infimum 

Vd'ist(XO):= inf{J(xo. u) I u E Uadm(xo)} 

and find, if one exists. all optimal inputs u*. i.e., find all u* E U adm(XO) such that 

¥;tst(xo) =J(xo, u*). 

It was shown in [15] that if r "" 0 and if (A. B) is controllable, then it has a largest element, 

that is, there is K+ E r such that for all K E r we have K ~ K+. Also, if was proven in [15] that 

~g(xo) =xbK+xo for all Xo E JR It
• Now,by definition, for u E U adm(xo) we have 

(4.4) J(xo,u)= J IICK+x(u,xo)+DK+uU2 dt+xbK +xo . 
o 

From this it follows immediately that also Vd'ist(Xo)=XbK+xo. Thus we have dealt with the first 

part of the problem posed above: we have characterized the infimum v+dist (xo). 

In order to find an optimal input u * one could now proceed as follows. Calculate any real 

symmetric solution K to F(K)?! O. Factorize F(K) according to (4.2). Assuming that it exists, 

calculate an optimal control u* for the singular linear quadratic problem with positive semi--
definite cost-functional J IICKx(u, xo) + DKullldt (this can be done using the theory developed 

o 
in [16]). Oearly. u* is then also optimal for our original problem. However. this construction 

would give us u* in terms of the transformed data (A, B, CK,DK) rather than in terms of the ori­

ginal system parameters (A, B, Q. S, R). In the sequel, we want to develop a theory in which the 

optimal controls (and conditions for their existence) are expressed in terms of the original data 
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A, B, Q. S andR. 

s. THE REGULAR LINEAR QUADRATIC PROBLEM 

In this section we shall show that if R > 0 then the linear quadratic problem as defined in 

Section 4 reduces to the "classical" regular linear quadratic problem as treated in [15]. Again 

assume that (A, B) is controllable and that r ~ 0. It is well-known that if R > 0 then the largest 

element K+ of r is equal to the largest real symmetric solution of the algebraic Riccati equation 

(5.1) ATK +KA + Q -(KB +ST)R-1(BTK +S) =0 . 

Thus, F (K+) can in that case be factorized as 

Consequently, if an input u is admissible then necessarily 

I I 

Z :=R-2 (BTK++S)x(xo.u)+R 2 u 

is a regular distribution. This implies that if u is admissible then it must satisfy 

1 

U =R-'2 Z -R-1(B TK+ +S)x(xo. u) 

for some regular z. Now, if the latter holds then of course x (x 0, u) satisfies 

I 

x=(A -BR-1(B TK++S»x+BR-'2 z+Sxo 

and therefore, since z is regular, x(xo, u) is regular. In tum, this implies that u is regular. We con­

clude that if R > 0 then every admissible input is regular and, in particular, for all Xo e RIt we 

have 

U adm(XO) = {u e L~Ioc(R+) I lim x(xo, u) (t) = O} . , t __ 

(Here, L~ loe (R+) denotes the space of m-vectors with components in LZ.loe( R +». Furthennore, 

in that case for all u e U adm(XO) we have by definition 

- 1 I 

J(xo, u)= J IIR-'2 (BTK+ + S) x(xo, u) +R'2 ull2 dt +xbK+xo • 
o 

which is easily seen to be equal to J ro(x(xo, u) (t), u(t»dt. The conclusion we draw from all 

° this is that if R > 0 then the problem as we formulated it in Section 4 coincides with the 
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"classical" problem formulation as studied in [15]. We shall briefly recall its solution here. Let 

K- be the smallest solution of the algebraic Riccati equation (5.1) and let A := K+ - K- (the 

"gap" of (5.1». 

Theorem 5.1. [15] Let R > 0, (A, B) controllable and r ¢ 0. Then we have the following: 

(i) Forallxo E JR." v+dist(xo)=xbK+xo. 

(ii) For all Xo E JR." there exists an optimal input u* E U adm(xo) if and only if A> O. 

(iii) Let A> O. Then for each Xo E JR." there is exactly one optimal input u* E U adm(XO). This 

input is given by the feedback law 

u =-R-1(BTK+ +S)x . 

(iv) A - BR-1(BTK+ + S) is asymptotically stable if and only if A> O. o 

6. A STRONGLY CONTROLLABLE SUBSPACE FOR (A, B, (0) 

In the remainder of this paper we assume that the matrix R appearing in the cost functional 

(1.2), (1.3) is equal to zero. It is easily verified that a real symmetric matrix K is an element of r 

if and only if A T K + KA + Q ~ 0 and KB + S T = O. In the sequel, for K E r we shall denote 

(6.1) L(K) :=ATK +KA + Q . 

For Xo E /R" the class of admissible inputs U adm(XO) is in this case given by 

U adm(XO) = {u E U dist I L(K)x(xo, u) is regular and x(xo. u) is stable} 

(whereK E ris arbitrary). Furthermore, the costJ dist(XO, u) is given by 

00 

J dist (xo , u) = J IICKX(XO, u)1I2dt + xbKxo , 
o 

where, again. K E r is arbitrary and where CK is any matrix such that C'kCK =L(K) (of course, 

L(K)x is regular if and only if CKX is regular). 

For K E r, let T(K) denote the strongly controllable subspace associated with the system 

i =Ax + Bu, y = L(K)x, i.e., 

(6.2) T(K) := T(A, B. L(K» . 

Furthermore, for i = 0, 1,2, ... ,let Ti(K) be defined recursively by 
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To(K)=O, 
(6.3) 

Ti+1(K)=imB +A(Tj(K)(l kerL(K». 

As already noted in Section 3 we have T",(K) = T(K). It turns out that Ti(K) is, in fact. indepen­

dent of K and that we have: 

Lemma 6.1. Let K 1. K 2 E r. Then for all i we have 

(i) Ti(K 1) = Ti(K 2) =: Tj , 

(ii) Tj c: ker(K 1 -- K 2) , 

(iii) Tj (l ker L (K 1) = T j (l ker L (K 2) . 

Proof. We first prove (i) and (ii). This is done by induction. For i = 0 the claims are obvious. 

Now assume they are true up to i, that is, assume Ti(K 1) = Ti(K 2) =: Ti and Ti c: ker (K 1 -- K 2)' 

Let XE Ti+l(K). There exists UE IR m and WE Tj such that x=Bu+Aw and L(Kt)w=O. 

Obviously we have 

and hence 

Since W E T j we have (K 1 -- K 2) W = O. Thus we find W T L (K 2) W = 0 and therefore 

we kerL(K2). We conclude that x e Ti+t(K2)' By again applying (6.4) and using the fact that 

K IB = K 2B, we obtain 

(K1--Kl)X=(K1--Kl)(Aw+Bu) 

=(K t --K2)Aw=O. 

By interchanging K 1 and K 1 we also find the converse inclusion. Put 

Ti+l := Ti+l (K 1) = Tj+l (K 2)' Then Ti+1 c: ker(K 1 -- K 2)' This proves (i) and (ii) for all i. Finally, 

(iii) follows immediately from the facts that for all x e Tj we have K 1 X = K 2X and that L (Kj );;:: 0 

U = I, 2). 0 

As a consequence of the above result we also find that the limiting subspaces T(K 1) and 

T(K2) (see (6.2» coincide for K ltKl e r. Thus we have assigned to the quadruple (A, B, Q. S) 

a unique subspace T (K), independent of K e r. This subspace will be denoted by T*. Also by 

the previous lemma we know that for K 1. K 2 E r we have K 1 I T* = K 2 I T* . Finally. we know 

that the subspace T* (l ker L (K) is independent of K for K e r. This subspace is therefore also 

uniquely detennined by (A. B, Q. S). It will be denoted by W*. It follows from (6.3) that 
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(6.5) AW* c T*. imB c T* . 

In the sequel. the subspaces T* and W* and the mapping K I T* for K E r will play an 

important role in characterizing the optimal cost and optimal controls for the optimization prob­

lem under consideration. One possible way to calculate T* • W* and K I T* is of course first to 

calculate some K E r and then to apply the algorithm (6.3). However, it is not clear in general 

how to calculate an element of r (see e.g. [2]). Instead, we shall therefore develop a recursive 

algorithm to calculate T* • W* and K I T* without having to calculate an element of r first. At 

each iteration. the algorithm calculates a subspace R j of the state space, a matrix Vi such that 

im Vi = Ri and a matrix Si' We will show that, for all K E r, Tj(K) = Ri and that the map 

K I Ti(K) is given by -sf. Consequently, T* = RlI and K I T* is given by -Sr. 

Algorithm 6.2 

data: A, B, Q. S 

step 1: PutR 1 := im B, VI :=B. S 1 := S. 

from ito i + 1: Put 

R-+l = im B + AV· ker(VTQV· - S·A V. - (S ·AV·)T) , 'I I II II 

Let dim Ri+l = mi+l' Choose Vi+1 E IR"X1n;+1 such that Ri = im Vi+1• Let Ui and Xi be matrices 

such that Ri+l = im Vi+l. 

Let Ui and Xi be matrices such that 

and 

Then defme a matrix Si+l E IR11'I;+lXII by 

S;+1 =uTs +xT(VTQ -SiA) . 

Theorem 6.3 For all i = 1, 2, 3, . .. and K E r we have Ri = Tj(K) and KVi = -sf. Furthermore, 

T* =RlI , 

and KVlI = -Sr for all K E r. 

Proof. We first prove the first two assertions. Clearly. these are true for i = 1. Assume now they 

are true up to i. Then we clearly have 



-13 -

Therefore 

(6.7) Ti(K) II ker L(K) 

= {Vi~ I L(K) Vj~=O} 

= {Vi~ I tTvTL(K)Vi~=O} 

= Vj ker(VT QVj - SjAVi - (SjAVil) , 

which immediately implies that Ti+1 (K) = Ri+l' Next we show KVi+l = -ST+l' Since 

imXi ckerVTL(K) Vi 

and since L (K) ~ 0, we find L (K) ViXj = O. This yields 

KAVjXj = (A T sf - QVj ) Xi 

and hence 

--ST - i+1' 

Thus we have proven the first two assertions. Of course, the facts T* = R", and KV", = -S~ follow 

immediately. Finally, (6.6) follows from (6.7). [] 

7. A SUITABLE DECOMPOSITION OF THE STATE SPACE 

In this section we shall introduce a decomposition of the state space that will enable us to 

display some important structural properties of the system (A, B) and the quadratic fonn 

O)(x, u)=x
T
Qx+2u

T
Sx. Let Xlo'" ,xs , xs+lt··· • Xl> Xt+lt'" • X'" be an orthononnal basis of 

JR'" such that Xs+l' ••• ,X", is a basis of T* and Xs+l • •••• Xt is a basis of W* . In other words, 

decompose JR '" as an orthogonal direct sum IR '" = X 1 E& X 2 E& X 3 with X 2 = W* and 

X2 6:l X3 = T*. Using (6.5) we find that the matrices of A and B with respect to this basis have 

the form 
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Moreover, the matrix of Q with respect to such basis is symmetric. Let it be given by 

Also, if K E r then its matrix with respect to the above basis is symmetric. Let it be given by 

Let (xI. xI, xIl be the coordinate vector of an arbitrary x E JR.". The equations of the system 

x = Ax + Bu can be arranged in such a way that they have the form 

(7.1) Xl =A llXl +A 13X3 , 

Finally, for K E r, let L(K) be as defined by (6.1). With respect to the basis introduced above 

[ 

L11 (K) 0 L13(K)] 

L(K) = 0 0 0 . 

L13(Kl 0 L33(K) 

(Here, the zero blocks appear due to the fact that X2 = W* c ker L(K». We shall prove the fol­

lowing lemma: 

Lemma 7.1. 

(i) LetK E r. ThenL33(K) > O. 

(ii) The system 

with state space X 2 e X 3 (=T*), input space JR. m and output space X 3, is strongly controllable. 

Proof. (i) Let (xI.xI,xI)T be the coordinate vector of x E JR.". First note that L33(K)~ O. 

Assume L33(K)X3 =0. Let x be the vector with coordinates (OT, OT, xIl. Then iTL(K) x =0 

whenceL(K) i =0. Consequently, i E T* (') ker L(K) =X2' Also, i E X3.Thusx = 0 so X3 =0. 
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(ii) Let T(Ll) be the strongly controllable subspace associated with the system kl' We shall 

prove that T (1:,) = X, Ell X 3. First !IOte that there exists Go = [::] such that 

[ [ ~: ~::] + [::] (0 I)] T(1:,) c: T(1:d 

and that 

Now assume that T (Ll) eX 2 (f) X 3 with strict inclusion. Define V c IR 11 by 

Then clearly V c T* with strict inclusion. Now take an arbitrary K E r. Recall that T* is equal 

to the strongly reachable subspace of (A, B, L (K». Now, we claim that there exists G such that 

(7.3) (A +G L(K» V c V . 

Indeed, (7.3) holds if we take 

G:= [-::lo 0 L 33(KF') 

We also have 

(7.4) im B c V . 

. This however contradicts the fact that T* is equal to the smallest subspace V for which a G exists 

such that (7.3) and (7.4) hold. [] 

We shall also need the following: 

Lemma 7.2. LetKl.Kz E r. with 

(I = 1, 2) . 
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Then K Hj = K 2ij for all (i, j) ::f:. (1, 1). 

Proof. It was already noted in Section 6 that K 1 I T* = K 2 I T* . Thus, K 1 and K 2 coincide on 

X2 El) X 3 • 0 

For K E r. denote the fixed blocks Kij , (i, j)::f:. (1. I). by M ij . Define 

(7.5) M := [:T2 ::: : ::]. 

MT3 Mh M3:3 

We note that the matrix M can be calculated from the system matrices A, B, Q and S directly, by 

means of the Algorithm 6.2. 

8. A REDUCED ORDER REGULAR LINEAR QUADRATIC PROBLEM 

In this section we show that in order to tackle the linear quadratic problem associated with 

our original system x = Ax + Bu and quadratic form ro(x, u) = xT Qx + 2u T Sx we can consider the 

linear quadratic problem associated with the subsystem Xl = A 11 Xl + A 13X:3 (see (7.1» and qua­

dratic form 

Here, Qn Sr and Rr are defined as follows: 

(8.2) Qr :=A11MT2 +M12A21 +AI1MT3 +M13A 31 +Q11 • 

(8.3) Sr :=AhM[2 +AI3Mf3 +Mf3A U +MhA21 +M33A 31 +Q[3 , 

(8.4) Rr :=Mf3A 13 + Af3M 13 +M13An + A 13M23 + M:33A 33 +AI3M 33 +Q33 

In this reduced order linear quadratic problem X3 is treated as an input. The intuition for this is 

provided by the following obseIVation: 

Lemma 8.1. Assume r::f:. 0. Then the following statements are equivalent: 

(i) K E r, 

(ii) K = [:~ :: : :]. with K 11 a real symmetric matrix satisfying the linear matrix ine­

MT3 Mh M33 

quality 
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Proof. As a1ready noted before, K E r if and only if L (K) ~ 0 and KB + ST = O. This implies 

[ 

L1l(K) L13(K)l > 

L13(Kl L33(K) J - 0 . 

By writing out the expression AT K + KA + Q in tenns of our decomposition and using the fact 

that K can be written as 

(see Lemma 7.2), we obtain 

(8.6) Lu(K)=ATiK ll +KnAll +Qr , 

(8.7) LI3(K) =K llA 13 + S; , 

Thus we find that K 11 satisfies the linear matrix inequality (8.5). The converse implication can be 

proven analogously, using the assumption that r ¢: 0. 0 

As noted in Section 4, the optimal cost Vdist for our linear quadratic problem is represented 

by the matrix K+, the largest element of r. Using the previous lemma it can be proven easily that, 

in fact, 

with Kit the largest real symmetric solution to the reduced order linear matrix inequality (8.5). 

(Note that (A 11, A 13) is controllable if (A. B) is controllable. so a largest solution to (8.5) indeed 

exists). Now. recall from (8.8) that Rr =L33(K) and hence by Lemma 7.1 that Rr > O. Thus, the 

linear quadratic problem associated with the system (A 11, A 13) and quadratic fonn co,. (with x 3 

treated as an input) is regular. It is a basic result from [15] that in that case the largest solution of 

the linear matrix inequality coincides with the largest solution to the corresponding algebraic Ric­

cati equation. Thus we obtain the following nice characterization of the optimal cost Vdist (xo) of 

our singular indefinite linear quadratic problem: 
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Theorem 8.2. Assume (A, B) is controllable and r:f:. 0. Then 

where Kt 1 is the largest real symmetric solution of the algebraic Riccati equation 

(8.9) ATtKn +KllAn +Qr-(KllA13+S~)R;I(Af3Kl1 +Sr)=O . 

We recall that the matrices Mij can be calculated recursively using the Algorithm 6.2. In order to 

calculate Ktl one first has to calculate Qn Sr and Rr and, subsequently, the largest real symmetric 

solution of (8.9). 

9. CHARACTERIZATION OF OPTIMAL CONTROLS 

Next, we tum attention to a characterization of optimal controls and optimal state trajec­

tories. It will tum out that these can be characterized in tenns of the optimal system (A 11. A 13) 

with quadratic fonn Wr • In the sequel. denote the associated cost functional by 

(9.1) Jr(XOl.X3):= J Wr(Xl(t),X3(t»dt , 
o 

where it is understood that x 1 and x 3 are related by 

Recall that since Rr > 0 the class of admissible inputs for the latter problem consists only of regu­

lar distributions. The optimal cost is equal to Vi(xIO) :=xfoKtlXIO. where Ktl is the largest real 

symmetric solution of (8.9). 

Now the idea that we want to elaborate is the following. We shall first detennine the 

optimal "control" xt for the linear quadratic problem associated with (9.1). (9.2). Since this is a 

regular problem we know how to do this. Let xt be the corresponding state trajectory. Next, we 

detennine an input u for the original system (1.1) that "generates" these xt and xJ (together with 

some x 2)' Equivalently. we look for an admissible input u such that the equation 

(9.3) 

is satisfied with x 1 = xt and X3 = xJ (for some X2)' Such input u turns out to exists due to the fact 

that 1:1 (see Lemma 7.1) has a right-inverse. Finally, we shall show that such u is optimal for our 
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original linear quadratic problem. 

Lemma 9.1. Let x 1 and X3 be arbitrary stable Boh! distributions. Then there exists an impulsive­

regular distribution u such that u, x 1 and X3 satisfy (9.3). for some stable X2. If, in addition, Xl 

and X3 satisfy (9.2) then any such distribution u satisfies u e U adm(xO)' 

Proof. Denote Co := (0 I). 

AOO=[~: ~:] 'BOO=[::] 'EOO=[~::] . 

According to Lemma 7.1 the system (Ao. Bo. Co) is strongly controllable. Hence (A o, Bo) is con­

trollable. Consequently, there exists F 1 such that o'(A 0 + B of 1) c C-. Also, the system 

(A 0 + B of 1, B 0, CO) is strongly controllable. Now, put 

U =F I [::] +> 

Then (9.3) is equivalent to 

(9.4) [~:l =<Ao+BoFI) [::] +BOV+EoXI+B[::] 

Define 

Gl(S) :=Co(ls -Ao -BoFlrlBo • 

Ht(s):=Co(Is-Ao-BoFl)-l. 

The transfer matrix G 1 has a polynomial right-inverse, say P. Consider the equation 

(9.5) X3=G 1(5(1»* v + H 1(l5(1» * (EOXI +5 ). 
[

X 02] 
X03 

Clearly, if v satisfies (9.5) then v, Xl andx3 satisfy (9.4). Define 

v :=P(&(1» * [x, -H 1(&(1» * (EoXl + & [::] )] 

Then v indeed satisfies (9.5), Since Xl and X3 are stable Boh! distributions and 

o'CAo + BoF 1) c C- and since convolution with p(5(1» represent differenzations, we find that v 

is impulsive-Boh! and stable. In tum, by (9.4), this implies that X2 is impulsive Boh! and stable. 

Now define 
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Then u, Xl> Xz and X3 satisfy (9.3), with xz stable. Next we show that if Xl and X3 are stable Bohl 

distributions and if u, Xl and X3 satisfy the equations (9.2) and (9.3) with Xz stable, then u is 

admissible. This is however obvious since then x(xo, u) = (xI. xI, xI) so L (K) X (x 0, u) is regular 

(see Section 7). 0 

Now, the existence of optimal controls for our singular indefinite linear quadratic problem 

turns out to depend on the gap of the reduced order Riccati equation (8.9). Let Ki1 be the smallest 

real symmetric solution of (8.9). Define fl., := Kt1 - Kil' Furthermore, define 

(9.6) Ar :=A u -AI3R;1(AI3Ktl +Sr) . 

Recall from Theorem 5.1 that cr(Ar) C C- if and only if fl.r > O. We have the following result: 

Theorem 9.2. Assume that (A, B) is controllable and r *' 0. Then for all Xo E IR
n 

there exists 

an optimal input u if and only if fl.r > O. Assume that the latter holds. Let X 0 E JR n and let 

u E U adm (x 0) with corresponding state trajectory x = (xT. xI, xIl. Then u is optimal if and only 

if Xl and X3 are equal to the Bohl distributions given by 

(9.7) 

(9.8) 
At 

Xl(t)=e 'XIO (t~O). 

and u, Xlt Xz and X3 satisfy (9.3) withxz stable. 

Proof. If fl.r > 0 then X 3 defined by (9.7) is the unique optimal input for the linear quadratic prob­

lem (9.1), (9.2). Furthermore, Xl and X3 are stable Bohl distributions that satisfy (9.2). Let 

u E U adm(XO) be such that Xl> X3 and u satisfy (9.3) with Xz stable. We claim that any such u is 

optimal. To prove this, it suffices to show that J dist (x 0, u) = XbK+ X o. Now, by definition 

-
(9.9) J dist(XO. u) = f IICr xllz dt + xbK+xo • 

o 

where Cr is such that Ck+CK+ =L(K+). Obviously. 

(9.10) IICK+xIlZ 

=xIL11 (K+)Xl + 2xIL 13 (K+) Xl +xIL33 (K+)X3 

=xI (AIIKtl +KtlA 11 +Qr)Xl +2xI (Kt1 A 13 +S~'>XI 
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By integrating this, using the facts that lim x I (t) = 0 and that 

we find that 

t-+<><> 

J ro,.(Xlt X3) dt = Vi(XlO) =xToKtlXlO , 
o 

00 

J IICK +xI12 dt=0 . 
o 

Conversely, assume that U E U adm(xo) is optimal. We first claim that Xl and X3 are regular. 

Indeed, since L(K+) X is regular, L 13(K+lxI +L33(K+)X3 is regular. Hence X3 =-L33(K+r
l 

LI3(K+lxl. Since also xl =AllXl + Al3X3 + axlO, this proves our claim. Now, since U is 

optimal, we have J di.st(XO, u) =xbK+xo. Using (9.9) and (9.10) this yields 

and 

00 

00 

J dd (xTKtlXl)dt+Jr(XOl,X3)=0 , 
o t 

respectively. Now, since U is admissible we have limxI (t) = 0 and hence we find 
t-+"" 

so x3 is optimal for the linear quadratic problem associated with (9.1) and (9.2). This however 

implies that X3 is given by (9.7). Obviously, U, Xl> Xl and X3 also satisfy (9.3) with X2 stable. 

Finally, if an optimal U exists for all Xo then by the above also an optimal x3 exists for all XOI (for 

the linear quadratic problem associated with (9.1) and (9.2». Hence Ar > O. [J 

If follows from the above theorem that if X 0 E R. n and if U is an optimal input, then the 

corresponding optimal state trajectory X = (xT, xi, xl llooks as follows: x 3 is regular and equals 

the function that takes the value X03 in t = 0 and the values X3(t) given by (9.7) for t > O. Note 

that X3 makes a jump from x30 to -:-R;l(A13Ktl +Sr)XlO. the component Xl is smooth. It 

corresponds to the function given by (9.8) for t ~ O. Finally, X2 is an impulsive-regular distribu­

tion that in general has a non-zero impulsive part. We note that every optimal input U yields the 

same Xl and X3' However, the component Xl in general depends on the particular choice of u. 

The regular part of any optimal trajectory x however for t > 0 corresponds to a movement on the 
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An obvious question that now arises is: when do we have uniqueness of optimal controls? It 

turns out that a condition for this can be formulated in terms of the real rational matrix 

H(-s, s) :=S([s -A)-lB +BT(-ls _ATr1ST 

+BT(-ls -ATrlQ(ls -Ar1B . 

This matrix also appears in [15]. In fact, it was shown there that thefrequency domain inequality: 

H(-iro, iro)i! 0 for all ro E IR such that iro is not a pole of H(-s, s), is equivalent to: r* 0. 

Without proof we state the following: 

Theorem 9.3. Assume (A, B) is controllable, r * 0 and Il.r > O. Then for all Xo E IR n there exists 

exactly one optimal input u * if and only if H (-s, s) is an invertible real rational matrix. 0 

10. CONCLUSIONS 

In this paper we have studied a general version of the infinite horizon linear quadratic 

optimal control problem. We have proposed a mathematical formulation of the problem in case 

that the cost criterion is given by the integral of an indefinite quadratic form, while at the same 

time the weighting matrix R of the control input is not necessarily invertible. In our subsequent 

treatment of this optimization problem we have restricted ourselves to the totally singular case, 

i.e .• the case that R = O. Under this assumption we have found a characterization of the optimal 

cost or, equivalently. of the largest real symmetric solution of the corresponding linear matrix 

ineqUality. It was shown that this solution can be found by means of the recursive algorithm (6.2) 

followed by the calculation of the largest real symmetric solution of the reduced order algebraic 

Riccati equation (8.9). In Section 9 we have given a characterization of all optimal controls. We 

have also given necessary and sufficient conditions on A, B and ro such that for every initial con­

dition there is exactly one optimal control input. 

Of course. the results of this paper are incomplete in the sense that we did not treat the most 

general case "R i! 0" but only the case "R = 0" (the classical case "R > 0" is treated in [15]). In 

the case that we only have Ri!O instead of R = 0 it is indeed also possible to develop an analysis 

based on a strongly controllable subspace T* associated with (A. B, ro). At this moment however 

it seems difficult to develop an algorithm like 6.2 to calculate this subspace T* , the associated 

W* and the fixed mapping K I T* in this most general case. The latter is left for future research. 
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