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CHAPTER I

INTRODUCTION

Adaptive antenna arrays are c u r r e n t l y  the sub jec t  o f  ex tens ive  i n 
v e s t ig a t io n  f o r  radar and communications systems a p p l i c a t i o n s . The 
i n t e r e s t  in  th is  area stems from the f a c t  th a t  an adapt ive array au to 
m a t i c a l l y  es tab l ishes  p a t te rn  n u l l s  in  d i r e c t i o n s  from which undesired 
s igna ls  are received and provides gain to  the desired s ig n a l .  An 
adapt ive array the re fo re  o f fe rs  the c a b a b i l i t y  o f  improving system per
formance by enhancing the a b i l i t y  to  acqu ire  and t ra ck  desired s ig n a ls ,  
even when the undesired s igna l  sources have much h igher le ve ls  r e l a t i v e  
to  the desired s ig n a l .  This l a t t e r  c a p a b i l i t y  is  one o f  the fundamental 
advantages o f  adapt ive arrays compared to convent ional waveform proces
s ing techniques which g e n e ra l ly  re q u i re  a la rge spectrum spreading 
f a c t o r  to  ob ta in  comparable leve ls  o f  undesired s igna l  suppression.

An adapt ive array is  an array o f  antenna elements fo l lowed  by an 
adapt ive processor.  An adapt ive processor func t ions  to  combine the 
element outputs to  op t im ize  the ou tpu t  s igna l  according to  an appro
p r i a t e  performance c r i t e r i o n .  Ear ly  work in the area o f  adapt ive arrays 
considered adaptive processing as an opt imal con t ro l  problem. Widrow, 
e t  a l , [ 1 ] ,  presented tfie basic  feedback a lgor i thms which seek to  
minimize the mean square e r r o r  between the array output  s igna l  and the 
desired s ig n a l .  Applebaum [2 ]  developed the con t ro l  law theory o f  
s ide - lo be  cance l le rs  usino maximizat ion o f  the output s ig n a l - to - n o is e  
r a t i o  as a performance c r i t e r i o n .  The theory  o f  adapt ive arrays has 
s ince been developed to s a t i s f y  the requirements o f  radar and communi
ca t ions  system a p p l i c a t io n s .  In radar a p p l i c a t i o n s , the desired s igna l  
d i r e c t i o n  o f  a r r i v a l  is  gene ra l ly  presumed known a p r i o r i . This 
a p r i o r i  knowledge is  u t i l i z e d  to  s te e r  the main beam on the desired 
s igna l  w h i le  r e je c t i n g  a l l  o ther  s ig n a ls .  G r i f f i t h s  [ 3 ]  presented a 
m o d i f i c a t io n  to  Widrow's le a s t  mean square (LMS) a lgo r i thm  which can 
be app l ied  to  the known d i r e c t i o n  o f  a r r i v a l  case. Brennan, e t  a l .  [ 4 ] ,  
along w i th  Widrow [ 5 ]  developed f i r s t  o rder  approximations to  the e f f e c t s  
o f  noise in the co n t ro l  loops assuming the presence o f  the desired 
s igna l  does not c o n t r ib u te  s i g n i f i c a n t l y  to  the we ight  s o lu t io n s .  This 
assumption was also employed by Reed, e t  a l .  [ 6 ] ,  in  an ana lys is  which 
showed tha t  an adapt ive processor which is  ca lcu la ted  d i r e c t l y  from a 
sample covariance m a tr ix  o f  the in p u t  s ign a ls  converges ra p id l y  to  an 
optimum processor in  an a r b i t r a r y  s igna l  environment.  Other r e s u l t s  
re la te d  to  the radar a p p l i c a t io n s  can be found in  [ 7 , 8 , 9 ] .  In com
municat ions systems, the a p p l i c a t io n  addressed h e re in ,  an adapt ive
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array must genera l ly  be implemented w i thou t  a p r i o r i  knowledge o f  the 
desired s igna l  d i r e c t io n  o f  a r r i v a l  since sources o f  desired s ignal 
are located a t  unknown p o s i t io n s .  An overview o f  various techniques 
which can be used to d is t in g u is h  between desired and undesired s ignal 
sources in  the unknown d i r e c t io n  o f  a r r i v a l  case was presented by 
Ba ird ,  e t  a l . [10 ] .  The choice o f  a technique tends to be d ic ta te d  
by the s p e c i f i c  communications a p p l ic a t io n .  The power invers ion  
techniques [ e . g . ,  11] ,  which r e l y  on very rapid  n u l l i n g  o f  h ig h - leve l  
i n t e r f e r i n g  s igna ls  c h a ra c te r i s t i c  to the feedback a lgor i thm s,  have 
shown promise where l i t t l e  or  no a p r i o r i  in fo rm at ion  regarding the 
desired s ignal waveform is  avai 1 able"," eTg. ,  during a prelockup phase 
before code t im ing has been es tab l ished in  a coded communications 
channel. One problem w i th  t h i s  approach is  th a t  the adaptive processor 
g radua l ly  forms a n u l l  on the desired s ig n a l .  N u l l ing  o f  the desired 
s igna l  was prevented in  Widrow's a lgor i thm by sub t rac t ing  the desired 
s ig n a l ,  which was assumed known, from the array output and then using 
the r e s u l t  as the e r ro r  s igna l  in  the feedback loop. Using Widrow's 
basic a lgo r i thm , R ieg le r  and Comption [12 ]  showed tha t  n u l l i n g  o f  the 
desired s ignal can also be prevented i f  a reference signal which 
adequately resembles the desired s ignal is subtracted from the array 
output  to form the e r ro r  feedback s ig n a l .  Huff  [13 ]  and Reinhard 
[14 ,15 ]  extended th is  idea to  a coded communications a p p l ic a t io n .  The 
basic  f e a s i b i l i t y  o f  using a de lay - lock  loop to es tab l ish  i n i t i a l  code 
t im ing  under h igh - leve l  i n t e r f e r i n g  s igna l  cond i t ions  has also been 
demonstrated [16 ] ,  Koleszar [17 ]  developed techniques f o r  determining 
the s t a t i s t i c s  and spectra l  c h a ra c te r i s t i c s  o f  the adaptive array 
weights when the desired signal is  corrupted by a d d i t ive  random noise.

The purpose o f  th is  research was to genera l ize previous work to 
coded communication system app l ica t ions  where the desired s igna ls  
received a t  the array are pulsed. A t ime d i v i s io n  m u l t ip le  access 
(TDMA) communications system is  an example o f  one such a p p l ic a t io n .
The e f fec t iveness o f  u t i l i z i n g  an adaptive array to improve the
s ig n a l - to -n o is e  r a t i o  in  such a system is  h igh ly  dependent upon the
a b i l i t y  to r a p id ly  form a beam on the pulsed desired s ig n a l .  Since 
i n t e r f e r i n g  s ignals  could be pulsed, the pa t te rn  n u l l s  should also be 
formed â . ra p id ly  as possib le  in  order to minimize loss o f  data. 
Consequently, a major po r t ion  o f  th is  study was devoted to i n v e s t i 
g a t in g ,  both a n a l y t i c a l l y  and expe r im en ta l ly ,  the t ra n s ie n t  response 
c h a ra c te r i s t i c s  o f  adaptive arrays.

A b r i e f  d e sc r ip t io n  o f  the TDMA system concept, fo l lowed by an 
overview o f  fac to rs  to be considered in  se le c t in g  a s p e c i f i c  approach 
to implementing a TDMA/adaptive array system, are presented in 
Chapter I I .  In Chapter I I I ,  the complex envelope representa t ion  of  
the inpu t  s ignals  and appropr ia te  performance measures are formulated. 
Optimal so lu t ions  f o r  the adapt ive processor are then presented. In
Chapter IV, the ideal t ra n s ie n t  and s teady-s ta te  performance o f
d i g i t a l  and analog models o f  the LMS a lgo r i thm  and the modif ied
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( G r i f f i t h ' s )  LMS a lg o r i thm  are reviewed. The r e la t i o n s h ip  between 
i n i t i a l  weights and loop convergence is  a lso discussed. Then, the 
e f f e c t s  o f  con t ro l  loop noise on the a r ray  output s igna l  and on 
coherent de tec t ion  o f  th a t  s igna l  are examined in d e t a i l .  The 
a n a lys is  represents an extension o f  the work by Brennan, e t  a l . [ 4 ] ,  
to  the coded communications a p p l i c a t io n  in  which the presence o f  the 
des i red  s igna l  cannot be neglected and the desired s ig n a l  d i r e c t i o n  
o f  a r r i v a l  may or may not be assumed known a p r i o r i . Second order  
e f fe c ts  o f  con t ro l  loop noise are also taken in to  account.  The 
a n a lys is  d i f f e r s  from the research conducted by Koleszar [17 ]  in  t h a t  
the e f f e c t s  o f  loop noise on the ar ray ou tpu t  s igna l  are determined 
under h ig h - le v e l  in p u t  i n t e r f e r i n g  s igna l  con d i t io ns .  The re s u l ts  o f  
t h i s  ana lys is  w i l l  serve as a basis f o r  determin ing an upper l i m i t  on 
the ra te  o f  convergence o f  the LMS a lg o r i th m .  The t r a n s ie n t  response 
o f  the LMS a lgo r i thm  is compared w i th  the response o f  the d i r e c t  m a t r ix  
in ve rs io n  technique in  Chapter V. An ana lys is  o f  a technique f o r  
e s t im a t ing  the desired s igna l  d i r e c t i o n  o f  a r r i v a l  ve c to r  assuming an 
idea l  re ference s igna l  is  then presented. One purpose o f  t h is  ana lys is  
was to  determine the length  o f  averaging t ime requ ired  to  ob ta in  an 
adequate est imate o f  the d i r e c t i o n  o f  a r r i v a l  vector  f o r  use in  
i n i t i a l i z i n g  or  mod i fy ing  the LMS a lg o r i th m ,  thereby improving adapt ive 
a r ray  performance. The experimental performance o f  a TDMA/adaptive 
processor system, implemented using the  LMS a lg o r i th m ,  is  described in  
Chapter VI.  The adapt ive processor employs waveform processing to  
generate the reference s ig n a l .  Experimental measurements o f  data b i t  
e r ro rs  which occurred upon d e te c t ing  a bandpass l im i t e d  adapt ive a r ray  
output  s igna l  plus a d d i t i v e  noise in  a d i f f e r e n t i a l  ( DPSK) d e te c to r  are 
presented. These data were obta ined under s te a d y -s ta te ,  t r a n s ie n t ,  
and high co n t ro l  loop noise cond i t ions  w i th  c .w . ,  moderate bandwidth, 
and wide bandwidth i n t e r f e r i n g  s igna ls  success ive ly  app l ied  to the 
adapt ive array in p u ts .  The experimental re s u l ts  are compared, where 
app rop r ia te *  w i th  the a n a ly t i c a l  r e s u l t s  der ived in  Chapter IV, A 
summary and conclusions are given in  Chapter V I I .
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CHAPTER I I

TDMA -  ADAPTIVE ARRAY DESIGN OBJECTIVES

A. In t r o d u c t i  on

Abbrevia ted desc r ip t ion ! ;  o f  the TDMA s ig n a l in g  concept [1 8 ,1 9 ]  
and the p roto type TDMA modems used in  performing the experiments 
described in  Chapter VI are presented in  the f o l lo w in g  two sub
sec t ions .  These de sc r ip t io n s  are fo l lowed by an overview o f  the 
fa c to rs  considered in se le c t in g  a s p e c i f i c  approach to  implement
ing a j o i n t l y  ope ra t iona l  TDMA/adaptive array s a t e l l i t e  communica
t ions  system. The repor ts  c i t e d  conta in  d e ta i le d  d esc r ip t io n s  o f  
the TDMA and adapt ive ar ray in v e s t ig a t io n s  completed p rev iou s ly .  
Most o f  the d iscussions presented in  t h i s  chapter were documented 
p re v iou s ly  in  [2 0 ] .

B. The TDMA S igna l ing  Concept

In  TDMA s a t e l l i t e  communication systems, the t ime continuum 
is  d iv ided  i n t o  non-over lapping in te r v a ls  or s l o t s ,  each o f  which 
i s  (norma l ly )  a l lo ca te d  f o r  the re la y in g  o f  s igna l  from no more 
than one te rm ina l  a t  a t ime. The s lo t s  are normal ly  def ined w i th  
respect to the t ime base o f  a s igna l  present on the s a t e l l i t e  down
l i n k  designated as the network c lock s igna l  (NCS). At each user 
te rm in a l ,  the t ime base o f  a lo ca l ly -g e n e ra te d  s igna l  (c lock )  is  
a l igned w i th  the t ime base o f  the received NCS to e s ta b l is h  a loca l  
rece ive  c lock .  In tu r n ,  a t ran sm i t  c lock is  timed so th a t  pulses 
t ra nsm i t te d  by the te rm ina l  during in te r v a ls  i d e n t i f i e d  from the 
t ra n sm i t  c lock occupy assigned t ime s lo t s  on a r r i v i n g  at  the 
s a t e l l i t e .  Normal ly ,  the in fo rm a t io n  needed to ma in ta in  proper 
t r a n s m i t te r  t ime is  obtained by es t im a t ing  the e r r o r  in  a r r i v a l  
t ime o f  pulses t ran sm i t te d  by the te rm ina l  as they are received on 
the down-1 ink  r e l a t i v e  to  the loca l  receive c lock .

The TDMA techniques developed at  The Ohio Sta te  U n iv e rs i t y  
r e l y  on the use o f  two coupled sanpled-data del ay - lock  loops a t  
each user term ina l  to  main ta in  the desired t im ing  re la t io n s h ip s  
between the t ra n sm i t  and receive c lock s igna ls  and the NCS.
Baseband waveforms having appropr ia te  c o r r e la t io n  p ro p e r t ie s ,  
e . g . ,  pseudo-noise (PN) codes, are impressed as d i g i t a l  phase
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modulation on each pulse processed by the loops. Properly designed, 
the synchroniz ing loops w i l l  main ta in  the t ransm it  and receive 
t im ing e r ro rs  at values which are small r e la t i v e  to  the dura t ion  
o f  the symbols which comprise the modulation waveforms. Consequ
e n t l y ,  a s in g le  loca l  receive c lock can be used at a terminal to 
t ime the demodulation o f  a l l  data ca r ry in g  pulses present on the 
down-l ink to th a t  te rm ina l .  Moreover, a s ing le  c lock s ignal can 
be employed w i th in  the s a t e l l i t e  to generate s igna ls  which are 
synchronized w i th  respect to the received s ig na ls .  This l a t t e r  
c lock s igna l  can be generated autonomously w i t h in  the s a t e l l i t e  
i f  the NCS is  generated in  synchronism w i th  i t  by a s a t e l l i t e -  
borne subsystem. As should become ev ident  subsequently,  a 
s a t e l l i t e - b o r n e  adaptive array which s e q u e n t ia l ly  forms main beams 
in  d i re c t io n s  from which des ired ,  pulsed-envelope s igna ls  are 
received and nu l ls  in d i re c t io n s  from which undesired s igna ls  are 
received can be implemented w i th  r e l a t i v e  ease i f  the system 
design is  based on the autonomous generation o f  a s ing le  clock 
s ignal w i th in  the s a t e l l i t e .

C. Abbreviated Descr ip t ion  o f  the
Prototype TDMA Modems

The fou r  prototype TDMA modems which were implemented to 
demonstrate the p ra c t ic a l  f e a s i b i l i t y  o f  the TDMA technique 
developed prev ious ly  can be conf igured to es tab l ish  e i th e r  a 
lower-ra te  format (LRF) or a h ig h e r - ra te  format (HRF) as shown 
in  Figure 1. To u t i l i z e  the LRF, the received s igna l  power to 
s ing le -s ided  noise dens i ty  r a t i o  (Pr /N0 ) associated w ith  the 
smallest  terminal in  the network must equal or exceed 51 dB, and the 
s a t e l l i t e  channel must have a bandwidth o f  approximately 500 KHz.
The respect ive  values fo r  the HRF are 60 dB and 4 MHz. Each 
proto type modem can s imultaneously  accommodate an I /O device 
which operates asynchronously at an average data ra te  o f  75 bps, 
e . g . ,  a t e l e p r i n t e r ,  and a device which operates synchronously 
a t  a 2400 bps average data ra te ,  e . g . ,  a vocoder. When the 
modems are configured to  es ta b l ish  the HRF, data are t ransm it ted  
a t  an instantaneous ra te  o f  87.6 Kbps. Pseudo-noise (PN) codes 
are employed to spread the s igna l  spectrum by a f a c to r  o f  s ix teen 
to provide a moderate amount o f  p ro te c t io n  against  mu l t ipa th  and 
in te r fe re n ce .  In the LRF mode, the data are conveyed at an 
instantaneous ra te  of e i t h e r  10.95 Kbps or 87.6 Kbps; the co r re 
sponding spectrum spreading fac to rs  are s ix teen and two, respec
t i v e l y .  The modems can be conf igured in  e i t h e r  a two-phase node 
wherein each signal pulse is  bi-phase modulated by a PN code to 
e f f e c t  spectrum spreading or  a four-phase mode wherein a p a i r  o f  
PN codes is  employed to quadraphase modulate each signal pulse.
Data are always conveyed v ia  an t ipo d a l ,  d i f f e r e n t i a l  phase s h i f t  
keying, and each modem is  equipped w i th  a s in g le  d i f f e r e n t i a l
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detector  which is  u t i l i z e d  to de tec t  m u l t ip le  s igna ls  in  t ime 
sequence. Eight  data symbols are t ransmit ted  in  each t ime s l o t  
u t i l i z e d  to convey data except when operat ion in  the LRF is  enabled 
and data are being conveyed a t  an 87.6 Kbps ra te .  When the 
exception app l ies*  s i x t y - f o u r  data b i t s  are t ransmit ted in  each 
data s l o t .  The f i r s t  s ig na l ing  in te rv a l  w i t h in  each s l o t  which 
conveys data is  a l loca ted to the transmission o f  a o n e -b i t  
"preamble" which is processed i n t r i n s i c a l l y  w i th in  the d i f f e r e n t i a l  
de tec tor  to es tab l ish  the reference "vec to r"  needed to detect the 
f i r s t  data symbol conveyed in  the s l o t .

E sse n t ia l ly  one-four th  o f  the TDMA s ig n a l in g  format is  a l l o 
cated fo r  use in  performing "overhead" func t ions ;  the remainder o f  
the format is  normally a l loca ted  to the user terminals  in  real time 
on a p r i o r i t y ,  demand-assignment basis* and is  u t i l i z e d  exc lus ive ly  
to  convey data between I/O devices. The overhead s ignals  include 
one NCS, one contro l  s ignal per network con tro l  te rm ina l ,  and one 
l in k / rang e  (L/R) s ignal per user terminal (see Figure 1) .  The 
modems are implemented so tha t  a NCS is generated a t  a terminal 
and t ram s i t ted  on the u p - l in k  in  add i t ion  to other s igna ls  when a 
t ransm it  c lock switch is placed in  an on p o s i t io n .  However, no 
requirement ex is ts  fo r  generating the NCS w i t h in  a modem, i . e . ,  
the NCS can be generated autonomously w i th in  the signal re la y ,  
e . g . ,  w i th in  the s a t e l l i t e .

Each L/R signal i s  t ransm it ted  during two consecutive pre
assigned s l o t s — a L/R s l o t  p a i r — once per frame. The L/R s igna l  
t ransmit ted  by a given terminal is  generated in  synchronism with 
a t ransm it  c lock and is subsequen t ly  received by th a t  terminal 
on the down-l ink. On re c e ip t ,  the L/R pulse is processed to 
estimate i t s  e r ro r  in  a r r i v a l  t ime r e la t i v e  to a loca l ly -genera ted  
receive c lock .  This l a t t e r  c lock is maintained in synchronism 
w i th  the received NCS. The t ime base o f  the t ransm i t  c lock is  
corrected as appropr ia te  to  main ta in  the estimated e r ro r  in  a r r i v a l  
t ime w i th in  acceptable bounds. Each L/R s igna l  is  also u t i l i z e d  to 
convey d a ta -s lo t  assignment requests to a network con tro l  te rm ina l ,  
to  request l i n k s  w i th  one or more terminals a f t e r  an assignment 
has been received, to t ransmit  su i ta b le  responses to l i n k  requests, 
to  terminate l i n k s ,  and to r e l in q u is h  data s l o t  assignments a f te r  
they are no longer needed. These funct ions are performed, in  p a r t ,  
by t ra n s m i t t in g  one appropr ia te ly -coded s i x t e e n - b i t  con tro l  word 
in  each L/R s l o t  p a i r .

Three or fewer network con tro l  terminals  (NCTs) assign data 
s lo t s  on a p r i o r i t y ,  demand-assignment basis in  accord w i th  a 
network con tro l  a lgor i thm. Each NCT transmits  a twen ty - fou r  b i t

manual-assignment c a p a b i l i t y  is also provided to s im p l i f y  te s t in g .
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network con t ro l  word i n  three consecut ive overhead s l o t s — LLL 
s lo t s  (see Figure l ) - - o n c e  per frame ( i n  a d d i t io n  to  a L/R s ig n a l ) .  
Appropr ia te ly -coded c o n t ro l  words are made a v a i la b le  to  the TDMA 
modems by a min icomputer which executes the network c o n t ro l  
a lg o r i th m . *  Each network con t ro l  word dest ined f o r  a given te rm ina l  
conveys, in  p a r t ,  the t e rm in a l ' s  address, a data s l o t  a l l o c a 
t i o n ,  and e i t h e r  an a u th o r iz a t io n  to  u t i l i z e  the designated 
a l l o c a t i o n  or a request  to  te rm inate  u t i l i z a t i o n  o f  th a t  a l l o 
c a t io n ,  Deta i led d e s c r ip t io n s  o f  how the overhead s lo t s  are 
u t i l i z e d  are contained in  [1 9 ] ,

D. Basic Considerat ions Relevant to  the
U t i l i z a t i o n  o f  AfiSAs in TDMA Systems

An adaptive array i s  considered to  co n s is t  o f  an array o f  
antenna elements, a p p rop r ia te  f ro n t -e n d  a m p l i f ie r s  and down- 
co n ve r te rs ,  and an adapt ive  s p a t ia l  processor (ASP). Unl ike in  
a convent ional a r ra y ,  the s igna ls  rece ived by the array elements 
in  an adapt ive array are not combined in  a f i x e d  manner to  gener
ate  an array ou tpu t  s ig n a l .  Rather, the ar ray output  s igna l  — 
norm al ly  an IF s i g n a l - - i s  generated by processing the received 
s igna ls  w i t h in  the ASP in  accord w i th  an adapt ive s p a t ia l  
processing a lgo r i thm .  Genera l ly ,  the ar ray output  s igna l  is  
formed by ( e f f e c t i v e l y )  m u l t i p l y in g  each received s igna l  by a 
complex we ight ing  c o e f f i c i e n t  which can vary w i th  t ime and summing 
the weighted s ig n a ls .  For a given se t  o f  we igh t ing  c o e f f i c i e n t s ,  
an equ iva le n t  convent iona l  array having the same s t r u c tu r e  as the 
adapt ive  array could be implemented, thus ,  a t  any given in s t a n t ,  
an adapt ive array ( o f  the type being d iscussed) can be cha rac te r ized  
by an e f f e c t i v e  p a t te rn  which is  dependent, in  p a r t ,  on the number 
o f  elements in  the a r ra y ,  the element c h a r a c t e r i s t i c s , and the 
manner in  which the elements are s p a t i a l l y  d i s t r i b u t e d .  I f  the 
w e igh t ing  c o e f f i c i e n t s  are p rope r ly  ca lcu la te d  (genera ted) ,  the 
e f f e c t i v e  pa t te rn  v/ould e x h ib i t  p re fe r re d  c h a r a c t e r i s t i c s ,  and 
w i l l  be modif ied a u to m a t ic a l ly  to  m a in ta in  those c h a r a c t e r i s t i c s  
should the temporal and/or  s p a t ia l  c h a r a c t e r i s t i c s  o f  the composite 
s igna l  in c id e n t  on the array change w i th  t ime. For example, 
p a t te rn  n u l l s  w i l l  be es tab l ished  and mainta ined in  d i r e c t i o n s  from 
which undesired s ig n a ls  are in c id e n t  on the array i f  the we igh t ing  
c o e f f i c i e n t s  are generated in  an app rop r ia te  manner.

In  the TDMA a p p l i c a t i o n ,  the adapt ive  array would i d e a l l y  
form a main beam in  the d i r e c t i o n  from which any given des ired -  
s igna l  pulse is  to  be received immediately  p r i o r  to  the r e c e ip t  
o f  t h a t  pulse and in  a n e g l i g i b l y - s h o r t  i n te r v a l  o f  t im e ,  and 
p a t te rn  n u l l s  in  d i r e c t i o n  from which undesired s igna ls  are

*0n ly  te rm ina ls 'w h ich  are to  be co n f ig u ra b le  as NCTs need be 
equipped w i th  minicomputers.
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i n c iden t  on the array.  Since the undesired s ignals  could also 
be t im e -va ry ing ,  the pat tern  n u l ls  should also be establ ished 
in  n e g l i g ib l y - s h o r t  t ime in te r v a ls .  Of course, a main beam and 
a pa t te rn  nu l l  cannot be formed in  the same d i r e c t io n  ( i f  the 
spectra l  o f  the desired and undesired signals overlap and the 
desired and undesired s igna ls  are s im i l a r l y  p o la r i z e d ) ,  nor can 
appropr ia te  changes in  the ( e f f e c t i v e )  array pa t te rn  be made 
ins tan taneous ly ,  i . e . ,  the s ignal t ransmit ted  on the down-1 ink 
w i l l  not e x h ib i t  a s u i ta b ly  high desired s ig n a l - to -n o is e  r a t i o  
u n t i l  a f t e r  an appropr ia te  pa t te rn  is formed. C le a r ly ,  each o f  
the many t ime-orthogonal pulsed (desi red)  s ignals  could be 
processed by a s in g le  ASP in  a manner whereby the weights (sp a t ia l  
f i l t e r )  associated w i th  each s ignal would appear to be held 
between pulses by sampling the weights a t  the end o f  each received 
pu lse,  s to r in g  the sampled weights in an appropr ia te manner, and 
i n i t i a l i z i n g  the weights at  the beginning o f  each pulse to  the 
appropr ia te  stored values. A s u i ta b ly -h ig h  s ig n a l - to -n o is e  r a t i o  
may be obtained using th is  technique provided (1) th a t  the desired 
s igna l  d i r e c t i o n  o f  a r r i v a l  is  approximately constant between 
pulses,  (2) the angular separation between the desired and un
desired s ignal source is  s u f f i c i e n t l y  la rge ,  and (3) an appropr i 
ate reference s igna l  is ava i lab le  at  the array processor fo r  
d is t in g u is h in g  desired and undesired s igna l  sources. These 
requirements must be met regardless o f  the adaptive a lgor i thm 
selected f o r  implementing the adaptive array. Condit ion 1 repre
sents a v a l id  assumption in  the present a p p l ic a t io n .  Condit ion 2 
can normally be s a t i s f i e d  by se le c t in g  an array geometry capable 
o f  accommodating the c loses t  angular separat ion which is  expected 
to be encountered in  a p a r t i c u la r  a p p l ic a t io n .  The t h i r d  cond i t ion  
represents a more demanding requirement since the desired signal is  
modulated by an unknown data stream and i t s  d i r e c t io n  o f  a r r i v a l  is  
i n i t i a l l y  unknown. Moreover, the desired signal cannot i n i t i a l l y  
be assumed to a r r iv e  at the s a t e l l i t e  in  synchronism w i th  the TDMA 
format.  Since i t  is  des irab le  to synchronize the desired signal 
and der ive a reference signal as r a p id ly  as possib le  and to 
ob ta in  an adequate s ig n a l - to -n o is e  r a t i o  in  t ime vary ing s ignal 
environments as w e l l ,  a t te n t io n  was necessar i ly  focused on pro
v id ing  a c a p a b i l i t y  f o r  forming an appropr ia te pa t te rn  in  a short  
in te rv a l  o f  t ime.

In the TDMA a p p l ica t io n  being considered, undesirable s igna ls  
should be suppressed w i th in  one or  two data s lo t s  in  order to  
prevent the occurrence o f  burs t  errors  having lengths g rea te r  than 
the maximum burs t  length tha t  can be accommodated by a p ra c t i c a l  
e r ro r  co r rec t ing  codec. This impl ies adaptive array response 
times on the order o f  several hundred microseconds or less f o r  the 
HRF mode o f  operat ion (about e igh t  times longer in  the LRF), As 
w i l l  be shown in  Chapter V, th is  rate o f  convergence may be 
achieved in  theory f o r  a r b i t r a r i l y  low input  desired s ignal to
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undesired s igna l  r a t i o s  by d i r e c t l y  computing the weights based 
on a sample covariance m a tr ix  o f  the in p u t  s ignals  and on an 
est imate o f  the desired s igna l  d i r e c t i o n  o f  a r r i v a l .  U n fo r tu n a te ly ,  
t h i s  h igh ra te  o f  convergence cannot be achieved in  p ra c t i c e  due 
to l im i t e d  re a l - t im e  computer speeds* and non-ideal c i r c u i t  com
ponents used f o r  implementing tiie we igh t  c o n t ro ls .  The d i r e c t  
c a l c u la t i o n  approach a lso  has the disadvantages th a t  the number 
o f  c a lc u la t io n s  requ ired  per u n i t  t i n e  i s  approximately  p ropo r t io na l  
to  and th a t  the number o f  c i r c u i t  components is  approx imate ly  
p ro p o r t io n a l  to  m , where m is  the number o f  complex weight con t ro ls  
(equal to  the number o f  antenna elements in  the present  a p p l ica 
t i o n ) - ^  requirement which could p resen t  ser ious d i f f i c u l t i e s  even 
f o r  moderate array s iz e s ,  e . g . ,  f o r  an array of  s ix teen  elements.

Of the a l t e r n a t i v e  approaches considered f o r  implementing 
the adapt ive a r ray ,  the LMS a lgo r i thm  was se lected.  In  a d d i t io n  
to  s a t i s f y i n g  the speed requirements o f  the TDMA a p p l i c a t io n  over 
a wide range o f  s igna l  c o n d i t io n s ,  the LMS a lgo r i thm  has the 
advantage th a t  (1) wideband analog c i r c u i t s  can be used to  imple
ment the ASP, (2) c i r c u i t  complexi ty  is  p ropo r t io n a l  to  m ra th e r  
than or (3) the feedback loop tends to compensate f o r  c i r c u i t  
im p e r fe c t io n s ,  and (4) means f o r  o b ta in in g  a reference s igna l  
and f o r  i n s e r t i n g  th a t  in fo rm a t io n  in t o  the feedback loop are 
r e a d i l y  e f fe c ted .

The most d i r e c t  approach to implementing the I.MS a lgo r i th m  w i th  
analog c i r c u i t s  is  i l l u s t r a t e d  in  F igure 2. In an ASP o f  the type 
i l l u s t r a t e d ,  the nth received s igna l  (where n = 1 ,2 , * • •  m) is  
e f f e c t i v e l y  weighted by the complex c o e f f i c i e n t  w£ by separa t ing  
the s igna l  i n to  in-phase and quadrature components and m u l t i p l y in g  
the components by rea l  weights wn] = Re{w^}= ImtwJ^), r e s p e c t i v e ly .
Each rea l  weight assumes an a r b i t r a r y  va lue iri a range [~wmax, wITiax]  
where v/max is  a p o s i t i v e  number: the maximum gain o f  the we ight ing
c i r c u i t s .  The weights are mainta ined a t  values which r e s u l t  in  the 
e r r o r  s ig na l  being minimized in  an LMS sense by the feedback con t ro l  
loops. Should the e r r o r  s igna l  be c o r re la te d  w i th  the s igna l  present 
a t  the in p u t  to any given weight ing c i r u c i t ,  the va lue o f  the weight 
is  a u to m a t ic a l ly  changed in  a manner which re s u l ts  in  the ampli tude 
o f  the e r r o r  signal being reduced. I t  has been shown th a t  the desired 
s igna l  to  in te r fe re n c e  plus thermal no ise power r a t i o  associa ted w i th  
the a r ray  output s ign a l  is maximized on min im iz ing the e r ro r  s igna l  
in  a LMS sense i f  the reference s igna l  is  s u f f i c i e n t l y  l i k e  the

*Th is  l i m i t a t i o n  is not necessa r i ly  based on the t ime requ ired  to 
i n v e r t  the covariance m a t r ix .  Formidable d i f f i c u l t i e s  are en
countered in  processing the inpu t  s ig n a ls  at  the Nyquis t  r a te ,  
and in  m a in ta in ing  the accuracies requ i red  fo r  implementing the 
optimum f i l t e r  under h ig h - le v e l  in te r fe re n c e  c o n d i t io n s .
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des ired s ig n a l ,  the des ired and i n t e r f e r i n g  s igna ls  are s u f f i c i e n t l y  
d i f f e r e n t ,  and the t ime constant associa ted w i th  the response o f  
the ASP to the h ighes t  le ve l  s igna l  i n c id e n t  on the array is  
maintained at  a s u f f i c i e n t l y  la rge value.

I d e a l l y ,  re ference s igna l  r { t )  (see Figure 2) would be an 
ampl i tude-sca led vers ion  o f  the des ired  s igna l  i n c id e n t  on the 
array s ince the feedback con t ro l  c i r c u i t s  would operate to  pre 
vent a l l  s igna ls  un l ike  r ( t )  from e x i s t i n g  at  the array ou tpu t .
In  a communication system a p p l i c a t io n ,  a s u i t a b le  reference 
s igna l  cannot normally  be generated w i t h in  the adapt ive ar ray  on 
an autonomous basis since the desired s igna l  is  modulated by an 
unknown data stream. However, i t  has been shown th a t  the array 
output  s igna l  can be tempora l ly  processed to generate an adeouate 
reference s igna l  i f  a pseudo-noise (PN) coded (spread spectrum) 
des ired  s igna l  is  to  be received provided (1) the spectrum o f  the 
d a ta -c a r ry in g  desired s igna l  is  spread by a f a c t o r  o f  approximate ly  
e ig h t  or more, (2) the spectrum spreading code can be generated 
autonomously w i t h in  the adapative a r ray ,  and (3) proper synch ron i 
za t ion  between the t ime bases o f  the received des ired  s igna l  and 
a c lock s igna l  generated w i t h in  the adapt ive array can be mainta ined. 
A s u i ta b le  reference waveform generator  can be implemented as 
shown in  Figure 3. As is  we l l  known, the des i red -s ig na l  to 
i n t e r f e r i n g - s ig n a l  power r a t i o  associated w i th  the s igna l  present 
a t  the ou tpu t  o f  the bandpass f i l t e r  in  a processor conf igured 
as shown in  Figure 3 w i l l  be la rg e r  than the de s i re d -s ig n a l  to 
i n t e r f e r i n g - s i g n a l  power r a t i o  associa ted w i th  the s igna l  present 
a t  the processor 's  inpu t  (prov ided the cond i t ions  de l inea ted  
above are s a t i s f i e d ) .  The fa c to r  by which the d e s i red -s ig n a l  to  
i n t e r f e r i n g - s i g n a l  r a t i o  is  increased is  normally  designated as 
the (waveform) processing gain and is  nomina l ly  equal to  the ra te  
a t  which the spectrum spreading code is  generated d iv ided  by the 
bandwidth o f  the bandpass f i l t e r .  Since any p r a c t i c a l  f i l t e r  
in troduces a non-zero envelope de lay ,  the phase o f  the re ference 
s igna l  generated w i l l  be in c o r re c t  fo l lo w in g  t r a n s i t i o n s  in  the 
desired s ig n a l ' s  phase r e s u l t i n g  from the impression o f  data on 
the coded c a r r i e r  u n t i l  the phase t r a n s i t i o n s  have "propagated- 
through" the f i l t e r .  The con t ro l  loops can be prevented from 
responding improper ly  du r ing  the in t e r v a l s  o f  t ime when the phase 
o f  the re fe rence s igna l  is  i n c o r re c t  by fo rc in g  the e r r o r  s igna l  
to  zero o r  ho ld ing the weights constant dur ing an app rop r ia te  
p o r t io n  o f  each s ig n a l in g  ( b i t )  i n t e r v a l .  This approach is  
p r a c t i c a l  provided the f i l t e r  parameters are s p e c i f ie d  so th a t  
the p h a s e - t ra n s i t io n  lag t ime does not exceed approximate ly  one- 
t h i r d  o f  the data b i t  d u ra t io n .  A lag t ime approximately  equal 
to  one - fou r th  o f  the data b i t  d u ra t io n  re s u l ts  when a double-tuned 
c i r c u i t  having a 3 dB bandwidth approx imate ly  equal to  th ree
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times the data rate is  u t i l i z e d  to  implement the f i l t e r . *  Note 
tha t  the amplitude o f  the array reference s ignal is  maintained 
a t  a p re fe r red  value by a su i ta b le  l i m i t e r  c i r c u i t  (see Figure 3).

An experimental four-channel 30 MHz IF ASP and a reference 
waveform generator conf igured in  accord w i th  Figures 2 and 3, 
re s p e c t iv e ly ,  were implemented p rev ious ly  and operated in  conjunc
t io n  w i th  a d i f f e r e n t i a l  de tec to r  [14, 15],  I t  was shown tha t  
a spectrum spreading fa c to r  o f  only  ten is adequate to r e s u l t  in  
in te r fe rence  suppression c a p a b i l i t i e s  which do not d i f f e r  s i g n i f i c 
a n t ly  from the c a p a b i l i t i e s  provided when an idea l  reference s ignal 
is  u t i l i z e d .  O ve ra l l ,  the implementation o f  p ra c t i c a l  ASPs which 
provide very s i g n i f i c a n t  in te r fe re n ce  suppression c a p a b i l i t i e s  
was shown to be fe a s ib le .  A s p a t ia l  processing gain of  65 dB 
resu l ted  when each o f  the fou r  s igna ls  applied to the ASP consis ted 
o f  a desired s ig n a l ,  a thermal noise s igna l  con ta in ing  approximately 
the same power as the desired s ig n a l ,  and a c.w. i n t e r f e r i n g  s ignal 
having an amplitude 25 dB la rg e r  than the desired s ig n a l ' s  ampli tude. 
C i r c u i t  l im i ta t io n s  precluded increas ing the in te r fe re n c e - to -s ig n a l  
r a t i o  above 25 dB. In to le ra b le  in termodu la t ion  resu l ted  when the 
amplitude o f  the i n t e r f e r i n g  s igna l  was excessive ly  la rge.  At the 
other  extreme, the amplitude o f  the desired signal was not reduc ib le  
below a minimum value due to non-ideal o f f s e t  vol tage charac te r 
i s t i c s  o f  the c i r c u i t s  u t i l i z e d  to m u l t ip ly  the inpu t  s ignals  by 
the e r ro r  s ig n a l .  Four-quadrant transconductance m u l t i p l i e r s  
were employed which were implemented w i th  wideband analog i n t e 
grated c i r u c i t s  (CA3049s). No a l t e r n a t i v e  approach to  implementing 
four-quadrant  m u l t i p l i e r s  having adequate bandwidths was i d e n t i f i e d .  
Since a reasonable attempt was made to opt im ize the m u l t i p l i e r  
design, i t  was concluded tha t  an ASP capable o f  accommodating an 
in te r fe re n c e - to -s ig n a l  r a t i o  g rea te r  than 25 dB would best be 
configured so tha t  the u t i l i z a t i o n  of  four-quadrant  m u l t i p l i e r s  
would not be required.

Although perhaps not obvious, i t  has been shown tha t  the LMS 
a lgor i thm is  implemented by an ASP conf igured as shown in  Figure 
4 i f  the IF a m p l i f ie rs  fo l lo w in g  the in pu t  signal by (down- 
converted) e r ro r  s igna l  m u l t i p l i e r s  have s u i ta b ly  large bandwidths. 
Only one wideband quadrature hybrid  and m four-quadrant m u l t i p l i e r s  
are requ ired to implement th is  l a t t e r  c o n f ig u ra t io n ,  where m 
represents the number o f  s igna ls  processed. In co n t ra s t ,  m 
wideband quadrature hybrids and 2m four-quadrant  m u l t i p l i e r s  are 
required to implement the former c o n f ig u ra t io n .  More im p o r ta n t ly ,

*The u t i l i z a t i o n  of  a m u l t ip le -p o le  (sharp c u to f f )  f i l t e r  having 
a bandwidth only moderately la rg e r  than the data ra te  would 
maximize the processing gain. However, the p h ase - t ra n s i t io n  
lag t ime would be unacceptably large i f  such a f i l t e r  were to 
be employed.
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o f f s e t  voltages generated by the m in p u t  s igna l  by down-converted 
e r ro r  s igna l  m u l t i p l i e r s  do not a f f e c t  the dynamic range o f  the 
co n t ro l  loops since the product components o f  i n t e r e s t  are IF 
s ig n a ls .  These IF s ig n a ls  are transformed in t o  in-phase and quadra
tu re  weights * r e s p e c t iv e ly .  Of course, o f f s e t  voltages w i l l  s t i l l  
e x i s t  a t  the inputs  o f  the in te g ra to r s .  However, the baseband 
s igna ls  can r e a d i l y  be generated by passive mixers which each 
have a constant envelope, narrowband, h ig h - le v e l  s igna l  app l ied  
a t  one inp u t  po r t  and, under s tead y -s ta te  co n d i t io n s ,  a low - leve l  
s igna l  a t  the o the r  in p u t  p o r t .  Consequently, the o f f s e t  vo ltages 
at  the i n te g r a to r  inpu ts  can be mainta ined a t  sna i l  va lues.  A 
high loop gain can r e a d i l y  be achieved w i th o u t  imposing an unreason
able dynamic range requirement on the fou r-quadran t  m u l t i p l i e r s  
by s u i t a b l y  a m p l i fy ing  the IF product s ig n a ls .  These cons idera t ions  
are discussed in  g re a te r  d e ta i l  in  sec t ion  VI C.

The ASP in  the experimental  TDflA/adaptive array system is  
con f igured  in  accord w i th  Figure 4; the re fe rence  s igna l  applied 
to  the ASP is  generated by a re ference waveform generator  con
f ig u re d  e s s e n t ia l l y  in  accord w i th  Figure 3. Four PH codes are 
generated autonomously w i t h in  the s a t e l l i t e ,  i . e . ,  in  synchronism 
w i th  a f re e - ru n n in g  " c l o c k . "  These codes are id e n t i c a l  in  s t r u c 
tu re  to  fou r  codes which are generated w i th  each TDtIA modem. One 
p a i r  o f  codes or one code from th a t  p a i r  is  u t i l i z e d  to  generate 
e i t h e r  a quadraphase o r  biphase coded LO s igna l  in  the reference 
waveform genera to r ,  depending on the p o s i t i o n  o f  a 2^/4^. sw itch .
When comparable switches in  TDMA modems are a p p ro p r ia te ly  p o s i t io n e d ,  
the coded LO s igna l  and coded c a r r i e r  s igna ls  generated w i t h in  the 
TDMA modems are i d e n t i c a l l y  modulated. S i m i l a r l y ,  a second p a i r  
o f  codes or one code from the p a i r  is employed to generate a ne t
work c lock  s igna l  (NCS) which is i d e n t i c a l  to  the NCS t ransm i t ted  
by a TDMA modem when the modems are not being operated in  con
ju n c t io n  w i th  the adapt ive a rray .  Generat ing the NCS and the 
coded LO s igna l  synchronously w i t h in  the s a t e l l i t e  r e s u l t s  in  the 
s igna ls  t ra n sm i t te d  by the TDMA modems a r r i v i n g  at  the s a t e l l i t e  
in  synchronism w i th  the coded LO s ig n a l .

As p rev iou s ly  noted, the spectra  o f  a l l  overhead s igna ls  
t ra n sm i t te d  by the modems are always spread by a f a c t o r  o f  s ix tee n .  
The spectra o f  the data ca r ry in g  s iona ls  are also spread by a 
fa c to r  o f  s ix teen  except when the modems are con f igured  to  e s ta b l is h  
the LRF and 64 data symbols are being conveyed in  each data s l o t .
The spectra o f  s igna ls  which convey 64 b i t s  in  a s l o t  are spread 
by a f a c to r  o f  two. Since a spectrum spreading f a c to r  o f  two is  
not adequate to perm it  a s u i ta b le  re ference s igna l  to be generated, 
the re fe rence waveform generator  has been implemented so th a t  only  
s ign a ls  having spectra  spread by a f a c t o r  fo s ix teen  can be accom
modated. Thus, when the TDMA modems are being operated in  conjunc
t i o n  w i th  the s a t e l l i t e ,  the data channel assignments u t i l i z e d  
must be se lected so th a t  e io h t  data b i t s  are t ra n sm i t te d  in  each 
data s l o t .

16



I t  is  well-known th a t  the t ra n s ie n t  resnonse o f  the LMS 
a lgor i thm is  dependent on the signal environment and on the c i r c u i t  
gains used in  the feedback loop. In the remainder o f  th is  re p o r t ,  
techniques fo r  maximizing the convergence ra te  o f  the LMS a lgor i thm 
are evaluated. The scope of  the analys is  presented in  Chapter IV 
extends beyond the s p e c i f i c  implementation discussed in t h i s  sect ion 
so th a t  a l t e rn a t i v e  approaches f o r  s t ru c tu r in g  the LMS a lgor i thm 
could be examined. The a n a ly t i c a l  models presume th a t  an ideal 
reference s igna l  is  a va i la b le  at the adapt ive array.  As p rev ious ly  
discussed, t h i s  is a good approximation in  the experimental system 
provided the s ignals  are app rop r ia te ly  synchronized. The a b i l i t y  
o f  the SDDLL to  acquire and maintain synchron iza t ion  in  a j o i n t l y  
opera t iona l  TDMA/adaptive array system is  evaluated exper imenta l ly  
in  Chapter VI.  Two methods fo r  in s e r t in g  desired signal in fo rmat ion  
in to  the LMS feedback loop are addressed in  the ana lys is .  In one 
method, the ideal reference s igna l  is inser ted  in to  the feedback 
loop as in  Figure 4. The second method uses the desired signal 
d i r e c t io n  o f  a r r i v a l  to provide desired sional d is c r im in a t io n .  The 
l a t t e r  method may appear inappropr ia te  in s o fa r  as the ASP implemen
t a t io n  p rev ious ly  described is  concerned, since the desired signal 
d i r e c t i o n  o f  a r r i v a l  and the reference s igna l  are i n i t i a l l y  unknown. 
However, as present ly  implemented, each pulsed desired s ignal is 
preceded by a preamble in te rv a l  during wiiich only the PN code is 
t ransm i t ted *  ( i . e . ,  no data are t ra n sm i t te d ) .  Since th is  code is  
presumed known a t  the adaptive array,  an ideal reference s ignal can 
be generated autonomously w i t h in  the ASP during the preamble. I t  
is  thus poss ib le to estimate the desired signal d i r e c t i o n  of  
a r r i v a l  dur ing th is  i n t e r v a l ,  as w i l l  be shown. I t  is a lso possib le  
to use an ideal reference signal during the preamble when the LMS 
a lgor i thm is  s t ruc tu red  as in  Figures 2 or  4. F in a l l y ,  a weight 
management subsystem wherein the weights are sampled, s to red ,  and 
" re ca l le d "  is  no longer necessary to obta in  acceptable system 
performance, since an adequate (array)  output s ig n a l - to -n o is e  r a t i o  
can be obtained p r io r  to data detec t ion  by adapting during the 
preamble i n te r v a l .  For th is  reason and the fa c t  th a t  a s i g n i f i c a n t  
reduct ion in  c i r c u i t  complex i ty /cos t  could be obta ined, the weight 
management subsystem was omit ted from the experimental TDMA/adaptive 
array system. The prototype TDMA/adaptive array has been designed so 
th a t  each preamble t ransm it ted  by a TDMA modem need only span one 
t im e -s lo t .  The experimental TDMA/adaptive array system is  described 
in  g rea te r  d e ta i l  in  Chapter VI and in [2 0 ] .

The a n a ly t ic a l  re s u l ts  presented in  Chapter IV es ta b l ish  a 
basis f o r  designing an adaptive array which responds ra p id ly  to 
changing s ignal environments. I t  is  shown tha t  the ra te  of  
response is  re la ted  to the inpu t  s ignal bandwidth and is  l im i te d

*This  requires a minor m o d i f i ca t io n  in  the TDMA modems.
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by the leve l  o f  con tro l  loop noise which can be to le ra te d .  The 
e f fe c ts  o f  con tro l  loop noise on the performance o f  phase detectors 
is  a lso in ve s t iga ted .  When a p p l ic a b le ,  these re s u l ts  are compared 
to the experimental resu l ts  in  Chapter VI. For the purposes o f  
comparison, the t r a n s ie n t  response o f  the d i r e c t  computation 
methods are examined a n a l y t i c a l l y  and numer ica l ly  in  Chapter V.
A technique f o r  es t imat ing  the desired signal d i r e c t i o n  o f  a r r i v a l  
is  a lso presented.
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CHAPTER I I I

MATHEMATICAL MODEL

A. In t roduc t ion

This chapter provides the necessary mathematical background 
and d e f i n i t i o n s  required in subsequent chapters.  A desc r ip t ion  o f  
an assumed antenna array geometry and signal s t ru c tu re  is  given.
A spa t ia l  f i l t e r  which l i n e a r l y  combines the received signal in 
each antenna element to achieve an optimum s ig n a l - to -n o ise  r a t i o  
is  der ived. The performance o f  th is  f i l t e r  is  then compared to 
the performance o f  f i l t e r s  developed under other performance c r i t e r i a  
assuming narrowband s igna ls .  The method employed to d is t in g u ish  the 
input  signal from noise is described in the la s t  sect ion.

Signal Structure and
Array Geometry

The assumed array geometry is i l l u s t r a t e d  in  Figure 5. I t  con^ 
s i s t s  o f  m sensors (or elements) pos i t ioned in a three-dimensional 
coord inate frame which has i t s  o r ig in  near the array phase center.
The p o s i t io n  o f  the kth antenna element (k = 1,2, *■* m) w i th  
respect to  the o r ig in  is spec i f ied  by the vector _dj< and is assumed 
known. The signal environment is  assumed to consfs t  o f  p s igna ls  
which ore assumed to propagate towards the antennas in  a non-d ispers ive 
homogeneous medium w i th  propagation v e lo c i t y  v. Unless otherwise 
noted, the a n g le -o f - a r r i v a l  of the i t h  s ig n a l ,  which is denoted by 
the u n i t  vector  aj ( i  = 1,2, . . .  p) is  assumed constant.  The signal 
emit ted from the f i r s t  source ( 1=1 ) is  defined as the desired signal 
(DS), wh i le  the s ignals  from the other p-1 sources are defined as 
i n t e r f e r i n g  s igna ls .  To emphasize the re la t io n s h ip  between the signal 
environment and adaptive array performance, the output o f  each e le 
ment is  modeled as a t ime delayed version o f  s igna ls  a r r i v i n g  a t  the 
o r ig in  o f  coordinates plus i n t e r n a l l y  generated thermal noise. The 
e f fe c ts  o f  non-ideal antenna elements w i l l  not be addressed; however, 
these e f fe c ts  can be included in any re s u l ts  presented by an appro
p r ia te  t ransformat ion o f  the inpu t  signal waveforms.

t  hThe i signal a t  the coordinate o r ig in  may be represented, in 
general ,  by an amplitude and phase modulated c a r r i e r  o f  the form

4 i ( t )  = ct.j ( t )  cos (wc t  + ^ ( t )  + 0 .) i = 1 , 2 , . . .  p ( 1 )
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Figure 5—Array geometry and s igna l  environment.

where mc represents the c a r r i e r  frequency in  rad ians ,  4> i ( t )  and 
a - j ( t )  represent  the phase and ampl itude modu la t ions,  and oi 
represents an i n i t a l  (cons tan t)  phase angle .  The spectrum o f  
Ci ( t )  is  assumed band l im i ted  to  0<cj<2uc- Whenever p os s ib le ,  
s igna ls  w i l l  be expressed in  t h e i r  complex envelope represen ta
t i o n  to s im p l i f y  the n o ta t io n .  Denoting the complex envelope o f  
S..(t) by £ . j ( t ) ,  i t  fo l low s  th a t

'x,
ef ( t )  = — :—  exp [ j  ( c M t ) )  + 0 . ]  *, i = 1 , 2 , ■** p. ( 2 )

1 J 2  1 1

t  hS i m i l a r l y ,  thermal noise generated in  the k element can 
be expressed in  the form

« k ( t )  = ek ( t ) cos u ct ^ ( t ) ) (3)
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The associated complex envelope representa t ion  is

p ^ ( t )

^ ( t )  = — -—  exp ( j  ^ ( t ) ) ; k = 1, 2, . .  • n (4)

where 3^ ( t )  and ^ ( t )  represent amplitude and phase, respe c t ive ly .

For the purposes o f  analys is  in l a t e r  chapters, i n te r f e r i n g  s igna ls  
and element thermal noise w i l l  be modeled as sample func t ions  from 
s ta t io n a ry ,  zero-mean random processes. Thermal noise w i l l  be assumed 
uncorre la ted between elements. Fu r the r ,  these processes are assumed 
p a r t i a l l y  character ized by the fo l lo w in g  ensemble averages:j P \ ^ ( t ) i = j

E [ L ( t )  h ( t  -  r ) ]  = 1 1 , j  = 2 , 3 . . . p  (5)
J 0 i t  j\

J CT2 R ( t )  k = £
E [ \  6 j ( t  -  t ) ]  = \  °  k , i  = l , 2 , . . - m  ( 6 )

0 k f  t
\

where (0 ) = 1

R0(o) - i
2

and and a represent per-element input  powers associated
w i th  the i^h source and thermal noise, respe c t ive ly .  I t  can
be shown tha t  the corresponding c ro s s -c o r re la t io n  func t ions  of
the rea l  input s igna ls  (Equations (1) and (3))  are re la ted  to Equations
(5) and ( 6 ) by

E U j f t )  5 j ( t  - t ) ]  = R e j e ^ "  E ^ U )  £ * ( t  - t ) ] |  . (7)

An a r b i t r a r y  s ta t io n a ry  process C i ( t )  w i th  zero mean can be
w r i t t e n  in  the form [ 2 1 ]

£.j ( t )  = ai ( t ) cos uc t  + ( t )  s in  u>ct  (8 )

where a- j ( t )  and b- j ( t )  are real processes. Since ?- j( t )  i s  assumed 
a s ta t io n a ry ,  zero-mean process, i t  fo l low s  tha t  a i ( t ) and b n* { t )
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are also s ta t io n a ry ,  zero-mean processes. I f  the spectual density  
o f  £-f(t) is  an even func t ion  about the c a r r i e r  f requency, then i t s
complex envelope can be shown to have the fo l low ing  p rope r t ies  [ 21 ] :

P; R.j ( t ) = E [ a ( t ) a ( t  -  x ) ]

= E [ b ( t ) b ( t  - t ) ]

= Raa(T) (9)

and

E [ ^ ( t )  l . ( t  -  t ) ]  = 0 (10)

which impl ies  th a t  R-j ( t ) is real and th a t  the in-phase and quadra
tu re  components o f  the signal C-f( t ) are uncorre la ted .  In 
a d d i t io n ,  i f  C i ( t )  is modeled as a sample func t ion  from a zero- 
mean Gaussian process (and Equations (9) and (10) are s a t i s f i e d ) ,  then 
a moment theorem fo r  complex Gaussian processes, derived by Reed 
[2 2 ] ,  can be app l ied.  As a consequence o f  th is  theorem,

(a) E[Z* Z3]  = 0

(b) E[Z* Z* Z3 Z4]  = E[Z* Z3]  E[Z* Z4] + E[Z* Z3]  E[Z* Z] (11)

where Z. ( i  = 1 ,2 ,3 ,4 )  represents a sample Z(t- j ) o f  the Gaussian, 
zero-mean process Z ( t ) .  The p roper t ies  o f  narrowband complex Gaussian 
processes given in Equations ( 9 ) - ( l l )  w i l l  be employed in  Chapters IV 
and V.

With the exception o f  a po r t ion  o f  the analys is  presented in 
Chapter V, the desired s ignal is assumed to be biphase (o r  quadra- 
phase) modulated w i th  PN code(s) in  order to obta in  r e s u l t s  app l icab le  
to  the TDMA s igna ls .  When biphase data are to  be conveyed, they are 
added modulo-two w i th  the PN code(s) p r i o r  to modulation. The r a t i o  
o f  the code ra te  to the data ra te ,  denoted as the spectrum-spreading- 
r a t i o ,  is  assumed to have an in tege r  value greater  than or  equal to 
one.

The desired signal (DS) is  to  be d is t ingu ished  from a l l  other 
s igna ls  present at  the a rray  input  and thus w i l l  be designated by
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specia l  n o ta t io n .  The DS, observed from the o r i g i n  o f  the coo rd ina te  
frame in  F igure  5, is  de f ined  by

s ( t )  = Ct) . ( 1 2 )

Under the biphase (or  quadraphase) assumption, the DS has a constant  
envelope, as opposed to the random envelopes assumed f o r  in te r fe re n c e  
and thermal noise. That i s ,

P ' a pi = E[s( t )  s * ( t ) ]  = §-(t)
Ofs * ( t ) (13)

where Pj represents the per-e lement inpu t  des ired  s igna l  power. Except 
in  Chapter V, s ( t ) is  assumed to be a d e te r m in i s t i c  s ig n a l .

i . L

The a r r i v a l  o f  the i  s igna l  a t  the ou tpu t  o f  the k element,  
M k ( t ) >  f l a y e d  Tik  seconds w i th  respect to the coord ina te  o r i g i n ,  
where*

<ai *
• ( M )

Thus,

Ci k ( t ) = - Ti k ) exp [ - j w c Ti k ]  i  = 1 , 2 , • • -p

k = 1 , 2 ,- - -m ( 15)

A l l  s ign a ls  present a t  the a r ray  inpu t  w i l l  be assumed narrowband 
w i th  respect  to  the a r ray  bandwidth; t h a t  i s ,  the maximum d i f f e r e n t i a l  
delay between elements is  assumed much sm a l le r  than the re c ip ro c a l  
o f  the a r ray  bandwidth. In t h i s  case, the e f f e c t s  o f  envelope delay 
in  Equat ion (15) can be neg lec ted,  p e rm i t t in g  the approximat ion

? . ( t  - t u ) = ? . ( t )  . (16)

The ou tpu t  X k ( t )  o f  the k*^ antenna element is  composed o f  
the sum o f  a l l  delayed d i r e c t i o n a l  sources plus thermal noise:

*  <x,y> denotes the inne r  product o f  the m-dimensional vec to rs  
x and y .
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xk ( t )  = s ( t )  exp [ - j  u>c Ti k ] (17)

+ ^  £ . ( t )  exp [ - j  ujc r i k ] + £ k ( t )  ; k = 1 , 2 , ■m

For no ta t iona l  convenience, the outputs o f  the m antenna elements 
a t  t ime t  w i l l  be w r i t te n  as the m-dimensional complex-type vector

x ( t )  =

x-l(t)

x2 ( t ) (18)

xm( t )m

The m-dimensional vector def ined by
- j  Wc Tn

* i  =
c i 2

- i to t ■J c lm

; i  = 1 , 2 , • - *m (19)

1.L
i s  a vector d i rec ted  along the DOA of the i d i re c t io n a l  source 
and w i l l  be denoted as the d i re c t io n -d e la y  vec to r  associated yvith 
th a t  s igna l .  The instantaneous input  desired signal vec to r ,  s_(t), 
and the instantaneous inpu t  noise vec to r ,  ] j ( t ) ,  are defined in 
terms o f  v_. as

(a) l i t )  = S ( t )  ^

(b) u ( t )  = J  & . ( t )  v i + fc(t)

( 20)

1=2

where
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represents the inpu t  thermal noise vec to r .  That the inpu t  des ired 
s igna l  and noise vectors  could be w r i t t e n  as in  Equation (20) is  a 
consequence o f  assumptions regard ing the antenna elements. For non
i s o t r o p i c  and non - ide n t ica l  a r ray  elements, the only  m o d i f i c a t io n  
requ ired  in  Equation (20) is  to  m u l t i p l y  the kth component o f  each 
vec to r  _vi 0  = p) by a complex sca la r  f k (_V_i) (k = 1 , 2 , n)
which is  f u n c t i o n a l l y  dependent upon the a r r i v a l  d i r e c t i o n  ai  o f  the 
i t h  s ig n a l .  Other e f f e c t s  such as mutual coupl ing and apertu re  blockage 
which a l t e r  the r e la t i v e  phases o f  each oi(t)_v-j in  Equation (20) ,  may 
a lso be inc luded in modeling the received s igna l  s t ru c tu re  . although 
the m o d i f i c a t io n s  to Equation (20) would g e n e ra l ly  be more invo lved .

From Equations ( 1 7 ) - ( 2 0 ) ,  the output  o f  the m antenna elements 
may be expressed as

x ( t )  = s ( t )  + u ( t ) ( 21)

The covariance matr ices associa ted w i th  each o f  these three 
in p u t  vec to rs  may be determined as f o l l o w s : *

Kx e E{ x ( t ) x f ( t  - x ) } I 0

= E{ [2(t) + S(t)] [s(t) + u ( t ) ] t ) 

» s + M

( 2 2 )

where

*The symbol t  denotes the complex conjugate transpose o f  a m a tr ix  
o r  v e c to r ,  and the complex conjugate o f  a sca la r .



M e E [u . ( t ) j j+( t ) ]  = I  P! v.  v.  + oc \
i =2 1 1 1

m

4  5 * 1

The mxm matr ices Kx and M, which represent  the inpu t  covariance 
and noise covar iance m a tr ices ,  r e s p e c t i v e ly ,  are p o s i t i v e  d e f i n i t e  
and Hermit ian.  I t ,  th e re fo re ,  fo l low s  th a t  (1) t h e i r  inverses 
e x i s t  and ( 2 ) each can be transformed by a u n i ta ry  t rans fo rm a t ion  
i n to  a diagonal m a tr ix  w i th  real elements. The u n i ta ry  t ra n s 
fo rmat ion  and diagonal m a tr ix  associa ted w i th  Kx w i l l  be denoted 
by the mxm matr ices P and A, r e s p e c t i v e ly .  Thus,

PK P" 1 = A
X

(23)

where

and

PP -  PP = I

*1 0 0 * * ■ 0

0 X2 0 ■ • • 0

0 0 *3 ■*' 0

0 0

The elements o f  A are the eigenvalues o f  K . Since K is  p o s i t i v e  
d e f i n i t e ,  x x

> 0 k = 1 , 2 , m (24)

Several a d d i t i o n a l  d e f i n i t i o n s  w i l l  be requ ired  in  l a t e r  
chapters.  The t o t a l  inpu t  power, inpu t  des ired s igna l  power, 
and in p u t  noise power w i l l  be denoted by P j ,  P$, and Pn, respec
t i v e l y .  They are re la te d  to  o ther  system parameters as f o l l o w s : 1

*TR(K ) denotes the t race  o f  the m a tr ix  K ,
X X

26



Pg  ̂ Ets_+( t ) s[( t ) }  = s}  = mP̂ (25)

PN = E{u+( t ) u ( t ) }  = TR(M) = m £ P! 
N i = 2 1

m
Pj -  E{x1' ( t ) x ( t ) }  = TR(KX) = I  Xk = Ps + PN

C. Optimum Spat ia l  F i l t e r i n g  in
a Narrowband Envi ronmen’t

The antenna element outputs are co r re la ted  since each contains 
delayed versions o f  the p received s igna ls  (see Equation (17 ) ) .  I t  is  
t h i s  p roperty  which permits p a r t i a l  cance l la t ion  o f  undesired s igna ls  
w i thou t  cance l l ing  a desired s ignal coming from a d i f f e r e n t  d i r e c 
t i o n ,  i . e . ,  a sp a t ia l  processor can be implemented by apply ing 
the sensor outputs to an appropr ia te  combining network (sp a t ia l  f i l t e r ) .  
The purpose o f  t h is  sect ion is to der ive  a spa t ia l  f i l t e r  which 
processes the sensor outputs to maximize the desired signal and m in i 
mize undesired s igna ls  a t  i t s  ou tput.  The input s igna ls  w i l l  be 
assumed s ta t io n a ry  and narrowband w i th  respect to the a r ray  bandwidth.

The proposed s p a t i a l ^ f i  1 t e r ,  l i n e a r l y  combines (or  weights) the 
outputs o f  each element, X|<(t), to  generate a sca la r  output y ( t ) .
That i s ,

Y ( t )  = w-j* x-j ( t )  + w2*  x2 ( t )  + • ••  + wm*  xm( t )  . (26)

The weights are complex to convey phase as well as amplitude
c o n t ro l .  When wk is  viewed as the ktn component o f  the Tri

dimensional weight vec to r*  w, Equation (26) becomes

y ( t )  = wf  x_(t) = w+ s^(t) + w+ u^(t) . (27)

*For no ta t iona l  convenience, the vectors w and (def ined l a t e r )  w i l l  
be w r i t t e n  as w and Rxd> re sp e c t ive ly .  When e i t h e r  o f  these vectors 
is  w i r t t e n  w i th  a subsc r ip t ,  e . g . ,  w-j, i t  w i l l  denote the i t h  com
ponent o f  th a t  vector .
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The sp a t ia l  f i l t e r  w which optimizes the output s ig n a l - to -n o is e  
r a t i o  w i l l  f i r s t  be determined.

The t o t a l  power a t  the output  o f  the sp a t ia l  f i l t e r  is  defined
as

PT :  E [y+ { t )  y ( t ) ]

= E f [w + s j t )  + w+ u^Ct)3 [ s +( t )w  + uf ( t ) w ]  (28)

I f  the weight vector  is  f ixed  a t  some a r b i t r a r y  va lue, then 
Equation (28) reduces to

Py = w+ JL I *  w + w+ ^w = $0 +

where

S0 E E[w+ i ( t )  i + ( t )  w]

and

NQ = E[w+ u ( t )  u ^ t )  w]

The parameters S0 and N0 def ined above represent the output 
desired s ignal and output noise powers, r e s p e c t i v e ly . Thus, the 
ou tpu t  s ig n a l - to -n o is e  r a t i o  [ {S /N )q] ,  given w, may be expressed 
as

C f t  S w s s w
= r  = — r —  • (30)o o w M w

A le a s t  upper bound (LUB) f o r  t h i s  r a t i o  w i l l  be determined as a 
func t ion  o f  w assuming a f ixe d  signal environment. The LUB w i l l  
be denoted as the optimum output  s ig n a l - to -n o is e  r a t i o ,  and the 
f i l t e r  w which achieves th is  optimum w i l l  be denoted the optimum 
weight vector  (usua l ly  w ^ ) .

The maximum value o f  Equation (3 0 ) ,  f o r  a given s ignal env iron
ment, w i l l  be evaluated by fo l lo w in g  the procedure introduced by Reed, 
e t  a l . [ 6 ] .  F i r s t ,  an upper bound on Equation (30) w i l l  be der ived,
then a f i l t e r  w0pt which achieves th is  bound w i l l  be g iven. De
f in e  the operator

(X,Y) = Xf MY

28



where M is  the mxm noise covariance m a tr ix  and X and Y are 
a r b i t r a r y  m-component complex vec to rs .  Since M is  p o s i t i v e  
d e f i n i t e  Hermit ian, i t  i s  easy to show th a t  the above-defined 
operator  s a t i s f i e s  the axioms o f  a complex-type sca la r  product [2 3 ] .  
In terms o f  th is  sca la r  product, Equation (30) becomes

(n) =

(w, M ^ s J  w )
(w, w)

("1

(31)

By the Schwartz in e q u a l i t y

(X,Y ) 2 -  (X,X) (Y,Y) . (32)

Thus, Eq. (31) is  bounded above by

C\ ,  (w.w) (M_1s, M 'L )  , , . n

 farm = ( - ’ -1 ’ - -  • (33)

This upper bound is  independent o f  w and there fore  holds f o r  a l l  
complex vectors w. I f  a vector  w can be found such th a t

0 )
H )o= I + M" 1 s T0 (35)

then s_ M~̂ s_ is  the LUB and the vector  w is  optimum. One such 
so lu t io n  f o r  w, is  given by

w '  wopt ‘  B1 (36)

where 8i  is  an a r b i t r a r y  (non-zero) complex-type sca la r .  Sub
s t i t u t i n g  Equation (36) in to  Equation (30) ,  one obta ins
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where T0 is  de f ined as the optimum outpu t  s ig n a l - t o - n o is e  r a t i o  
f o r  a given s ta t io n a ry  s igna l  environment;  w , is  the f i l t e r  
which achieves t h i s  optimum. p

The f a c t  t h a t  n e i th e r  the ampli tude nor phase o f  Wppt  a f f e c t s  
(S/N ) 0 i s  both obvious and s i g n i f i c a n t ,  e . g . ,  n e i th e r  tne ampl itude 
nor phase o f  s.( t)  are requ i red  in  de term in ing  w0 p t-  The advantage o f  
t h i s  manifests i t s e l f  not on ly  in  es t im a t ing  the desired s igna l  DOA, 
but  a lso in  es t im a t ing  M, as should become apparent in  subsequent 
chapters.

Next, cons ider  a we ight  vec to r  c a lc u la te d  from the inverse  
o f  the inpu t  covariance m a tr ix :

wo “ 62 kx ' 1 ^  ( 3 8 )

where ^  an a r b i t r a r y  {complex) cons tan t .  From Equation (2 2 ) ,

w0 = &2(m + 1  s V 1 s 

Using a well -known m a tr ix  in ve rs ion  lemma [ 2 4 ] ,  wQ reduces to



where =
e2

3 1 ♦ T0 ■

Since B3 i s  a complex cons tan t ,  f i l t e r  w0 (compare Equation (39) 
w i th  Equation (36))  a lso  maximizes the ou tpu t  s ig n a l - to - n o is e  r a t i o  
[2 5 ] .

The f i l t e r J T J  kx~ ^  is  the wel l-known Weiner f i l t e r ,  which 
minimizes the mean-squared e r ro r  (MSE) between the f i l t e r  ou tpu t  
s igna l  and s ( t ) ;  t h a t  i s ,  i t  minimizes

JHSE -  E|s<t !  - v O l l 2 (40)

= E {(s(t) - w+ x(t)) (s^(t) - £^(t)w)J

By Equations (13) and (2 2 ) ,  t h i s  reduces to

JMSE = Ps = 2 Re{' ^ I  ^  w} + w\  w • (41)

Equation (41) has a unique minimum [ 1 ] ,  which occus f o r



f o r  which the minimum mean-square e r ro r  becomes

(43)

o
1 + To

1 + To

The MMSE between the desired s igna l  and the Wiener f i l t e r  o u tp u t ,  
normalized to  the per-element in p u t  desired s igna l  power, i s  a 
fu n c t io n  o f  the optimum output s ig n a l - to - n o is e  r a t i o  (SNR); as 
expected, (JmmSE) ( Ps) “  ̂ is  sm a l les t  when the optimum output SNR 
is  h igh.  The weight vectors wopt  and maximize ( S/N) 0 in
s ta t io n a ry  s igna l  environment co n s is t in g  o f  narrowband (w i th  
respect to the a r ra y  bandwidth) uncorre la ted  s ig n a ls .  Baird and 
Zahm [1 ]  show t h i s  is  also t ru e  f o r  f i l t e r s  which are based on 
the maximum l i k e l i h o o d  c r i t e r i o n .  Since these f i l t e r s  y i e l d  the 
same ou tpu t  SNR, the output SNR w i l l  be used to measure per form
ance, This measure w i l l  be usefu l  when undesired s igna ls  and 
thermal noise approximate Gaussian processes, s ince maximizing 
the SNR a lso opt im izes the p r o b a b i l i t y  o f  d e te c t io n .

D. The Reference Signal

In the preceding sec t ion ,  i t  was found th a t  f i l t e r s  which 
op t im ize  the ou tpu t  SNR are complete ly  determined by the c o v a r i 
ance m a tr ix  Kx (o r  M) and by the desired s igna l  DOA vec to r  es, 
where 3 represents an a r b i t r a r y  complex-type cons tan t .  In the 
a p p l i c a t io n  under i n v e s t i g a t i o n ,  h ig h ly  mobile te rm ina ls  are to  be 
conta ined in  the TDMA network; thus ,  i t  has been presumed th a t  
the a r r i v a l  angles o f  the d e s i re d ,  time m u l t ip le xed  s igna ls  are 
not know a t  the s a t e l l i t e .  In o rder  to  ob ta in  an est imate o f  es, 
some in fo rm a t io n  must be made a v a i la b le  a t  the array processor to  
d i s t in g u is h  between desired and undesired s igna l  sources. This 
in fo rm a t io n  w i l l  assumed to  take the form o f  a l o c a l l y  generated 
reference s ig n a l ,  r ( t ) ,  which has the fo l lo w in g  p rope r ty :

Rxd = E [ x ( t )  r 1' ( t ) ]

= E { [ s ( t )  + u ( t ) ]  r f ( t ) l  

= s ( t )  r + ( t )

(44)
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where Rxd is  defined as the inpu t  c r o s s -c o r re la t io n  ve c to r .  Thus, 
an est imate o f  is  obta ined by averaging the inp u t  s igna l  vec to r  
by reference s igna l  product.

For the purposes o f  a n a ly s is ,  an ideal re ference w i l l  be 
assumed. The idea l  assumption is  th a t  t*{ t)  is  a scaled re p l ic a  
o f  the desired s ig n a l :

des ired ^ ig n a l  and is  a fu n c t io n  o f  the unknown phase and am pl i 
tude o f  s^(t). In t h i s  case, the c r o s s - c o r re la t io n  vec to r

In  p r a c t i c e ,  i t  is  poss ib le  to l o c a l l y  generate a (n ea r ly )  
idea l  re ference s igna l  i f  ( 1 ) the des ired s ignal con ta ins  no data 
modula t ion,  ( 2 ) the t ime base o f  the code modulation contained on 
the des ired  s igna l  a t  the a r ray  inpu t  i s  a l igned  w i th  the t ime base 
o f  the processor code to w i t h in  a few tenths o f  a code b i t  ( ch ip )  
d u ra t io n ,  and (3) an accurate est imate o f  the des ired  s igna l  
c a r r i e r  frequency is  a v a i la b le .  These requirements would be 
s a t i s f i e d  i n t r i n s i c a l l y  by a TDMA system o f  the type described 
in  Chapter I I  i f  (1) the data modulat ion were to  be removed*,
( 2 ) a s in g le  t im ing  s igna l  were to  be employed in  the processor 
to  generate both the network c lock s igna l  and the processor-generated 
code, and (3) the o f f s e t  in  frequency between s ( t )  and r ( t )  were to 
be s u f f i c i e n t l y  small .

*For  example, each user could be assigned a preamble i n te r v a l  
preceding h is data s l o t  dur ing  which on ly  the PN code i s  t ra n s -  
mi t te d .

where | r  | is  a known constant,  (35 is  constant f o r  a given

(45)

(46)

has the magnitude

(47)
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Of course, i t  is  genera l ly  not poss ib le  to generate an ideal 
reference signal when data are to be conveyed. In th is  case,
Reinhard [14] has shown th a t  a reference s ig n a l ,  r p ( t ) ,  which 
s a t i s f i e s  the requirements in  Equation (44) can be derived from the 
array output s ignal by a processor conf igured as shown in  Figure 3 
provided the spectrum-spreading r a t i o  is  nominally eqj^al to or 
g reater  than e igh t  and the s ig n a l - to -n o is e  r a t i o  (of  r p( t ))  is  
s u f f i c i e n t l y  la rge.  The l a t t e r  requirement is  s a t i s f i e d  when the 
product o f  the s p a t ia l  and waveform processing gains exceed the input 
noise to desired s igna l  power r a t i o ,  which is^normal ly  the case of  
i n te r e s t .  When the s ig n a l - to -n o is e  r a t i o  o f  r n ( t )  is  s u f f i c i e n t l y  
high (approximately 10 dB or  higher)  and i f  delays introduced by 
the waveform processor o f  Figure 3 are compensated,* then r p ( t )  can 
be approximated by

y t )

tw s

7
s ( t ) (48)

w

where

i *  12
| r p'

E [ r ( t )  ^ ( t ) ]

= e.

Again | r  | is  assumed known. I f  = 3g, then

'V.
tw s

r ( t ) (49)
w s s w

which shows th a t  r p ( t )  approximates r ( t )  to w i th in  a phase fa c to r  
introduced by the sp a t ia l  f i l t e r  w. Near s teady-s ta te ,  t h is  
phase f a c to r  is  e s s e n t ia l l y  constant when the desired s igna l  
frequency o f f s e t  i s  small [1 5 ] .  Note th a t  the r e la t i v e  phase angle 
between the desired s ignal component o f  the array output  and r p( t )  
in  Equation (49) is  nominal ly  zero, whereas the r e la t i v e  phase can

*The sub ject  o f  delays introduced by the waveform processor and 
methods f o r  compensating t h i s  delay are addressed in  Sect ion VI.B4.
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assume an a r i b t r a r y  value in  the range 0° to  360° in  the case o f  an 
ideal re ference s ig n a l .  For t h i s  reason, the t r a n s ie n t  response o f  
an a r ray  processor implemented using a waveform processed reference 
s igna l  can prov ide b e t t e r  performance dur ing  weight t r a n s ie n ts  com
pared to  case in  which a waveform processed re ference s ignal is  used 
(see Sect ion V D).
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CHAPTER IV

TRANSIENT RESPONSE OF THE LMS ALGORITHM

A, In t roduc t ion

This chapter begins w i th  a b r i e f  review o f  the LMS a lgo r i thm  
weight equation. Two implementations o f  the weight equation are 
def ined.  In the f i r s t ,  weights are updated in a continuous manner 
according to a d i f f e r e n t i a l  equation. In the second, weights are 
updated in  d isc re te  steps. Each implementation is then fu r t h e r  
subdiv ided by d is t in g u is h in g  between two technioues fo r  in s e r t i n g  
a p r i o r i  desired s ignal in fo rm at ion .  Transient and s teady-s ta te  
performance o f  each o f  these four  cases are analyzed in parts C 
and D. In pa r t  C, a review o f  the mathematical development 
pe r ta in in g  to ideal LMS a lgor i thm response is presented. The 
idea l  assumption is th a t  the weights respond to the average o f  
the instantaneous covariance matr ix  and/or the average o f  the 
instantaneous c ro s s -c o r re la t io n  vector  (depending on a p r i o r i  
in fo rm at ion  assumed). This assumption is shown to be v a l id  when 
the analog contro l  loop bandwidth is  much narrower than the input  
s igna l  bandwidth, i . e . ,  when the convergence ra te  is r e l a t i v e l y  
slow. When the loop bandwidth is  increased to improve convergence, 
however, the weights become n o is ie r  as they begin to respond to 
instantaneous signal f l u c tu a t i o n s ,  thus depart ina from the 
id e a l ized  model. Se lec t ion  o f  an optimum loop bandwidth in  t h i s  
case requires a compromise between convergence ra te  and loop 
noise. To guide th is  se le c t io n ,  excess noise at the array output 
as a func t ion  o f  array parameters is determined f o r  the case o f  a 
Gaussian noise environment in  pa r t  D. In  pa r t  E, the e f fe c ts  o f  
weight j i t t e r  on the output signal phase and on coherent de tec t ion  
are determined when the d is c re te  LMS a lgo r i thm  is  employed.

B. Descr ip t ion  o f  the LMS Algor ithm

The analog LMS (ALMS) a lgor i thm is  designed to minimize the 
mean-squared e r ro r  between the array output and a known reference 
s igna l  [ r ( t ) ]  based on a steepest descent m in imizat ion procedure. 
The technique sets the time d e r iv a t iv e  o f  the complex weights ,  
w ( t ) ,  equal to  a negative constant times the g rad ien t  o f  the 
instantaneous mean-square e r ro r  [ 1 ] ,  i . e . ,
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-  6VW | ? ( t , w ) | 2 (50)

where

?(t.«) = n t )  - f-(t) (5i)
= f(t) - w+(t) Sf(t)

I t  has been shown elsewhere [1 ,1 5 ]  th a t  the vec to r  d i f f e r e n t i a l  
equat ion f o r  the weights which s a t i s f i e s  Equat ion (50) is given
by

= 2 e x ( t )  ^ ( t )  (52)

= a x ( t )  ( r +( t )  -  x f w ( t ) )

= a [ x ( t ) r +( t )  -  x ( t ) x +( t ) w ( t ) ]

where the rea l  sca la r  a(= 2 3 ) is  defined as the loop gain 
constant.  For an m-element a r ra y ,  t h i s  expression represents  
m coupled d i f f e r e n t i a l  equations o f  the form

dw^(b) „ + „ „ +
— — = a ( x i ( t ) r  ( t )  - x ^ ( t ) x  ( t ) w ( t ) )  ; i = l , 2 , - - - m  (53)

Equations (52) and (53) descr ibe the t ime behavior  o f  the weights 
f o r  continuous values o f  t .  An a lgo r i thm  f o r  updat ing weights i n 
d is c re te  steps can be der ived by t rans fo rm ing  Equation (52) i n t o  
the d i f f e re n c e  equation

W ( t .  .-,) - W ( t . )  ^  ^  v f
 ----------- I - J - = a ( x ( t . ) r  ( t . )  -  x ( t , ) x  ( t . ) w ( t . ) ) ;  (54)j +1 - j J J J J J

h  '  * j + i

where w( t j + q ) and w ( t j )  represen t  the weiohts a t  twines t j +-| and 
t j ,  r e s p e c t i v e ly ,  in terms o f  inpu t  data r ( t )  and x ( t )  sampled 
at  t ime t j . Equation (54) is  re fe r red  to  as the d i g i t a l  LMS (DLMS) 
a lgo r i th m .  As the in t e r v a l  t j +-| - t j  approaches zero ( f o r  a l l  j ) ,  
Equations (52) and (54) become i d e n t i c a l .
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Taking the ensemble average o f  both sides o f  Equations (52) 
and (54) y ie ld s

E = « { E [ i ( t ) ? +( t ) ]  - E [x ( t )x f ( t ) w ( t ) ] }

= “ t Rx(j " E[J(t )S+( t ) w ( t ) ] }  

r w ( t . t 1 ) .  w o . ) - 

^ i +1 ~ * i
= a { E [ x ( t j i r +( t j ) ]  -  E [ x ( t j ) x +( t ^ ) w ( t ^ ) ] }

= a{Rxd -  E x , ( t j ) x +( t j ) w ( t j ) }

The l a s t  step in  each o f  Equations (55) and (5G) fo l lows  from 
the assumption th a t  the re ference s igna l  is  a scaled re p l i c a  o f  
<Kt) (see Equat ion (44 ) ) .  Equations (55) and (56) motivate the 
fo l lo w in g  m o d i f i ca t io n s  to Equations (52) and (54) :

= “ {Rxd -  i < t ) x +( t )w ( t ) }  

w ( t i+ 1 ) - w ( t . )  ^
 1—  t~  = a{Rxri '  ( t . ) w ( t . ) }t j + i  - z.  xa J J J

In  Equations (57) and (58) ,  des ired  s igna l  DOA in fo rm a t ion  is  
assumed g iven ,  whereas in  Equations (52) and (54) the re ference 
s ig n a l ,  r ( t ) ,  is  assumed given.

Equations (52) ,  (54 ) ,  (57) ,  and (58) descr ibe the fo u r  basic  
models o f  the LMS a lgor i thm  considered in  t h i s  chapter.  The 
analog models, def ined by Equations (52) and (57) ,  are i l l u s t r a t e d  
in  Fig. 6 . To e s ta b l i s h  a convent ion f o r  d i s t in g u is h in g  between 
the two analog a lgo r i th m s ,  the vec to r  R i ( t )  i s  defined as the 
d i f fe re n c e  (a t  t ime t )  between the ( ins tantaneous)  desired s igna l  
DOA in fo rm a t ion  inse r te d  i n t o  the feedback path and the mean 
c ro s s -c o r re la t io n  vec to r .  That is  ( the expression [ 0 ]  denotes the 
zero v e c t o r ) ,

Ra = i ( t ) r f ( t )  -  Rxd

or

RA -  Rxd -  Rxd -  [ 0 ]

(55)

(56)

(57)

(58)

(59a)

(59b)
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X ( t )

ARRAY
OUTPUT

ADJOINT +

W ( t )

ADJOINT +

ERROR

ERROR
M U L T IP L IE R S

Figure 6 - -Analog adapt ive processor model. In Equation (52) ,  
Rxd = [ 0 ] .  In Equat ion (57 ) ,  ? ( t )  = 0.
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ADJOINT tSAMPLER

ERROR
M ULTIPLIERS

Figure 7— D ig i t a l  adapt ive processor model. In Equat ion (54) ,  
Rxd = [ o i -  In Equation (5 8 ) ,  ? { t )  = 0.
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where the e x p l i c i t  t ime dependence has been suppressed f o r  
n o ta t io n a l  convenience. Equation (59a) app l ies  to an adapt ive 
processing implemented in accord w i th  Equation (52 ) ;  in  l a t e r  
se c t io n s ,  t h i s  w i l l  be re fe r re d  to  as the RAj* [0] case. When the 
processor is  implemented in  accord w i th  Equat ion (57 ) ,  Equat ion 
(59b) a p p l ie s ;  t h i s  w i l l  be denoted as the R&=[0] case. S i m i l a r l y ,  
these d e f i n i t i o n s  and d e sc r ip t io n s  apply to  the d i g i t a l  models 
def ined by Equations (54) and (58) and i l l u s t r a t e d  in  Figure 7.

C. Ideal LMS A lgor i thm

In t h i s  se c t io n ,  the mean t r a n s ie n t  responses o f  Equations
(52) and (57) w i l l  be determined under the assumption th a t  the
con t ro l  loop bandwidth is  much narrower than the in p u t  s igna l  
bandwidth. This r e s u l t  is  then compared w i th  the mean response 
o f  the OEMS a lgo r i thm  (Equations (54) and (58))  when A t = t j +, - t j  
i s  assumed equal to  the in t e r v a l  between independent samples1̂ 
o f  £( t ) .

The mean weight v e c to r ,  w ( t ) ,  o f  the ALMS a lgo r i thm  is 
obtained by performing an ensemble average o f  Equation (52) over 
a l l  s igna ls  present.  From Equation (55) ,

E M i l  = c{Rxd - E[x(t)xV)] Wit)}
-  E [ ( x ( t ) £ +( t )  -  E [^ ( t )x_+( t ) ] } { w ( t )  -  w ( t ) )  ]

= a{Rxd - Kxw ( t )  -  E [ ( ^ ( t ) x f ( t )  -  Kx ) (w ( t )  -  w ( t ) ) ] >

where w ( t )  e Ew(t) .

Since w ( t )  is  assume to vary s low ly  w i th  respect to  
jx(t)x_ ( t ) ,  they are n e g l i g i b l y  c o r re la te d  and instantaneous 
f l u c tu a t i o n s  o f  w ( t )  about i t s  mean are sm a l l .  This permits 
the approximation

E [ ( x ( t ) x +( t )  -  Kx) (w(t) - w ( t ) ) ]  * 0

so th a t

**Tndependent samples were assumed in  order  to  s im p l i f y  the ana lys is  
As should become apparent subsequent ly ,  r e s u l t s  obtained under 
th i s  assumption can be used to approximate the mean response f o r  
o the r  values o f  At.



E d w ii i .d w tt l ,  o(Rj[d . KxwCO> (62)

The vec to r  d i f f e r e n t i a l  equat ion in (62) de f ines  the idea l  ALMS 
a lgo r i thm .  To evaluate the c h a r a c te r i s t i c s  o f  Equation (62) ,  
the e igenvec to r  expansion approach descr ibed in  Sect ion I I I  B 
w i l l  be adopted. M u l t i p l y in g  both sides o f  Equat ion (62) by the 
mxm u n i ta ry  m a tr ix  P y ie ld s

^  Pw(t) = a(P Rxd -  P Kx P" 1 Pw(t) )  (63)

De f in ing  y - j ( t )  as the p r o je c t io n  o f  w ( t )  onto the i **"1 e igenvector  
o f  Kx* ,  i . e . ,

y . j ( t )  - [ P w ( t ) ] i (64)

re s u l ts  in  m decoupled d i f f e r e n t i a l  equat ions o f  the form

- j t- ■ ■ = « [(P  Rxd) i  - X. y . ( t ) ]  ; l = 1 , 2 , - - m  ( 6 6 )

Equation (65) has the s o lu t io n

0> (p RxdJi0 +  ( 66 )
X . 

1

where y - j ( t G) denotes the i n i t i a l  value o f  y - j ( t ) .  Equat ion ( 6 6 ) 
may be w r i t t e n  in  the vec to r  n o ta t io n  as

_  - a A ( t  -  t  ) , ,
y ( t )  = e 0 [ y ( t 0 ) - A P Rxd] + A P Rxd (67)

where**

*The n o ta t io n  LJ-j represents the i L component o f  the vec to r  
enclosed by the brackets .

* *Aga in ,  the underbar on the vec to r  y ( t )  is  om it ted  in  order  to  
s im p l i f y  n o ta t io n .
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y( t )  =

y-i ( t )

y2 ( t )

and

exp [ - a A ( t  - t 0 ) ]  E I - aA( t  -  t Q) + ^  [ aA ( t  -  t Q) ] :

i p  [a A ( t  -  t 0 ) ] 3 +

-aA-j C t  — t o }
0

0

0

0

0

Since > 0,  y - j ( t )  e x is ts  f o r  t  > tg and converges to the 
component o f  Rxd p ro jec ted  onto the i th e igenvec to r ,  i . e . ,

(P R  ,). 
l i m  y • ( t )  - — r —  -1- ; i =
t-yco 1 A-j

o r ,  in  vec to r  form,

( 68)

l im y ( t )  = A-1 P Rxd (69)

The s te a d y -s ta te  we ight  vec to r  is obta ined by performing 
the inverse  t ra n s fo rm a t io n :
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This r e s u l t  shows th a t  the we igh t  vec to r  w ( t ) ,  ca lcu la ted  accord
ing  to  the idea l  ALMS a lgo r i thm  (Equation ( 6 2 ) ) ,  converges to  the 
optimum weight  ve c to r .

The degree to  which the s o lu t io n  to Equation (62) app rox i 
mates the s o lu t io n  to  Equation (52) depend^, on the c o r r e la t i o n  
leve l  between w ( t )  and £ ( t ) /  ( t )  (o r  / { t j f * 1 ( t ) ) .  This degree o f  
c o r r e l a t i o n ,  in  tu r n ,  depencTs on the inpu t  s igna l  environment as 
w e l l  as the r e la t i o n s h ip  between inp u t  s igna l  bandwidth and con
t r o l  loop bandwidth. The impact o f  these parameters on actual 
performance w i l l  be f u r t h e r  evaluated a n a l y t i c a l l y  and e x p e r i 
m e n ta l ly  in  l a t e r  sec t ions .

Since w ( t )  in  Equation (62) is assumed s to c h a s t i c a l l y  inde
pendent o f  £ ( t ) ,  the output  s igna l  power a t  t ime t  is  given by 
[see Equation (2 9 ) ]

S u b s t i t u t in g  Equation (67) in t o  Equations (71) and (72) y ie ld s

S0 ( t )  = wf ( t )  i s ^ w t t )  = y ^ t )  P s s +P_1 y ( t )

S i m i l a r l y ,  the output  noise power is given by

NQ( t )  = wf ( t )  M w ( t )  = y f ( t )  Ay ( t )  -  SQ( t )

m f R .

No ( t )  '  J ,  ^  - x f b ' k  e

These two expressions in d ic a te  the e x p l i c i t  dependence o f  the 
i dea l  ALMS a lg o r i th m  response t ime on the eigenvalues o f  the



covariance m a t r i x ,  the i n i t i a l  we ight  vec to r  ( w ( tQ) ) ,  and the 
desired s igna l  DOA (Rxh ) .  In  general s igna l  environments, a l l  
components y ^ ( t ) [ k = l , Z , * - - m ]  must be near t h e i r  s teady-s ta te  
value to  achieve a near ly  optimum output  SNR; thus ,  the adaption 
t ime requ ired  f o r  convergence is  normally  p ro p o r t io n a l  to  the 
longest  t ime cons tan t ,  T m a x ,  where

T -  (ciA . ) ^max x min

The assumption th a t  the co n t ro l  loop bandwidth is  much narrower 
than the in p u t  s igna l  bandwidth imposes a lower bound {i|_) on 
the s h o r te s t  t ime constant.  Since the s h o r te s t  t ime constant
^ m i n 5 is  rGlated t 0  1max

a
max

T . =  Tmin max A . 'min

one obta ins the bound

T ,  A
> L max 

Tmax ami n

Thus, the adapt ion t ime requ i red  using the idea l  ALMS a lg o r i th m  
i s ,  in  ge ne ra l ,  p ropo r t ion a l  to  * max/  Am-jn *

To r e la te  t h i s  r e s u l t  to  the s igna l  environment,  the 
eigenvalues must be determined. For narrowband, ( tem pora l ly )  
uncorre la ted  s ig n a ls ,  the eigenvalues and e igenvectors  o f  
s a t i s f y  the e igenvec to r  equation

p + ?
(K -  X I )e  = [  P ! » ,  vsT + (o -X) I = [0 ]x i=1 1 1 -1

where = P̂  and e is  an e igenvec to r .

For the case o f  two d i r e c t i o n a l  sources (p=2) ,  the eigenvalues 
and (unnormal ized) e igenvectors  can be shown [1 5 ]  to  be



( 7 8 )

A, = ° 2 + f  + PP
- ff ( p2 - P I T  + P\ P'1 * ' 2 \ < V ^ V g ^ l  J, „ ‘ T / 2

x n = 2 , m
CT +

e, = -<

% ( p ] + p j ) + [ ? r  ( p2 + pi > 2 + pi p2 i <vi - v  U

^-Pj) + [m2(Pj-P' ) Z + 4 Pj 1 < ̂  . Vg> | 2 ] 1 / 2 ]  ^

2 p2 ^ 2  ’—1>
“ 1 + ^2

e0 =
[ m(P^-Pj) -[m2( P p p p 2 *  < P| f ;  h v p y l  2]  1/2 ]

\  2 Pj <v2 , v , > j -1
fV ]  + 1 2

G k e l > e 2 ! k ’ 2

where

<P R„J ‘ W k = 1 , 2 , * • - m
Xd k ( <ek -ek> ) V 2

o
C le a r l y ,  A_in  = a when P < m. The spread (^max/^min^ in  e i 9en_ 
values is  la rg e  when

P! »  oi

o r  P! >> P' 
i  J

i = 1 , 2
i , j  = 1 , 2

Consequently, from (7 6 ) ,  convergence rates can be slow when the 
in p u t  s igna l  power is  la rge in  r e l a t i o n  to the per-element 
thermal noise power. F o r tu n a te ly ,  the impact o f  w idely  spread 
eigenvalues can be p a r t i a l l y  a l l e v ia t e d  by proper s e le c t io n  o f  the 
i n i t i a l  weight ve c to r .

The eigenvectors associa ted w i th  xm-jn (e3 ,e4 , • • ^e-) f o r  the 
underconstrained array are ( s p a t i a l l y )  orthogonal to  tne two 
d i r e c t i o n a l  sources, which imp l ies
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s_ = I  (P s ) „ * I  (P [w ( tn ) -  )
2
I

k-1

- a X k t t - t o )

<P Rxd>k !

L
O' Ak J ' k

i

(79)

No =

2
I

k = l

R , -aX, ( t - t  )

/ v !  cp[ w<t o> -  ) k e

<P Rx d > k \
m

+ k=3 / V i n  <Pw' t o ) ) k e

- a X  - ( t — t  )rm n ' o'

(80)

Thus* the longest  t ime constan t  in  Equations (79) and (80) may 
be e l im ina ted  i f  the i n i t i a l  weight ve c to r  is chosen orthogonal 
to  the thermal noise e igenvectors  ( the e igenvectors associa ted 
wi th  .

One such i n i t i a l  we igh t  is  the zero v e c to r :

w ( t Q) = [ 0 ]

f o r  which

S = o k=l k Ak V.

(81)

(82)

N0 = E *k0 k-1 K
<P Rxd>k(1 -  e

}
-  s

In  t h i s  case, the adapt ion t ime requ ired  f o r  convergence is  
p ro p o r t io n a l  to  e i t h e r

1 or

(83)

(84)

whichever is la r g e s t .  In some a p p l ic a t io n s  ( e . g . ,  when the 
angular  separa t ion  between the desired s igna l  and i n t e r f e r i n g  
s igna l  is  s u f f i c i e n t l y  la rge  and the per-e lement thermal noise
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power is  much smaller than the to ta l  input  power of each d i r e c 
t io n a l  source), A-. (or  A^) is considerably  la rge r  than 
and thus a s i g n i f i c a n t  increase in convergence rate can.be 
achieved by i n i t i a l i z i n g  the weights to zero.

A second i n i t i a l  weight which is orthogonal to the thermal 
noise eigenvectors is given by

w ( t  ) = b R , o ' xd
where b is an undetermined constant. In th is  case, Equation (73) 
reduces to

So =

2 ^ 

Jl
(b -  - H  (P ! ) k* (P Rxd) k e

+ (P s ) k*  ^  ' * d>k 1

N = y
0 k=l

_ _  ■)
(b -  — ) (P Rxd) k e

<P Rx A

7JT
-  S.

Transient response again depends* on A] unless the i n i t i a l  e r ro r  
along e-| is  e l im inated by se t t in g

b = b] s a _1

Of course, Ai is  genera l ly  unknown. However, the impact o f  slow 
response on b0 and N0 due to  A] (and eigenvalues near A])  can at 
le a s t  be reduced by s e t t in g  b near .

s’ume i is  the smallest eigenvalue la rg e r  than



To i l l u s t r a t e  some concepts discussed above, consider a 
l i n e a r  a r ray  o f  fo u r  id e n t i c a l  antenna elements immersed in  an 
environment con ta in ing  a d i r e c t i o n a l  i n t e r f e r i n g  source 30 dB 
h igher  than the desired s igna l  and thermal noise powers. S p e c i f i 
c a l l y ,  l e t  (see Equations {5,  6 , and 25))

\ l  -  1000

The eigenvalues and the optimum (s te a d y -s ta te )  ou tput  s i g n a l - t o -  
noise r a t i o  are given in  Table I f o r  several values o f  r e l a t i v e  
angular  separa t ion  (^ in  e l e c t r i c a l  dearees per element) between 
i n t e r f e r i n g  and desired s igna l  d i r e c t io n s  o f  a r r i v a l .  For 
ip = 90°, the in te r fe re n c e  d i r e c t i o n  o f  a r r i v a l  co inc ides w i th  
the d i r e c t i o n  o f  a n u l l  in  the a r ray  p a t te rn  wfien the a rray  is  
cophased to  the des ired  s igna l  so th a t  T0 = mP  ̂ = Ps . A c lo s e r  
angular separa t ion  causes A ] ,  the eigenvalue associated w i th  
des ired  s ig n a l ,  to  decrease, but does not s i g n i f i c a n t l y  e f f e c t  
Amax or  Am in . The r a t i o s  Amax/A-| and Amax/Amin are ver^ 1ar^ e 
in  a l l  cases.

Employing the idea l  LMS a lg o r i th m  w i th

( “ W 1 = 1 MSec

r e s u l t s  in  a maximum time constant o f  

Tmax = ' “W 1 “ 4 msec-

By Equat ion (82) and (83) ,  the maximum time constant can be reduced by 
a fa c to r  o f  A i / A ^  by s e t t i n g  w ( t 0 ) = [ 0 ] ,  For the example in  
Table I ,  the aegree o f  improvement is  g rea te s t  when the a rray  is  
cophased to  des ired s ig n a l ,  but decreases r a p id l y  as the angular  
separa t ion  between the in te r fe re n c e  and desired s igna l  is  reduced 
( i . e . ,  when T0 is  reduced).

When w ( t 0 ) = Rxcj ,  response is very rap id  since the
maximum time constant in  the expressions f o r  SQ and N0 equals 
one microsecond. In order  to determine performance f o r  w ( t 0 ) = 
pA-|- ' Rxcj ,  where 3 ^ 1 ,  the t r a n s ie n t  response o f  the ou tpu t  s ig n a l -  
to -no ise  r a t i o  (S0 /N0 ) was evaluated as a fu n c t io n  o f  3 f o r  the 
^ = 60° and = 15° cases in Table I .  Figures 8 and 9 show 
versus ba f o r  several d i f f e r e n t  values o f  < t where k represents the
adaption t ime normalized to the sm a l les t  loop t ime cons tan t ,  i . e . ,
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Table I .  The Eigenvalues, Eigenvectors, and Optimum Output Signal-to-Noise 
Ratio for Several Values of the Angular Separation Parameter 41.

CDO

* X1 xz Xk
A.

ei

/90° 5 4001 1 0.5 V-|

/60° 4.25 4002 1
0.55 v-| 

-0.24 v2

/45° 3.29 4003 1
0.66 v.| 

-0.43 v2

/301 2.2 4004 1
0.91 v1 

-0.76 v2

/15° 1.33 4005 1 1.74 v1 

- 1.66 v2

<er Y  <e2’ V

0.5 v2

2.17 x 10' 4 v1 

+0,5 v^
3.27 x 10~4 v

1
+0.5 v2 

4.2 x 10"4 v1 

+0.5 v?

4.79 x 10' 4 v 

+0.5 v0
1

2

1.802

1.514

1.09

0.575

0

0.866

1.306

1.673

1.915

4

3.244

2,295

1.20

0.331
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Figure 8—The output signal-to-noise ratio versus & for several values 
of the normalized adaption time. ij» = 60°.
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Figure 9--The output signal-to-noise ratio versus 6 for several values 
of the normalized adaption time, ip = 15°.



k = ( t - t Q) ( a ^ )

The re s u l ts  show th a t  convergence continues to be rapid a t  both 
angular separations over a wide range o f  values f o r  3 , which implies 
th a t  the convergence ra te  (o f  S0 /N0) can be s i g n i f i c a n t l y  improved by 
i n i t i a l i z i n g  the weight vector to  a vector  d i rec ted  alona Rxcj 
even though x-\ is not p rec ise ly  known. For example, the response 
obta ined in  each o f  the f i v e  cases given in  Table I f o r  b = 1 would 
be (near ly )  the same as the response obtained by s e t t in g  b = A]- ' .
Note tha t  the r e l a t i v e  responses obtained f o r  the w(tp) = [ 0 ]  and 
w ( t0 ) = Rxh cases can be compared using the re su l ts  in  Figures
8 and 9 since tne w ( t0 ) = [0 ]  case is  represented by l e t t i n g  3 0.
In p a r t i c u la r ,  the output s ig n a l - to -n o is e  r a t i o  is  shown in  Figure 
to  converge to w i th in  5 dB o f  optimum in  less than f i v e  t ime constants 
(k < 5) f o r  tj,= 15° and w ( t0) = A] Rx(j ,  whereas more than 140 
t ime constants are required to ob ta in  the same performance when 
w ( t0 ) = [ 0 ] .

Although time constants contained in  the expression f o r  y - j ( t )  
[Equation (6 6 ) ]  are useful in  determin ing the c h a ra c te r i s t i c s  o f  
the weight response, the " t ime-cons tan t"  associated w i th  convergence 
o f  S0 /N0 ( to  T0 ) may d i f f e r  s i g n i f i c a n t l y  from 'fmax- Again, using 
the ip = 15° case as an example, the maximum t in e  constant in  the 
expression* f o r  y ( t )  i s  re la ted  to  the minimum time constant by

ClA n  I  OtArt
T = —;—  ( a A o )  = —r—  T . -  3011 T ■ ( 8 8 )max aA^ aA min min

Thus, the adaption in te rv a l  corresoonding to  Tmax represented by 
k = 3011 in  Figure 9. The output  s ig n a l - to -n o is e  r a t i o ,  however, 
i s  w i t h in  3 dB o f  optimum f o r  k * 190 when w ( t 0 ) = [ 0 ] .  S0 /N0
converges r e l a t i v e l y  f a s t  in  t h i s  case because a deep n u l l  is  
r a p id l y  formed in  the d i r e c t io n  o f  the high leve l  i n t e r f e r i n g  
s ig n a l ,  which is  the only remaining source o f  i n i t i a l  e r r o r .  Con
sequent ly ,  S0 /NQ is  large even though S0 i s  small r e l a t i v e  to i t s  
optimum value.

In general s ignal environments conta in ing  more than two 
d i r e c t io n a l  sources, Equations ( 8 6 ) and (87) become

*T h e in i t ia l '  Weight vector is assumed orthogonal to e^ fo r  k > 2.
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So -  W L
,2

( P ^ k |  4
1 1 1 (b -  I  ) e k °

k=l I k kj
(89)

N„ ‘  I? |2 X |p̂1 Xk t(b J

In order to  determine a "best"  value f o r  b in th is  case, add i t iona l  
in fo rmat ion  is required regarding assumed adaption times and s ignal 
environment f o r  the p a r t i c u la r  a p p l ic a t io n .  For example, a value 
f o r  b could be computed such th a t  S0 / f J0 versus b is maximized fo r  a 
given adaption in te rv a l  ( t - t 0) i f  the s igna l  environment were 
assumed known. A value f o r  b which provides a "good" response over 
a wide range o f  (unknown) signal environments would be more d i f f i c u l t  
to determine.

Although a de ta i led  study was not conducted, the convergence 
o f  S0 /N0 was evaluated fo r  two d i f f e r e n t  values o f  A3 when two 
h igh - leve l  i n t e r f e r i n g  s igna ls  (p = 3) are present;  the resu l ts  
are given in  Figures 10 and 11. In both cases, the values f o r  
I(P S ) , l z/ x 1 ( i  = 1 ,2 ,3 )  were selected so th a t  T0 approximated the 

optimum s ig n a l - to -n o is e  r a t i o  o f  0,331 obtained f o r  the ^ = 15° case 
in  Table I .  Again, the re s u l ts  show th a t  the convergence ra te  can be 
s i g n i f i c a n t l y  improved by s e t t in g  w { t0 ) = 3A1 “ Rx(j ,  and tha t  the 
convergence ra te  is r e l a t i v e l y  in s e n s i t i v e  to the value o f  3 .

Some in s ig h t  regarding the re la t io n s h ip  o f  inpu t  s ignal band
width and the ideal ALMS assumption can be obtained by eva luat ing 
the mean response o f  the d i g i t a l  implementation. Successive 
a p p l ica t io n  o f  Equation (54) re su l ts  in  an expression fo r  w ( t n) in  
terms o f  data co l lec ted  a t  times 13 , t ^ »—  t n_i and the i n i t i a l  
weight vec to r  w ( t - j ) .  Assuming a constant in te rv a l  between samples, 
one obta ins
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Figure 10--The output signal-to-noise ratio versus 3 for several values 
of the normalized adaption time. $ = 15°; A? = 13.3;iPill = IPszI = 0*957. 3
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(90)

where

a A t

n-1 j
VL n

j = 2 i = 2

\  n-1
[ I

1 i= l

-  4 <-1

M*/
'n-1

'I't/( I  - a A tx ( tn_ . )x  ( t n - . ) ) x ( t  . ) ^ +( t  .)-  n - j  n - j

; k = 2 ,3 ,  * * • n

In order to  evalute the ensemble average o f  Equation (90) ,  i t  
is  assumed th a t  At equals the in te rv a l  between independent 
samples o f  the inpu t  s ignals contained in  x ( t ) .  For th is  choice 
o f  At,  the matrices ^ ( t ^ ) k t ( t ^ )  and the vecotrs 5r(t^)? ( t- j)  are also 
s t a t i s t i c a l l y  independent fo r  k f  i .  ConsequentTy, the ensemble 
average o f  the weight vector  a t  t ime t n is  given by

w ( tn) = E w ( t n) = aAt-j^ E x ( t p|_1) r t ( t n_1)

(91)

n-1
v
A

i=2 i ; 2 ( I  - a A t  ^ n - i ^ V i » E x ( t  . ) ^ +( t  .)n - j  n - j

+ E<j 11̂ [ I  -  aAtx( t,. )x*^( t ^ ) ^W t t . )

r n-1

= aAt |  Rxd + J 2 

f n - l

II ( I  -  aAt K )
i =2 xd

+S It [ I  - aAt k ]
j i . l

w ( t ,  )

57



( I  - aAt K
X

Rxd + ( I  -  aAt Kx ) n_1 w ( t 1) .

Equation (91) is  denoted as the ideal DLMS a lgor i thm .

To evaluate the convergence p roper t ies  o f  w ( t n) as n grows 
la rg e ,  i t  is  again convenient to adopt the e igenvector  expansion 
approach. M u l t ip ly in g  both sides o f  Equation (91) by the un i ta ry  
m atr ix  P, y ie ld s

(92)

+ ( I  -  aAtA)n_1 y ( t , )

which represents m decoupled equations o f  the form

(93)

n-2
I  (1 - (P R J

j=0 x

+ (1 -  aAtXk) n_1 y k ( t 1)

= (1 -  aAtXk) n“ 1 y |<( t 1) - <F Rxd>k +

k = 1 , 2 , * • *m

The sca la r  ( t n) converges to ^ " ^ ( P  Rxd^k Pro v ‘ic,ecl

0 < aAtA k < 2 (94)
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The mean weight vector  w ( t n) the re fo re  converges to the optimum 
weight vector  Kx R ^ i f  the r e la t i o n  in (94) is s a t i s f i e d  fo r  
a l l  values o f

The degree to  which the ideal DLMS weights approximate the 
instantaneous response o£ Equations (54) and (58) depends on the 
var iance o f  w ( tn) about w ( t n) ,  which, as in  the ALMS case, depends 
on the loop gain Constanta and on the s ignal environment. These 
e f fe c ts  w i l l  also be addressed in  the next sec t ion .

To show tha t  the ideal ALMS a lgor i thm is a l im i t i n g  case o f  
the ideal DLMS a lgo r i thm , Equation (93) is  r e w r i t te n  as

(n -1 ) At

W  = (1 - “AU k>
at (p R,A  

—x—
(p V k

(95)

(1 -  aAtX^)
(t n ~ t-| ) / At

v ( M  <P ^y k tL r  " x,
<P RxA

By hold ing t ^  f ixed  and l e t t i n g  the in te rv a l  between independent 
samples approach zero, the expression f o r  y ( t  ) approaches

(96)

-“V W  -  . (p R*A !P R*A
l ' m0 y k ( t nJ '  '  + - i f 1At+0 k k

which is  id e n t ic a l  to  Equation (66) f o r  t  = t n and t-j = t 0 .
Even f o r  a r b i t r a r y  At (as long as the samples remain independent), 
the s o lu t io n  to Equation (66) is  approximated by the s o lu t io n  to 
Equation (95) over a wide range o f  adaption in te r v a ls  i f

At << (ccX^)"^ ; k = 1 ,2 , * * *  m (97)

The in te rv a l  between independent samples can be re la ted  to the 
inpu t  signal bandwidth using the sampling theorem. Assuming the 
inpu t  spectra are ideal bandpass w i th  a bandwidth B Hz, then 
At = . In th is  case, the l i m i t  in  Equation (96) is  equ iva len t
l e t t i n g  the input s igna l  bandwidth increase w i thou t  bound, so th a t
the r e la t i o n  given in  Equation (97) becomes
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B >> a\ k ; k = 1,2,*■ *m (98)

The above r e s u l t s ,  toge the r  w i th  the f a c t  t h a t  the mean o f  Equation 
(52) approximates the mean o f  Equation (57) when the weinhts are 
s low ly  va ry ing  w i th  respect  to  inpu t  s igna l  f l u c t u a t i o n s ,  imply 
t h a t  the s o lu t io n  to  the ideal ALMS a lg o r i th m  represents a good 
approximation to the mean weight response o f  Equation (52) i f  the 
r e l a t i o n  in  Equation (98) is  s a t i s f i e d ,  i . e . ,  i f  the sm a l les t  loop 
t ime constant is  much g rea te r  than the inverse o f  the in p u t  s igna l  
bandwi d th .

Q> E f fe c ts  o f  Contro l Loop Noise

1. In t ro d u c t io n

Sect ion C d e a l t  w i th  the t ra n s ie n t  and s te a d y -s ta te  behavior o f  
the mean weight vec to r  w ( t )  (or  w ( t n) ) .  Weights which are con
t r o l l e d  according to  the DLMS a lgo r i thm  were shown to converge in  
the mean provided adtx^ < 2 f o r  a l l  values o f  X[; ,  where 
represents the e igenvalue o f  Kx , At represents the in te r v a l  
between independent samples o f  the inpu t  s ig n a ls ,  and a equals 
the loop gain  constant.  I t  was also shown th a t  the mean weiaht 
response o f  the ALMS a lgor i thm s [Equat ions (52) and (5 7 ) ]  is  
approximated by the s o lu t io n  to  the idea l  ALMS a lgo r i thm  equation 
when aAtApi << 1.

In  phys ica l  implementations o f  these a lg o r i th m s ,  the weights 
are c o n t ro l le d  by processing random data over a f i n i t e  t ime 
i n t e r v a l .  The we iah ts ,  th e re fo re ,  tend to  resnond to instantaneous 
ra th e r  than averaged da ta ,  causing them to  j i t t e r  about t h e i r  mean 
values.  Weight j i t t e r  adds random noise to  the array o u tp u t ,  thus 
degrading the ou tpu t  s in n a l - to -n o is e  r a t i o  r e l a t i v e  to  th a t  p re 
d ic ted  by the idea l  a lgo r i thm s.  Since the LMS a lgor i thm s r e l y  on 
averaging in  the co n t ro l  loop to  reduce the impact o f  instantaneous 
data f l u c t u a t i o n s ,  the magnitude o f  excess noise depends on con t ro l  
loop bandwidth r e l a t i v e  to  inpu t  s ignal bandwidth. In the f o l l o w 
ing two se c t ions ,  the e f fe c ts  o f  co n t ro l  loop noise on the ou tpu t  
s ig n a l - t o - n o is e  r a t i o  w i l l  be determined when the mean weights are 
near t h e i r  s tead y -s ta te  c o n d i t io n .  The des ired s igna l  w i l l  be 
assumed PH code modulated and the undesired s igna ls  w i l l  be assumed 
to approximate sample fu n c t ions  from zero-mean Gaussian processes.

2, D ig i t a l  LMS A lgor i thm

The m-dimensional weight vec tor  a t  t ime t  = t ^ ,  in  terms o f  
data sampled a t  t i n e  t  = t k_-\, is  given by
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(99)

w(tk) = r̂ '(tk_1 ) - aAtxJt^.,) "(t^)

+ " ' V P

where At = t k - t k_-| i s  the in te rv a l  between independent samples o f  
the input  vector x_(t). Define the vector  £ ( t k ) as the d i f fe rence  
between w(tj^) and the optimum weight vec to r ,  w0p t :

£(tk) = w(tk) - wopt (100)

where «opt = K)(- 1 Rxd .

Since the mean weights converge to  w0pt  (assuming aAt>.'K < 2 ) ,  
z ( t k ) is  a measure o f  weight j i t t e r  when E w ( t k ) is near steady- 
s ta te .  The magnitude o f  the a dd i t ive  (or "excess") noise in  the 
array processor 's output s in n a l ,  due to the e f fe c ts  of  weight j i t t e r ,  
w i l l  be determined by f i r s t  evaluat ing the second moment o f  the 
process z ( t k ) .  To s im p l i f y  the ana lys is ,  undesired input s ignals  
are modeled as sample funct ions from u n co r re la ted , zero-mean,
Gaussian processes. The desired signal is  assumed to be Pfl code 
modulated in accord w i th  the TDMA a p p l ica t io n .

Subtract ing w0pt  from both sides o f  Equation (99) and rearrang
ing terms y ie ld s *

( 101)

:(tk ) = a A t RA( t k_1) + [ I  - ctAt K x ] z ( t k _-j) 

- a A  t<f> ( t ^ _ i )

where

( 102 )

M V l *  E x ^ k - l } r + f t k - l J " Rxd

«t*(tk_ i )  = x ( t k_]) ~ Kx

*The underbar o f  the vector z j t ^ )  has been omitted f o r  no ta t iona l  
convenience,
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The ensemble average o f  each element in  the random vecto r  
and m a tr ix  <j> is zero:

E RA( t k_1 ) = [ 0 ]  (103)

E ‘f ' . j jU k . - i ) = 0 ; 1»J = 1 *2, * * *m

Since samples o f  _x(t) a t  d i f f e r e n t  sampling in s ta n ts  are independent, 
i t  fo l low s  th a t

E [RA( t k ) = 0 (104)

and

E U ( t k ) 4>+( t j ) ]  = 0 ; k ? j

Employing the e igenvector  expansion technique (see Sect ion I I I ) ,
l e t  P be the mxm u n i ta ry  m a tr ix  which d iagona l izes  Kx . F u r t f ie r ,  
de f ine  the vec to r  y A( t k ) as the t rans fo rm a t ion  o f  ^ ( t j J  i n t o  t h i s  
e igenvec tor  space:

y A( t k ) = P z ( t k ) (105)

M u l t i p l y in g  both sides o f  Equation (101) by P y ie ld s  the 
expression

(106)

y A( t k) = oAt P RA( t k_1 ) + [ I  -  aAt A] y A( t k - 1 )

-  ttAt P4>(tk_1) \ v ( t k_1)

-  aAt P RA( t k_-,) + [ I  -  aAtA] y ^ ( t k_-])

“  aAt p ^ A ^ k - l   ̂ “  aAt Wopt *

Since y i ( t k ) depends on ly  on y ^ ( t ^ _ ^ ) and data sampled a t  t  = t k_-j, 
i t s  f l u c t u a t i o n s  are s t a t i s t i c a l l y  independent o f  the processes 

Ctk ) and ^ ( ^ 1 ; ) *  U t i l i z i n g  the p rop e r t ie s  o f  $ and R. given in  
Equations (103) and (104),  t h i s  im p l ies
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e y AU k ) = Cl -  <* at a]  e y A( t k_-,)

and

E yI<V ■ “At E [RI(tk-i>P_1

+ E{ y l ( t k-1> [ '  ‘  y 4( t k - l )}

-  aAt e [ y ^ ( t k_-|) p* V w ) p ’ 1 y 4( t k. i > ]

-  “ At E t« o Pt t * t ‘ t k - i>  p* ’ y A < W 3

= E{ v t k - i ) [ I  '  “ A t A ]  •

S i m i l a r l y ,

E y 4 (tk .,,)] - E { y I( t k-i) [I - “ « ^ ' S 4 ‘tk- n ) ■
n = 1 ,2 ,  • ■ ■ k-1

n i t e r a t i v e  a p p l ic a t io n s  o f  Equation (106) generates the 
vec to r  y A( t )  a t  t ime t  = t^+n in terms o f  y ^ ( t k_-|) and data 
sampled a t  t imes t  = t k+l ’ ' * '  t k+n - l *  i * e *»

yA < W  ‘  [1 - “ AtA]n+1 y A < V l >

+ a A t  ?  [ I  -  a A t A ] 1 B k " 1+n_1
i=0

where

B1 a P l y t p  -  p * ( t t ) p’ 1 y ( t t ) -  p< , ( tp  wopt ;

i  = k - 1 » k, * * * k+n-1

The s u p e rs c r ip t  t  denotes the va lue o f  the vec to r  B_ a t  t ime
t  = t ^ .  The vec to r  y A( t k+n) has the j  component

(107)

(108)

(109)

( 110 ) 

( 111)
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V W  = (1 -  o 4t x j )n+1 * J * ( W  (1 1 2 )

+ aA t  J (1 -  aAtA.)1 ; j = l,2,**’m
1=0 3 3

a t h  SL
w h e re  B? d e n o te s  th e  j  component  o f  £  .

J

as
The c r o s s - c o r r e la t io n  o f  y ,  and y a t  t  = t  is  expressed

J a KTn

E{ y j fl( t k+n) y ^ w }  ■ ( H 3 )

-  (1 -  . A t X j ) n+1( l  -  o,atx*)n+1 E j y ^ t ^ p

+ oAt( l  -  oAtXt)n+1 ^  (1 -  aAtX j )1 e X B j k_1+n-1

n , f  k - l+n- i  1
+ aAt(1 -aAtAj) ^  (1 -aAtA^) E<j y^ (t.̂ _i )

o n n i ,  i„
+ (aAt) I  j  (1 -aAtA,) (1 -aAtA.)

i *1=0 i 2=0 3 1

r  k - l + n - i ,  k - l + n - i 0 '|

■ 4 B3 b *+ I  •

By Equations (103) and (104) ,  and since the process y A( t ^ )  is  
independent o f  the process <>(t,-) and R A ( t j ) .  the ensemble average 
o f  the j £ t '1 { j , A = l , 2 , ” *m) element o f  the mxm m a t r ix  EfB1 B_ ) 
i s  zero f o r  i  f  k. S i m i l a r l y ,  the elements o f  EtB1 y ^ t t ^ T ]  are zero 
f o r  i  f  k. Thus, Equation (113) reduces to

E{ » J 4( W  < < w }  ( I 14)

(1 a A tX j )11 (1 a A « t ) 1 E-| y . J .  t (__1 ) y ^ ( t k_ , )

7  n+ (aAt) I  (1 - aAtA.)1 (1 - aAtAs)1 
i  =0 3 1

r J  a k - l + n - i  D+ k - l + n  
E l  Bo B*

6 4



The s teady-s ta te  c o n d i t io n ,  where the mean weights are at th e i r  
s teady-s ta te  values, is represented in  Equation (114) by l e t t i n g  
n -*■ ». In th is  l i m i t ,  the f i r s t  term in Equation X114) yanishes.
I t  can also be shown th a t  the term E B. k - l+ n - i  becomes
independent o f  n. Thus, under s teady-s ta te  cond i t ions ,  the cross
c o r re la t io n  o f  y . ( t ,  ) and y „  ( t .  ) may be expressed as 

JA ^ K,“ n

E[y- y,+] = lim (ait)2 I (1 - aitx,)1 (1 - c&tx J 1 (115)
JA A n+» i=0 J *

• E[B. Bp .

The e x p l i c i t  dependence o f  y-\ and B- on the va r iab le  n has been
a J

suppressed in  Equation (115) since t h e i r  values are independent 
o f  the number o f  data samples f o r  n s u f f i c i e n t l y  large.

4*
The term E( Bj B£) in  Equation (115) is  determined by f i r s t  

eva luat ing

E [ C j  c j ]  = E [ ( R 4 -  f P - 1 y 4 -  * w o p t ) j ( 116 )

The ensemble average defined in  Equation (116) represents the 
ii- t*1 component o f  ECC , where

C+ ^Cl *  C2* Cm^ 

which is  re la ted  to EBB+ by

E(BBf ) = PE(CC+)P-1 (117)

Since and are uncorre la ted w i th  y , a l l  but two o f  the cross
terms vanish in  Equation (116):
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E' cj  c!> ■= E{ R4 R̂ + ^  (118)

+ ^ wo p P j  ^ wo p t h  " ^ T ^ o p t h  " ^ wo p t h  R^  J

The reference s igna l  is assumed to be a scaled re p l i c a  o f  the 
desired s igna l  waveform; i . e . ,

r ( t )  = 1̂  <1>1 c , ( t )  eje (119)
/pT- I

where P$ and 8 are unknown constan ts .  Separat ing the inpu t  s igna l
i n t o  the sum o f  des ired  and undesired components

x ( t )  = s ( t )  + u ( t )  (120)

and using Equations (20, 22, 44, and 102), the f o l lo w in g  usefu l  
p ro p e r t ie s  can be e s ta b l ish ed :

]r |2 s E [ r ( t )  ^ ( t ) ]  = ? ( t )  ?+( t )  (121)

Rx d = P i  / p T  e ‘ j e  ^

<f(t) = j ) ( t )  JJE( t )  + S^t) _UE( t )  + l) ( t)  JS*(t) - M

Ha ( t )  = f i ( t )  r +( t )

The above r e la t i o n s ,  toge ther  w i th  the p rope r t ie s  o f  complex 
Gaussian processes [2 2 ]  o u t l in e d  in  Chapter I I I  C, are used in
Appendix I to  eva lua te  Equation (118).  The r e s u l t  is  shown to  be



Equation (122) can be f u r t h e r  s im p l i f i e d  by u t i l i z i n g  the f o l lo w in g  
r e la t i o n s  and d e f i n i t i o n s .

wopt  Kx Pxd (123)

To = S+ I f 1 S

Rf  ■ K _1 R . xd x xd M 2 s+ Kx- '  s -  M 2 tV t

Thus, Equation (118) becomes

1
E cj  CI  ■ ir i2 1 + T

o j
' V + | ? | 2  —

TT S ♦ S 2 J A0 ♦ y (124)

*  E(yJ A y  -  E(y^ P s s+ P '1 y4) Sj

j. L
which represents the component o f  the mxn m atr ix

E(CC+) = I r l 2 1
1 + T.

M + | ? | 2 _ _ 2 .
(1 + T )v o '

S_ Ŝ (125)

+ E^y A A Kx “ E^y A P -  - + P_1 y Â

By Equation (117) ,



In the high leve l  in te r fe rence  environments o f  i n t e r e s t ,  the 
in pu t  desired signal power (Ps ) is  much smaller  than the t o t a l  
inpu t  power* (P i ) .  That i s ,

Pj = £+( t )  x ( t )  = Tr (Kx ) = Tr (a) = £ xi >> Ps = | Ts

Assuming (127) is s a t i s f i e d * ,  terms which conta in  ^  s/ in 
Equation (126) are n e g l i g ib l y  small (see Section D o f  th is  
chap te r) .  Therefore, a good approximation to  Equation (126) 
is  given by

m
(127)

(128)

The component o f  the matr ix  in Equation (128) may be expressed
as M2t4t-X1 + E yj A y 4 ; t  = j

0 (129)

0 ; i  f  j

E B- B+ = < 
J %

S u b s t i tu t in g  Equation (129) in to  Equation (115) y ie ld s

t  f °  ; £  ̂ j

E yJ* y y l im  (a A t )2 I  (1 - oAU ) 21 
rr>“  i=0

2 1
\ -  V  M  V + T0 + E y j  A y4 ) i £ = j

(130)

To obta in  a closed f i rm  so lu t ion  to Equation (130),  the i n f i n i t e  
se r ies  and the term E y A y  must be evaluated. Assuming aAtx^< 2,  
the i n f i n i t e  ser ies converges to

l im J O -  a A tX . )2  ̂ = , L - -x— aV • ■ 
i=0 £ a A U * 2 -  a A U *

(131)

*A1though the inpu t  desired signal power is  assumed much smal ler  
than the t o t a l  inpu t  power, the presence o f  the desired sinnal is  
not neglected.
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To f in d  E y *  A y ,  E y.  y? is  m u l t i p l i e d  by X. and summed from 1 to  m;
1 A 1

4- ^ 4-
= J, *  îA (132)1 = 1 a a

From Equations (130) and (131),

E y J  A y , 4 l ^ - r r r - r h :  <133>
0

where

m a At A .

. I r r r ^ r  0 3 4 )
1=1 1

The covariance among components o f  y^ is  the re fo re  approx i
mated by

E(y, y !  )
J A *A

. .ilftf:______  | r  j ̂  —}-------  — ]----  • i  = ■;
2 -  aAtX i r l 1 + T 1 - C 3I  0

0 ; 1 i j
(135)

The variance o f  the weight vector  is  there fo re  given by

Var(w) = l im  E<[ [w ( t  ) - w ( tp) ] + [w ( t  ) -  w ( t  ) ] |  (136)

= l im  E[zt ( t n ) z ( t  ) ]
n-*-™

= E y + y 
A A

_ At v 1 l r l 2
-  «At 2 -  aAtA. (1 + J0) (T - C)

This r e s u l t  reveals a second cond i t ion  on the loop gain constant 
which must be s a t i s f i e d  to  insure convergence:

m aAtA .
C ■ I  i -  al u ~  < 1 • <'37)
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Otherwise, the s te a dy -s ta te  mean-square e r ro r  becomes i n f i n i t e .
R e la t ive  to  Equation (94) ,  i n e q u a l i t y  (137) represents a smal le r  
upper bound on a .  There fo re ,  Equation (137) es tab l ishes  a necessary 
co n d i t ion  on a which must be s a t i s f i e d  to  insure  tha t  the mean 
square o f  the d i f f e re n c e  between the instantaneous and optimum 
weight vec to r  is  bounded.

The e f f e c t  o f  we ight  j i t t e r  on the array ou tpu t  s igna l  w i l l  
next  be determined. The a rray  ou tpu t  power i s  def ined as

Py = E(wf ( t k ) x ( t )  x+( t )  w ( t k ))  t k - t  < t k-1

Assuming j * ( t )  is  independent o f  w ( t k ) f o r  t k < t  < t k+-|, the 
expression f o r  becomes

PT -  E C w+( t k) E (x( t )  x +( t ) )  w ( t k ) ]  (138)

> E[w+( t k ) Kx w ( t k ) ]

= E { [ i ( t k) ♦ wopt] + Kx [ 2 ( t k) ♦ wopt] }

'  EC5+(t k) Kx 2 ( t k)D ■. E[2+( t k) Kx wopt)

+ E[wopt  Kx i ( t k)] * wopt Kx wopt

A

Since E z ( t k) = 0 when the mean weights are in  the s te a d y -s ta te  
c o n d i t io n ,  the cross-terms van ish ,  and Equation (138) reduces to

pT = E z+ Kx z + wopt wopt <139>

= E y+ A y 4+ W  V + V
o

This expression shows th a t  the t o t a l  output  power cons is ts  o f  a 
component due to optimum f i l t e r i n g  plus an a d d i t i v e  component due 
to  weight j i t t e r .  The t o t a l  output noise power, N0 , is  equal to 
the t o t a l  output  s igna l  power minus the output des ired s igna l  
power. That i s ,

70



N = PT -  w * , s s + w t  (140)o T o p t  opt

= E * 1  A *4 + V nf. opt

where

= Wn n t  H  Wn n t  =     ? * ( 1 4 1 )
°opt opt opt ' (1 + Tq)

-L
Thus, E y A A y A represents excess noise contained in  the a r ray  output  
s ig n a l  due to  weight j i t t e r .

Define the performance measure < as the r a t i o  o f  excess noise 
due to  j i t t e r  normalized to  the output  noise power w i th o u t  j i t t e r ,
i . e . ,

E A *4 
K =  [j------------

t
A V .

(142)

°o p t
From Equations (133) and (141),  < is  approximated in  high leve l  

i n t e r f e r i n g  s igna l  environments by

1 + T
K ~ 0 C . (143)

T0 1 -  C

To main ta in  an output  noise le ve l  which is  less than 3 dB h igher than
N requ ires th a t  K < 1 and

°op t
m aAtA . T

C = i ,  2 -  aAtA. < 1' + 2 T~ *
1=1 1 0

In  th eo ry ,  i t  is  poss ib le  to  es t im ate  the eigenvalues o f  Kx 
and thus determine C. In p r a c t i c e ,  however, t h i s  g e n e ra l ly  r e 
qu ires  e labora te  data processing equipments. F o r tu n a te ly ,  i t  is  
u sua l ly  a s imple matter  to  est imate the t o t a l  inpu t  power, which 
i s  equal to  the sum o f  the eigenvalues (Equation (127 ) ) .

Since a l l  eigenvalues are rea l  and p o s i t i v e ,

A.. < P j  i  = 1, 2, * *■ m

which impl ies
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HI aAtA,.

2 - aAtPj

aAtP I
2 -  aAtP > C (147)

I

By Equat ion (147) ,  an upper bound on a which guarantees a t o t a l  
ou tpu t  noise power less than 3 dB above ^o0p t  1s ° ^ t a ’’ ne^ by s e t t i n g

C' = To (1 ♦ y 1:

“  *  p p i t  r  + ~ t t 0'  (1 4 8 )

More genera ly ,  k > b i f

1 2 BTo _ (b) (149)
“(b) < T T T t  1 + 2 B T  + T ' = aPTI o o 1

where ap (b)  has been def ined as the upper bound on a determined 
KI

from the t o t a l  in p u t  power.

The value o f  a( = a ^ (b ) )  f o r  which k = b is  g iven more p re c is e ly  
by s o lv in g  the equat ion

m <*x(b) A tX . bT

C A = J ,  2 - ^ o a V r : = T + l b  “ T T (,50)
Si nee

2 bT
(b) At  PI < 2 c x -  l ~ ( b V T ) T o

then

1 2 bT

° A (b) '  r +  (b’ f r j r 0

The two upper bounds on a such t h a t  k = b are thus re la te d  by 

° s ( b)
1 < - ^ - n - r  < 2 . 151

“ P j ( b )
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This r e s u l t  shows th a t ,  given < =  b, the corresponding value fo r
a can be determined to w ith in  a fa c to r  of  two of  the exact value
i f  the to ta l  input power is known.

I f  the r a t i o  o f  excess noise to  N is  viewed as a fu n c t io n
opt

o f  a, i t ,  T , and P j , then i t  is  bounded by

a i t p j  1 + To aAtPj 1 + T0 (152)

2 -  a i t P j  TQ < K 1 -  aAtPj Tq

The above r e la t i o n  w i l l  be normalized to  e l im in a te  dependence on 
T , Define the va r ia b les

O = K To

1 + To
(153)

a i t P j  aitPj.

E 2 -  a i t P Y  °  < 1 -  a A t P j  '  ° U

where o£ and denote the lower and upper bounds on a obta ined 
from (152).  These bounds are i l l u s t r a t e d  in Figure 12 as a 
fu n c t io n  o f  the loop parapieter a i t P r .  t  depends on the e igen
values o f  K . I fA

in aAtA.  aAtA.

c -  1 I 1 i r r ^ x -  & ?  ■ . - a k k ( m )

f o r  some then a is  near i t s  upper bound. This s i t u a t i o n  occurs 
when A^ approximates the t o ta l  in p u t  power, i . e . ,  the s igna l  
environment conta ins one very high leve l  i n t e r f e r i n g  s ig n a l ,  c is  
near i t s  lower bound when the eigenvalues are approx imate ly  equal, 
f o r  example, when the thermal noise power is  h igh.

Since the eigenvalues are assumed unknown, the upper bound 
in  F igure 12 must gene ra l ly  be used to determine a va lue f o r  a which 
insures an acceptable excess noise leve l  when the weights  are near 
t h e i r  s te a d y -s ta te  s o lu t io n s .  This upper bound increases ra p id l y  as 
aAtPj is  increased in  the i n te r v a l  [ 0 . 5 ,  1 .0 ] .  Thus, i t  is  adv is 
able to  se t  aAtPj < 0.5 to  ob ta in  acceptable s te a d y -s ta te  perform
ance; the r e s u l t i n g  pena l ty  in  t r a n s ie n t  response w i l l  be r e l a t i v e l y  
minimal (say,  a f a c to r  o f  two decrease in  the convergence r a te ) .

The preceding r e s u l t s  apply to  the DLMS a lg o r i th m  when 
Ra f  0 (Equation (5 4 ) ) .  When Rxc| is  known a p r i o r i  , the weight 
equat ion can be modi f ied  as in  Equation (58) and thus the term
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RA in Equation (101) vanishes (deno ted  as the RA = [0 ]  case). Upon
set t ing  RA = [ 0 ] ,  Equation (116) reduces to

EfCjCj*) = E { ( $ P '1y6)j  W ' y J l  (155)

+ (*wo p t ) j  (owo p t ) * }

■ E(yI Ay) Kx J. '  E(yh ^  P' l y i > sj  s t  + wop tKxwoptKx,.
J *

+ + *-  s s v/ + s . s *Opt "  — Opt J £

The m a tr ix  EBB may thus be expressed as

J*

E(BB+) = E(y+ /, y A) A -  E(yJ P s sV'yA) s I  
.,2 To
I T T T

, 'v, 2 + r

b J b'  "  “ w b ' — — ' J b

T_ . o T

(156)

A -  r̂ (2
T ^ T P s s V 1

Again assuming the inpu t  desired signal power is  much smaller  than 
the t o t a l  input  power (see Equations (127) and (128 ) ) ,  Equation (156) 
is  approximated by

E(BBf ) T + T "  A + E y A A y A A (157)

Employing the same steps used to der ive Equation (133), the excess 
ou tpu t  noise can be shown to be

E(yA A y A)
•. i^ i2  o C 

Ra= [0 ]  '  r  V V To 1 '  t
(158)

= To E<y I  A y A> R47 (0 ]

A comparison o f  Equations (133) and (158) ind ica tes  tha t  when 
the optimum output s ig n a l - to -n o is e  r a t i o  (T0 ) is  g rea te r  than one, 
excess noise due to weight j i t t e r  is smal ler  i f  r*(t) is  inser ted  
in to  the loop to form an e r ro r  feedback voltage (RA?![0 ]  case shown in 
Figure 7).  I f  T < 1 ,  then the e f fe c ts  o f  weight j i t t e r  can be
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reduced by re p lac ing  x U ^ - j J r  ( t j , _ i )  in  Equation (54) by the c ross
c o r r e la t i o n  vec to r  Rxd (E q u a t io n ' ( 5 8 ) ) .  Equat ion (54) prov ides b e t te r  
performance when T0>1 due to the c o r r e la t i o n  p ro p e r t ie s  o f  R ^ ( t )  and 
<J>(t)w(t); t h a t  i s ,  the^mean square o f  [ (R A)-j -  (<*w)^] is  sm a l le r  than 
the mean square o f  C( ) i 3 -

That b e t t e r  performance is  obtained using Equat ion (58) f o r  
T0<1 apparen t ly  is  due to  a h igher  noise le ve l  in  Rf i , i . e . ,  the 
est imate  o f  RX(j is  too no isy .  This con jec tu re  is  supported by 
r e s u l t s  given in  Chapter V where the e f fe c ts  o f  es t im a t ing  RX(j 
are analyzed, and by the experimental r e s u l t s  presented in  Chapter 
VI.

The bounds on a given in  F igure 12 are re la te d  to  the perform
ance measure k by

°e. < * T T T < a. (159)
o

These same upper bounds can be used to  determine k f o r  R^=[0] as 
f o l l o w s :

< K
ra. [ 0 ] v It  * °u ^160^

2. Analog LMS Argori thrn

In an ALMS a lgo r i th m  implementa t ion ,  weights are updated in  
a continuous manner according to  the vec to r  d i f f e r e n t i a l  equat ion

= a [ £ ( t ) r +( t )  -  x ( t ) x h t )  w ( t ) ]  . (161)

This expression can be obta ined from the DLMS a lg o r i th m  equat ion 
by l e t t i n g  At->-0. C le a r ly ,  At can no longer be considered the 
in te r v a l  between independent samples.

In se c t io n  B, i t  was shown th a t  Equat ion (161) could be 
approximated by the idea l  ALMS equation

a (Rxd -  Kx w ( t ) )  (162)

provided the le ve l  o f  c o r r e la t i o n  between w ( t )  and _x(t)x ( t )  was 
s u f f i c i e n t l y  sm a l l ,  i . e . ,  u A U max< < l .  The purpose in  tF i s  sec t ion  
w i l l  be to  determine a f i r s t  o rder  c o r re c t io n  to  the s o lu t io n  o f
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Equat ion (162) which takes in t o  account c o r r e l a t i o n  between w ( t )  and 
i l v t ) x. ( t ) f o r  h igher  loop bandwidths. Performance w i l l  be evaluated 
in  terms o f  excess noise which appears a t  the a r ray  ou tpu t  due to  
weight j i t t e r .  Undesired s igna ls  are assumed sample fun c t ions  from 
zero-mean Gaussian processes and the desired s igna l  is  assumed 
to  have a constant envelope. To s im p l i f y  the a n a ly s is ,  the inpu t  
s ig n a ls  and the thermal noise processes are modeled as ideal 
bandpass processes w i th  a (doub le -s ided)  bandwidth o f  B Hz. That 
is  (see Equations (5 and 6 ) ) ,

Ri ( t )  = 1 -  1, 2. • • •  p (163)

r  ( T ) = ?. i y B x
o /  ttB t

The basic  technique used to eva luate  the e f f e c t s  o f  weight 
j i t t e r  is  s im i l a r  to  tha t  o f  the previous se c t io n  in  th a t  the 
d i f f e re n c e  between the instantaneous and optimum weight  vec to r  
w i l l  be s tud ied when the mean weights are near t h e i r  s teady -s ta te  
c o n d i t io n .  As opposed to  the DLMS a lgo r i thm  case, however, the 
mean o f  Equation (161) does not n e cessa r i ly  converge to  wo p t . To 
show t h i s ,  the d i f f e re n c e  vec to r  is  def ined as

z ( t )  = w ( t )  -  w ( t )

where w ( t )  is  the s o lu t io n  to  the ideaj_ ALMS equat ion 
(162 ) ) .  I t  is  importan t  to  note th a t  w ( t )  is not the 
s o lu t i o n  to the instantaneous ALMS equat ion (Equation 
S ub t rac t ing  Equation (162) from Equation (161) y ie ld s  
f e r e n t i a l  equat ion f o r  z ( t ) ;

= a[Rfi( t )  -  Kxz ( t )  -  t i t )  W ( t ) ]  (165)

The random va r iab les  Ra(t)  and <+>(t) are def ined in  Equation (102) 
w i th  t ^ _ j  replaced by t .  Let P be a u n i ta ry  t ra n s fo rm a t io n  which 
d iagona l izes  Kx . M u l t i p l y in g  both sides o f  Equat ion (165) by P, 
one obta ins t

— —  = «[PR4 ( t )  - A y j t )  - P *( t )w (t )  - P * ( t )P -1y4 ( t ) ]  (166)

where

(164)

(Equation 
mean o f  the 
(161)) .  
the d i f -

y ^ ( t )  = Pz( t )  = P (w ( t )  -  w ( t ) )
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Equation (166) represents m d i f f e r e n t i a l  equations o f  the form

dyi ( t )
— = a{[PRA( t ) ] .  - A. y .  ( t )  -  [P<t>(t) w ( t ) 3 i (167)

- [P«t(t) P"1 yA( t ) ] ^ > ; i = 1, 2, . . .  m

t  hIn th is  expression, y.  ( t )  represents the i component o f  vector 
y 4( t ) .  ^

A s o lu t io n  to the homogeneous equation 

dy? ( t )
A u. ! H f + \ n
cPt + uXi y i ( t )  = 0

is  given by

y- (t) ■ (t ) e ' “xi(t'to) t > ,  (168)
1A V  °  0

The forced response is found by m u l t ip ly in g  Equation (167) by 
exp [aA t ]  and in te g ra t in g  the r e s u l t  w i th  respect to t :

y^ ( t )  = a t  [ P R . ( t ) -  P * ( t ) w ( t ) (169)

0 -  aA ( t -T )
-  P$(t ) P yA( T ) ] i  e diIT

For s u f f i c i e n t l y  long adaption t in e s ,  the mean weight vector 
w i l l  be near i t s  s teady-s ta te  s o lu t io n .  The corresponding case 
f o r  y .  ( t )  is found by l e t t i n g  t  Thus, when the mean weightA  "
vector  is near s teady-s ta te ,  y .  ( t )  becomes

nA

l im  y, ( t )  = l im  y 1̂ ( t )  + ( t )  (170)t -»•>-'» t -«> A 1 A
O O

or
f t

y^ ( t )  = a] [PRa ( t ) -  P4>(t ) w ( t ) (171)A  _co
, -a A - ( t -T )

-  P * ( t ) P y^( T) ] -j e dT
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The ensemble average o f  Equation (171),  provided i t  is  
s t a t i o n a r y ,  may be expressed in  vec to r  form as

E y . ( t )  = -o. E i e" “ A( t - T> p * ( T) P_1 y  ( t )  < )t (172)
r _ DO

which shows th a t  the d i f fe re n c e  between the mean weights  and the 
optimum weights are g e n e ra l ly  non-zero (even in  s te a d y -s ta te ) *
To f i n d  a f i r s t  order  approximation f o r  Equation (172),  assume 
y^(x) is  approximated by

fT -  a A( t -  t , )
yA(x) * -  a  1 e EPRa ( t 1  ̂ " ^  dTi ( 173)

r M OQ

Employing this assumption, Equation (172) becomes

(174)
   n f t  [T ^ A / +■ \  1

& *  a J e '  '  E { P$(t )P e P R ^ ) }  d idT1
l  no# _00

2 j j  e - a A ( t  t )  e e  U  ^  p ̂  ( t * j  )w) d i d t ,+ a
* ^00' wm CO

FollovJing the steps used in d e r iv in g  Equation (122),  the second 
m a tr ix  enclosed by brackets in  Equation (174) can be shown to 
have the i j  component

E [ * ( t )  M O , ) ] ^  = TR [ A ( y )  Kx ( - Y ) ]  Kx . . ( y )  (175)

-  TR [ A ( y )  s s + ( - y ) ]  [ s  s f ( Y ) ] i J

where y = t -  (176)

k x ( y ) = e [ x ( t ) x V g ]  = k+x ( - y )

S Sf ( v )  ■ E [ s ( t )  l f ( Y , ) :  = [ S  S t ( - Y ) ]  +

The second term in  Eouation (174) is  evaluated by l e t t i n g
_ o i A ( t - t ,  )

A (y ) = P " 1 e 1 P (177)

and s u b s t i t u t i n g  Equation (175) i n t o  the kernel o f  the i n t e g r a l .
The r e s u l t  is  expressed by the m-dimensional vec to r
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(178)

D(t)  = a
1 - “ A ( t - T , )

e - c t A U - T j  E < P<Ji( x ) p - 1 e  P c t t T ^ w )  d i 1 d t
— vu-  ̂CQ

= a 2  [ | e-<*A(t- i)  TR[-p-l e  ̂ 1̂  pK ( t - t , ) ]
f — CO* _c&

• PK ( i i “ T )w d T , d t  - a2 [ e"aA^t_T X I  i j „  / „
> 0

- a A ( T - T . )  +  +  _
* TR[P e P s_ ( t - t - j )]] P s_ s. ( t~ t - | ) w d-ry

The f i r s t  term in  Equation (174) is evaluated in  a s im i la r  manner. 
Adding the two r e s u l t s ,  rearranging terms, and t ransforming 
va r iab les  where appropr ia te y ie ld s

y  = a
UOQ

W i   ̂ - a K ( t -T. )
, - « A ( t - i )  p {TR|-e x 1 Kx ( t - t 1 ) ]

(179)

' Kx(Tr T> V 1 Rxd - TRt e 

-  TR[e x 1 s . s 1’ ( t 1 - t ) ]  s_ ( t -j - t ) K x - 1  Rx(j} d T l  dT

-aKx (T-T!)

where Kx = Kx (0)

Rxd E Rxd<°>

s s *  = s S f ( 0 )

M e M(0)

Using Equation (163) and the i d e n t i t y  w 
reduces to

Kx- ] Rxcj * Equation (179)

(180)

where
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The func t ion  f (T -T^)  is real and p o s i t i ve  and has the upper bound

' ( t - t1> S Ps s1n?" B(t" X1)
[ ttBCt - t -j ) ] 2

Thus,

y = g 1 “ r
o

* d T d T ^

where g is a real number less than one. By the sampling theorem, 
B~ is  the in te rv a l  between independent samples o f  the input  
process. Equation (182) may ' there fore  be expressed in  terms o f  
the in te rv a l  (At) between independent samples as

re r t

i j .

. 2t  n  s in  t. B O - T p  _a n ( t _T)
PRxd (182)

yA = 6 Pwopt 083 )

aAt swhere p = g y  +- j
o

The mean o f  the s o lu t io n  to the instantaneous weight equation 
[Equation (161)]  is  approximated by

Ew(t) l  = ( z ( t )  + w . )  = (p+ 1 ) w . (184)
I X+ca “ P1" f*™  P



Consequently, the output s ig n a l - to -n o is e  r a t i o  is  unaffected even 
though the d i f fe re n ce  between Ew(t) ( in  st_eady-state) and w . 
is  non-zero. Note th a t  the magnitude o f  y A is  small compared to 
the magnitude o f  wQpt  fo r  aAtPs« l .

When RxCj is  given (R^ = [ 0 ]  case), Equation (179) becomes

2
o f t  f i  \ s i n  tt B ( t - t , )~  = a j  e-aA(t - i ) --------------;------1 (185)

CttB ( T -T i ) 3
y

™ -aX. ( t - t ,  ) + -aA( t - t - i  )

J e 1 x. PK w + - sTP e P si * opt — —

* P s s+ w dxd-r, opt 1

By employing the same procedure used to der ive Equation (184),  
i t  can be shown tha t  Equation (185) reduces to

y A i  g ^  ?! t ' + ° T o p s p wopt ; r a =

Again, d i r e c t io n a l  p roper t ies  o f  y A are such Jthat the output SNR 
remains unaf fec ted,  although the magnitude o f  y A is much la rg e r  
than in  the RA f  [ 0 ]  case.

Equations (182) and (186) represent f i r s t  order approximations 
f o r  the d i f fe re n ce  between the mean weight vec to r  and the optimum 
weight vec to r ;  thus,  they are accurate on ly  f o r  small values o f  
«At Pt (<<1)* An expression f o r  y A which is accurate fo r  la rg e r  values 
o f  aAtP. can be obtained by employing a second order co r rec t ion  to 
Equation (173),  i . e . ,

yA(x) = a e 1 t pRA^Tl^  " ( T q )w “  P<t> U-| JP"1 y A (T1) ]  di
* nQO

where yA(T-i) is  approximated as in  Equation (173). Approximate 
expressions f o r  y A, derived using th is  second order c o r re c t io n ,  are 
given by
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*A
R* t [ 0 ]

(ait ) 2  £—

T “ T ~ T T
<xAt PS

0
ps

2
Pwopt (187)

[A' 1 Pss+ M Rxd + Pssf  Rxd]

The above re s u l ts  in d ica te  th a t  the output s iq n a l - to -n o iS £  r a t i o  of  
the f i l t e r  E w ( t )  degrades as aAt Pj is  increased, since y* is  no 
longer co-1inear w i th  w0pt- Moreover, the ex ten t  o f  degradation 
is  dependent upon the covariance m atr ix  and the a r r i v a l  angles o f  
the signal sources. To s im p l i f y  subsequent analyses o f  the e f fe c ts  
o f  weight j i t t e r ,  any dev ia t ion  o f  w ( t )  from w0p-t__is assumed to 
degrade the output s ig n a l - to -n o is e  r a t i o .  Since yA in  Equation (187) 
or (188) has a component d i re c te d  along w0pt» the expression to be 
obtained f o r  excess noise power a t  the array output  due to weight 
j i t t e r  w i l l  represent an upper bound.

Evauation nf  the t o ta l  output power is more d i f f i c u l t  compared 
to  the DLMS case since the processes w ( t )  and x ( t )  can no longer 
be assumed independent. In p a r t i c u l a r ,  cross-terms in  the expres
s ion f o r  the output power (Equation (138)) must be re ta ined:

(189)

S u b s t i tu t in g  <j>(t) = x^ ( t )x^ ( t )  - Ky and y ( t )  = P z ( t ) ,  and performing 
the ind ica ted  ensemble averages, Equation (189) reduces to
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( 1 9 0 )

PT = "opt Kx wopt + E[yI ( t )  P* ( t )  wppt] +E[wopt f ( t )  ^  yJ t ) ]  

+ E[y+(t) P<p(t) P' 1 ya( t ) ]  + E[y^(t)n y j t ) l

Terms in  Equation (190) con ta in inq  wopt  can be f u r t h e r  reduced 
using techniques establ ished in the d e r i v a t io n  o f  Equations (183) 
and (186). I t  can be shown th a t  the cross-terms in  Equation
(190) cance l , so tha t

Since eva luat ion  o f  the middle term in  Equation (191) is  the most 
d i f f i c u l t ,  the steps involved w i l l  be given in reasonable d e t a i l ;  
procedures fo r  eva luat ing  the la s t  term are s im i la r  (though less 
involved) and w i l l  not be repeated. To s im p l i f y  the a n a lys is ,  
y lA ( t )  in Equation (171) w i l l  be approximated by the components of  
the vec to r  in  Equation (173). A f i r s t  order co r re c t io n  to re s u l ts  
obtained under th is  assumption w i l l  then be given.

For the RA f  [ 0 ]  case, the middle term in Equation (191) may 
be expressed as

PT * | r | 2 T lS_r + E[y+(t) P*(t)  P '1 y4( t ) ] 091)
0

+ E[yJ(t)A y4( t ) ]

E y+ ( t )  P+( t )  P" 1 y ( t )  i  _ ( t , )  P ' 1 (192)
i — co 1̂ “

”  WOpt t*) ' Tl^  P ^  exP aA ( t - T  - j ) ]  P$(t)  P 

• exp [ - a A ( t - t ^ ) ]  [PR^( t ^ ~  ^ ) wopt^  f ^ Tl ^ T2

Equation (192) contains the t h i r d  order moments o f  the process 
<j>(t). A f te r  very tedious a lgebra ic  m anipu la t ion ,  i t  can be shown 
tha t



E * i j (T l } *kL ( t )  (fmn( t 2) =

K x ■<T r t > KX ( t - T 2 } Kx  ( t 2 " t 1 ) xjfc 1 kn c mi

+  K  ( f n - T p )  K  ( t - T - i )  K f T 2 ~ t ^
j n  1 c xki 1 tn n

- si^l> ^  Kx. <Tr TZ> sm<T2> sI (t)jn

-  sk ( t )  5j ( x l> sl ( t )  Kxm1(T2'Tl )

- s* ( ’ 2> sk ( 0  Kxj £ (Tr t )  %m{T2) ^ l '

-  KXk̂ (t‘ T2̂  sj^Tl  ̂ Sn/T2̂  s?̂ Tl'

-  s * ( t - | ) sk(t> sj ( Ti) ŝ t2* Kxm£*T2"t *

-  s* ( t )  5m<T2 ) sj (Tl> sS(x2> Kxk1( t ‘ Tl )

Now

E "opt Ai 1^ * ( t ) A2 M t z ) wopt

I  I I  I  I  I  >  6j i<T-,)  A<’ > * k£( t )  A<*> , mn( l 2 )
i j  k I  m n J 0

S u b s t i tu t in g  Equation (193) in to  (194) y ie ld s  the re s u l t

E "Spt  * + (x l> A° )^ t > a <2 )«( '2> " 0pt  =

WJpt  exA [ - “ Kx ( t ' T2) ]  Kx ( t2‘ t 1)

• exp [ -  a^x( t _T1) 1 y t - T 2) „opt + w+pt Kx(T l -T2)wopt

(193)

(194)

(195)
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(195) (continued) 

TR[exp [ -  aKx ( t -T - | ) ]  TR[exp[- a K ^ t - T g ) ]  Kx (T2~ t ) ]

where

+ Terms in s ^ y )  where k = 1, 2, • • •  m and y = t ,  t-j . or

f l  1 -1 )
= P 1 e 1 P

(y\  -I -aA( t-T^)
A = p~ ‘ e P

Assuming th a t  the inpu t  desired s inna l  power is much smaller than 
the t o ta l  inpu t  power, the terms in  S|<( y ) can be neglected. A lso, 
by assuming the same input  s ignal s t ru c tu re  employed in d e r iv ing  
y ,  Equation (195) reduces to

E wopt * +(t 1) A<2> , ( t2) wop t“

ji —ctA(t**T^) ( t — ̂ 2 )

(196)

Rxd P A e

+ K _1 R ^xd x xd

PRxd

■ m - a X . ( t - t 1 )
y X.  e 1 1

i = i  '
■ m - a X . ( t - i ? )

L A i  e
*  i  \

J = 1

s in  TiBtT^-T-jl s in  uB( t -T^)  s in  ^ ( t - T ^ )

TfB"( V 'T 'j ) ^B"( t -  T~) rrB ( t - l  ^]

To s im p l i f y  the double in te g ra l  o f  Equation (196) contained in  
Equation (192),  each in te g ra l  w i l l  be approximated by a double sum. 
That i s ,

D( t )  5 jlL  "opt *t(Tl> A(1 )^ ( t )  a(2)*(t2> Wopt dTl * 2  (197)

*  ( « ) 2 T  t )  A<2W t )  wopt
1 J "
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(197) (continued)

-  < * t ) 2  T  T  fc  ^ a e - “ A ( t - i 4 t )  e - ° A ( t - j ' A t )

-aXk ( t - i A t )

PR
i= -~  j=-<

x d

+ C  v 1 Rxd  y ,  \ e

1m  - a A . ( t - j A t )

• s i n  nB [( j - i ) a t ] s in  ttB( t - 1 A t )  s i n  - i rB(t- jA t)  
ttBLTj ) A t ) J Ti'B ( t -  i A t ) tiB ( t - jAlf)

Next, l e t  A t  equal the in t e r v a l  between independent samples o f  the 
inpu t  s ig n a ls  {= B“ l ) .  For th is  case, the double sun in  Equation 
(197) reduces to

(198)

D ( t )  * ( A t ) 2 t { t  \  R * d  P"1 A e" 2 a A ( t - i A t ) p R  
i = - “  [ x d

+ - l+ R . K 1 R . xd x xd

m - a X . ( t - i A t )
I Ak e

k=l K

s in  ttB ( t -  i A t )  
[ n B f t - i A t ) ] 2

-  A t  P 'S R . *  p"1 a e" 2ctA' t “ ^ )  PR
J J ' x d xd

+ -1+ R , K R . xd x xd
m
I Ak e 

k=l
2. s i n  i rB( t -T)  rfT 

O B ( t - i ) ] 2

- a \ k ( t -T )

i

^  Jl(ft  n-1 -1
Rxd P A PRxd + Rxd Kx Rxd

. t i n  *8 ( 1 - 0  d l

[ ttB ( t -T  ) ]

At ,yt 2 r_ p-l A p ^ + o p2
0

At i'v12 r 
g l 7 E  M  p .

m
\

2

I  \_k=l \
a

J
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where g-. is  a rea l  constant  less than are equal to  one. When 
aA t P j < M f g  ̂ -  1. Thus, D{ t ) has the upper bound

D ( t )  S I  ( A t ) 2 | r | 2 [A+p - n A Ps + - p t V  P j ], 2  1 ^ . 2  r  + n “ 1

where B“  ̂ in  Equation (196) was se t  to  equal to  A t .  Remaining terms 
in  Equation (192) are evaluated in  a s im i l a r  manner. The r e s u l t  may 
be w r i t t e n

E [ y l ( t )  ( t ) P-1y A( t ) ]  a

a | y | ^J" p 2 1___ + t p - 1A p + _ _q__
2 | r |  ! PN 1 + T -  K -  1 + TL o o PN P S +  P s

(199) 

2

where and Ps denote the in p u t  undesired and des ired  s igna l  powers, 
r e s p e c t i v e ly .  Note th a t  Pj^  is  the dominant term f o r  Pp >:>(1+Tq )Ps .

The steps requ ired  to  eva luate  the remaining term in  Equation
(191) i s  s im i l a r  to  the procedure o u t l in e d  above; thus on ly  the 
r e s u l t  w i l l  be g iven:

E [ y J ( t ) A  y A ( t ) ]  *  p | 2

Consequently, f o r  RA f  0,

1 T

N 1 + T.
+ P.

( i  ♦ v

PT a | r | 2
r0 _ , B i t  pn ^ «At p5 T0

i _—'— I 1 - - - r

0  + T0 ) ‘1 + T 2 1 + TO 0

( 200)

( 201)

( a A t  P . , ) -| p +

+ 2TT + T ) + 7  P Af> -'  o

(» A t )2 PNPST0 (oiAt Ps )2

+ 2(1 '+ T0 ) + 2

The approximation in  Equation (201) was der ived assuming the 
l a s t  term in  Equation (171) n e g l i g i b l e .  A lso ,  accuracy depends 
on the assumption aXnaj(<<B. To ob ta in  a f i r s t  o rder  c o r re c t io n  
to  Equation (201) which app l ies  f o r  h igher  loop bandwidths,  l e t
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yA( t )  = a j  e~aA( t -T ) [pra( t ) - P<*>(t )w
* m

-  P<*>(*)p 1y A( x ) ]  dr

where y A ( 0  in  Equation (202) is  approximated by Equation (173). 
In t h i s  case, add i t iona l  terms appear on the r i p h t  side o f  
Equation (200):

Ey+( t ) A y ( t )  | r | 2 ^  + 7“ 7 “ T2
0 (1 + V  

- -  m r  Ey I p,f t[R4 -  ^  ^  Et RI  -  » V ]  * p' \

+ 2j £  E t y / o V " 1̂ ]  + e o ^ +p_1)a ep«p"’ y4

where

♦ = * ( t ) ,  Ra ^ RA( t ) ,  and y A = y A( t ) .

Ca lcu la t ion  o f  each o f  these expectations show th a t  a l l  terms 
are small compared to  the term ctAt E[y'T<><i>t P" ly ]  when Ps<<P|j.
I t s  value is approximated by

E y > » V ' V ,  -- E y ^ y / j  -  Eyjp s s V y ^

* E y l ^ / i

Thus, a f t e r  a f i r s t  order co r re c t io n ,  EyÂ YA is  approximated by

T P
c t .  A Ct A t  I |2 D 1 x  O S
W  T -  .A t  P j -  lr I n i - r r ;  T T T y 7

F i r s t  order co r res t ions  to  Equation (192) y ie ld  terms in 
(aAt Pt ) 11, where n -  3. These terms can be neglected f o r  
aAt P, *0 .5 .

(202)

(203)

(204)
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In summary, i f  (1) aAt Pi S' 0 .5 ,  (2) Ps <<P[b (3) noise and 
in te r fe rence  approximate sample funct ions from zero-mean Gaussian 
processes, and (4) the spectrum o f  x ( t )  approximates an ideal 
bandpass c h a r a c te r i s t i c ,  then the to ta l  array output  power is  
approximated (bounded above) by

{ T P T PO aAt N O S

+ t t -j t p -  <2° 5>

(ait)2 P„2 (a4t)2 , (ait)2 P(| PsTq
+ 7(1 + T0 )  2 ^ - P AP -  2(1 + t Q)

ait P 
+ --- }

Since Pfj> the approximation in  Equation (205) can be fu r th e r  
s im p l i f i e d  to

jv,2 («At P..)2 | r | 2 
r |  N —  (206)p * ,?12 To , PI I r j 2 , ^ t P N)

T Ir  I T + T 2 -aAt PT T + T "  2(1 + T J0 l o o

The second term in  Equation (206) represents excess noise power 
due to  weight j i t t e r :

a*- i |2 PT (aAt PM)2 |^ ,2p aAt r  | I , N r  jen " it-ait pv ttt~ + ̂ —  r  + T U0/J1 o o

The la s t  two terms in  Equation (191) were also evaluated f o r  the 
Ra = case. The re s u l t in g  expression f o r  the excess noise power 
due to  weight j i t t e r  was found to be approximated by the product o f  
Equation (207) and the optimum output s ig n a l - to -n o is e  r a t i o  (T0) ;  
t h i s  is  the same re la t io n s h ip  between the RA = [0 ]  and RA f  [0 ]  cases 
obtained fo r  the d i g i t a l  LMS a lgor i thm .

A comparison o f  Equations (133) and (207) ind ica tes  a s i m i l a r i t y  
between the expressions fo r  excess noise power derived f o r  the d i g i t a l  
and analog LMS contro l  loops. For aAt P j<<1, the parameter aAtC in  
Equation (133) is  approximated b y a A tP j / 2 .  Thus, the excess noise 
power at  the array output due to j i t t e r  is near ly  the same fo r  both 
the ALMS and DLMS con f igu ra t ions  when the loop bandwidth is much 
smal le r  than the input  s ignal bandwidth. For la rg e r  values o f  
aAt Pj (up to  a value o f  one), the excess noise power in  Equation (207) 
(normalized to T0" '  (1 + T0 ) JJ0 . )  remains between the bounds and 
au derived f o r  the DLMS case (sBB Figure 12). This s i m i l a r i t y  is  not
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Figure 12--Upper and lower bounds on the (normalized) r a t io  o f  the 
excess noise power to the noise power without j i t t e r .



s u r p r i s in g ,  since the two de r iva t ion s  were based on s im i la r  assump
t ions  regarding independent samples. I t  a lso fo l lows from the 
sampling theorem th a t  the performance o f  the LMS loop would not 
change s i g n i f i c a n t l y  by simply reducing the in te rv a l  between weight 
updates to  zero (analog case). I t  is  important to  note, however, 
t h a t  a fundamental d i f fe re n ce  e x is ts  between the analog and d i g i t a l  
con tro l  loops under high loop bandwidth cond i t ions .  The d i g i t a l  loop 
was shown to  become unstable when the loop bandwidth exceeds a c e r ta in  
va lue, whereas the analog loop remains "s tab le "  f o r  a l l  values o f  a. 
For a s u f f i c i e n t l y  la rg e ,  the analog loop w i l l  respond to  minimize 
the instantaneous e r r o r  between the ar ray  output and the reference 
s ig n a l ,  i . e . ,  the array output s igna l  can equal the reference s igna l  
even though the desired s ignal power a t  the array output is small 
r e l a t i v e  to the t o ta l  output power. This points out one o f  the 
d i f f i c u l t i e s  encountered when analyzing the e f fe c ts  o f  weight j i t t e r  
on ALMS loop performance. The purpose o f  the adaptive array is  to  
opt im ize the array output  by forming an appropr ia te  pa t te rn  ra the r  
than to  "modulate" the inpu t  s igna ls  so th a t  they match the temporal 
s t ru c tu re  o f  the reference s ig n a l .  C le a r ly ,  the l a t t e r  phenomenon 
cannot be to le ra ted  when the reference signal is generated from the 
array output v ia  waveform processing (which is the case o f  i n t e r e s t ) .  
For t h is  reason, the excess noise (Equation (207)) is considered to  
be a d d i t i v e  system no ise,  even though the excess noise is  co r re la ted  
w i th  the reference s igna l  (and thus the desired s ig n a l ) .  This 
assumption is f u r t h e r  discussed in  Chapter VI.

E. The E f fec ts  o f  Height J i t t e r  on
Desired Signal Coherence

1. In t ro d u c t io n

In preceding sect ions o f  t h is  chapter,  the e f fe c ts  o f  weight 
j i t t e r  have been evaluated by determining the excess noise power 
i t  generates a t  the array output.  Results obtained can be used 
as general gu ide l ines  fo r  system design. However, the power 
measure provides l i t t l e  in fo rm at ion  regarding the e f fe c ts  o f  weight 
j i t t e r  on the phase o f  the desired s ig n a l .  Such in fo rmat ion  is 
important  in  many systems, p a r t i c u l a r l y  those employing coherent 
or  p a r t i a l l y  coherent phase detectors to  demodulate the received 
s i g n a l .

In the fo l lo w in g  two sec t ions ,  the e f fe c ts  o f  weight j i t t e r  
on coherence o f  the desired s ignal w i l l  be evaluated f o r  systems 
employing the DLMS a lgor i thm . These re su l ts  can be used to 
approximate the ALMS a lgor i thm  w i th  appropr ia te  assumptions. As 
in  previous sections o f  th is  chapter,  the signal environment is
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assumed to c o n s is t  o f  zero-mean, Gaussian, undesired s igna ls  
and a PN-coded desired s ig n a l .  In  the fo l l o w in g  s e c t io n ,  an 
expression f o r  the var iance o f  the ou tpu t  s igna l  phase is  der ived 
which app l ies  when the des ired  s igna l  phase f l u c tu a t io n s  are sm a l l .  
Then, in  the l a s t  s e c t io n ,  a s p e c i f i c  example is considered in  which 
the e f f e c t s  o f  we ight  j i t t e r  on the average output s ig n a l - t o - n o is e  
r a t i o  o f  a coherent d e te c to r  are determined.

2. Desired Signal Amplitude 
and Phase J i t t e r

Weight j i t t e r  not on ly  causes excess noise to  appear at  the 
a r ray  o u tpu t ,  but a lso  randomly phase modulates the des ired  s ig n a l .  
The r e s u l t i n g  phase j i t t e r  tends to  decohere the desired s igna l  
a t  the array o u tp u t ,  thus f u r t h e r  degrading system performance. 
Desired s igna l  phase j i t t e r  can be viewed as r e s u l t i n g  from 
p a t te rn  f l u c tu a t i o n s  in the des i red  s igna l  DOA, which is  equal 
to  a complex m u l t i p le  o f  the c r o s s - c o r r e la t io n  vec to r  Rxcj.
Thus, the array ou tpu t  in  response to  a cw s igna l  a r r i v i n g  at 
the a r ray  in p u t  from th is  d i r e c t i o n  is p ro p o r t io n a l  to  [see 
Equat ion (4 6 ) ]

wt (t )R xd -  zf ( t )Rxd + wJptRxd ( 208)

' y I P R x d + l? l2 r t
The expression in  Equation (208) i s ,  
number and thus can be w r i t t e n

in  genera l ,  a complex

w+Rxd w'Rxd
J® (209)

where

e = tan -1 I m {yAPRxd)
1^,2 
H  y

( 210)

T -  + Re ‘ V ' W

Here Im ( )  and Re { }  denote the real  and imaginary parts  o f  the 
expression enclosed by parentheses. To l i n e a r i z e  Equat ion (210),  
i t  is  assumed th a t

*lPRxd 5- '  | r | 2
ToTT ( 211)
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In o the r  words, the absolu te value o f  o is  assumed sm al le r  than 
about o n e -h a l f  rad ian .  In t h i s  case, Equation (210) is  bounded
by

I6 1 < K l  < tan -1 3 M y / K x d 1

2 T v  T°~M  1 - t t

(212)

where

■ *
Im(y I PRxd1 

7 , 2  " T o "M -j-TT
The f i r s t  and second moments o f  o^ are given by

E 6 ^  0 (213)

and 2

? 0  + To>' t  2
E e‘  = 2 ----- ,  0 4. E[Im{y^Ps_)] = Var(e t ).

To r
Since

E[Im(y*P s ) ] 2 = 1  E[(Re{y^P s^})2 + (Imly^P s ) ) 2] (214)

£ p 1 7  P ' 1

2
an upper bound on E is  given by

,  (1 + T ) 2 + + .E 5 —r-XT? E>lp 11 p yA (215>
To M

From Equations (116) and (126)

ev J4 = ^ r i - ^ s r v j  <216>

- lpl2 T T T 7 7 tP^  (p^  + l?'2 r * V * j
V o '

-  £( y l p i l V 1 y4 ) (P s J J P  s )J  ; Ra /  [ 0 ]

9 3



and, by Equation (158)

aAt
y t  =j  A X . + X . -  a A t A . A .A A 1 J 1 J

l ^ |2  0 1 *
r T T ^  ' n 7 T  4J

-  | r |2 y r f V  (P s.)i (P s)J - E(y^P s s V  ys)
t„ - l

(p s ) t (P s ) t ; r4 = [o]

Thus,

E (y >  s s V  y ) = J I  (y,  y t  ) (P s) (P s)*
0 i = l  4 = 1 *A Ja j

m m

^  m aAt | (P  s) J 2 |{P l ) j  i 2
K  A  x„ + x." -4=1 j=l "4 ' " j  " aAUj

- [W  - !
(1 + T0)'

-  E(y!p s s V  y )

^  , - v , 2  o A t  1 f  1CP s ) l l
T ^ T  I, T'-.SKt x-

or E(y* P s. s.+ P" 1 y j

m m aAt | (P s.)t l2 |(P s ) ^ 2

J=1 j = l  Xl  + ]  ~ Aj  Xl

-  [ l^ l2 r r r  " E ŷ+p -  - +P" 1 y &)L o

o aAt T , m ! (P s ) f |
+  I H 2 - - - - 2- r ^ - r  I  7 - - - J fT -  r a1 4 T 1 -  c Si 2 -  “ AtAt  *

(217)

(218)

r a *  [ «

= [ 0 ]
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In terms 

h = 

Equation

E(y

C le a r ly  

h < 

and thus

E(y

o f  the r e a l ,  p o s i t i v e  number h, def ined by

m m aAt |(P s ) £ j 2 |(P s j  . |2
i i  -  v - .l r  - At . V — > ° £19)4 = 1  j = l  4  j " a 4 x j

(218) may be expressed as

( 220)J p s s P - ’ y . )  =

a i t  l r |2 1 ? (̂p . R . [0 ]
T ~ T h  1 + T0 1 -  C ^  2 - a ^ tX j  * Ra f  LUJ

h j r | 2 T0 aAt To l r ! 1
1 + h 1' + T 1 + h 1 + T 1 -  C0 o

U r  W t l 2 
9 : ^taTI

4=1

o l ( p s ) i l
• J .  2 -  Z tx r . ■- =

a A t  Ps T T T «  1 ( 221)

J p s . s t p -1 y A) (222)

s . h|?|2 — 3----- y + nAt.lrL- —
(1 + T0 ) Z 1 *  Tq 1 -  C

2 T0 aAt Tq 1r t 2 . m |(P s)  J 2
s -  h j r j y + Tq + r + : t '0 T -  C 2 -  ; RA “  £ ° ^ ‘
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From Equation (215)

Ee 2 <

m l ( P l ) Ai "

A=1 2 -

m K p l ) £

h
t v t )

(223)

r a t  [ 0 ]

a=1 2 -  aAt A,

provided Equation (211) is satis f ied ,  i . e . ,

y l p i  i +p_1 y A < ^
(1 + T )'

This relation places an upper bound on instantaneous functions of 
e4. Since y^is a zero-mean random vector generated from Gaussian 
processes, i t  is reasonable to assume that, with high probabil ity,

VaP 1  s V 1 y .  < 3 E (y >  s s V 1 y . )

In this case, the condition on the va l id i ty  of Equation (222) 
reduces to

E < -jy (radian)^ (224)

In order to evaluate Equation (223),  eigenvalues of Kx must 
be determined for the specific signal environment. However, 
certain bounds can be established i f  Ps and Pi are known. Since

") K p i ) J 2
J l  T ^ K t T ^  < Fs 

Equation (222) has the upper bound ( for  aAt Pj ^ 0.5)

E(y+P s s V 1 y ) <

< < 1
1 + T.

a i t | r | ^  Ps
TV VTo)"0 "-c)

ad t |? |2 Ps To T0

( l  + V ( T -  c )  t t t ;

(225)

r 4 t  [ 0 ]

R, ■ to]
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which Impl ies

( 2 2 6 )

1 +  T 0  a A t  Ps

2 y  2"" i  ~ c "  ; r a  *

2 2 Ee < Ee; e

o

1 +  T a i t  P 
o S2 —^ -------  v — c ; Ra = [0 ]

o

The r e la t i o n  in (226) shows th a t  an upper bound on desired signal 
phase j i t t e r  is  p ropor t iona l  to the input  desired signal power 
and has an inverse re la t io n s h ip  w i th  the optimum output SNR.

By the re la t io n  in  (224),  Equation (223) remains a good 
approximation i f

T . 2

o4t  ps < (1 '  C) 1 Co] (227)

or

ait P. < (1 -  C) ; = [ 0 ]

i . e . ,  when a i t  Pc << 1 and T0 is  s u f f i c i e n t l y  la rge.  These 
requirements w i l l  be s a t i s f i e d  in  a wide va r ie ty  o f  s ignal 
environments o f  i n te r e s t .

To i l l u s t r a t e  the level o f  phase j i t t e r  encountered in  a 
p ra c t ic a l  environment, Equations (223) were evaluated numer ica l ly  
f o r  the example given in  section I I  b; Table I I  d isp lays re s u l ts  
obtained when the loop gain parameter is  set to a moderately high 
value (aAt Pt ^ 0 .5 ,  aAt C - 0 .25).  As is  expected, phase j i t t e r  
is  very small f o r  a l l  cases, w i th  the la rges t  j i t t e r  occurr ing 
when the separat ion between the in te r fe rence  and desired signal 
a r r i v a l  angles is  smal les t .

The output desired signal power is determined from the 
ensemble average

E[w+s. s V |  = E [y jp  s. s V 1 y j  + w jp t  s l +wopt (228)
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Table I I .  An Upper Bound on the Variance of the Desired Signal 
Phase at the Array Output for R.=[0] and R^IO] for 
Several Values of the Angular Separation Parameter 41.

* A1 x2 (ps_)1 <PS)z (PS), T0

Eee2 

Ra t  0

E e 2e

R& = 0

<0 0 0 5 4001 1 2 0 0 4 8.2 x 10"5 1.5 x 10" 4

(T» O O 4.25 4002 1 1.802 0.866 0 3.244 1.1 x 10"4 2.3 x 10" 4

45° 3.29 4003 1 1.514 1.306 0 2.295 1.9 x 10* 4 3.5 x 10" 4

30° 2.2 4004 1 1.09 1.673 0 1.20 5.1 x 10" 4 5.8 x 10-4

15° 1.33 4005 1 0.575 1.915 0 0.331 4.4 x 10" 3 1.4 x 10" 3

aAt Pj = 0.4



( 2 2 8 )  ( c o n t i n u e d )

T 2l r l 2■ E[y> S sV1 , ] ♦ - f — 7
(1 *  T0 ) ‘

may be expressed as

1 + To cat p

V H “ -"C
1 + T o 

To

aAt Ps

1 - c

o f  the output 
''opt L  ^ wopt»

; R4 t to]

; R4 - to]
The output desired signal power is  n e g l ig ib l y  a f fec ted  by weight 
j i t t e r  i f  these ra t io s  are small ( f o r  example, when the re la t io n s  
given in  (227) are s a t i s f i e d ) .

3. E f fec ts  o f  Weight J i t t e r  
on Coherent Detection

In th is  sec t ion ,  the e f fe c ts  o f  weight j i t t e r  on system 
performance w i l l  be determined fo r  a s p e c i f i c  desired signal 
waveform. Since one o f  the primary goals o f  th is  study has been 
to determine performance o f  a j o i n t l y  operat ional TDMA-adaptive 
array (TDMA/AA) implementation, desired signal modulation and 
demodulation w i l l  be modeled to c lose ly  resemble TDMA modulation 
and demodulation techniques ou t l ined  in Chapter I I .

The complex envelope o f  the desired signal is  assumed to  be 
expressib le  as

s ( t )  = -^r exp [ j ( t , ( t )  + e , ) ]  (229)
/2  1 1

where 3 and e-| represent constant amplitude and phase fa c to rs ,  
re sp e c t ive ly ,  and $-|( t)  represents the t ime-vary ing  component 
o f  5 ( t ) .  Biphase (ant ipoda l)  modulation is  employed to  convey 
data at a ra te  o f  b-j b i t s  per second, and the random PM code i s  
used to spread the signal spectrum by a f a c to r *  o f  n, where n is

*The code and data b i t  streams are added modulo two and are then 
used to biphase modulate a cw signal to  generate the desired 
s ig n a l .
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an integer. Defining At as the inverse of the code rate, T as 
the inverse of the data rate, D(t) as the data b i t  stream, and 
c ( t )  as the code b i t  stream, one obtains the following relations:

D(t) -  ±1 constant for T seconds (230)

c ( t )  = ±1 constant for At seconds

<t>j(t) = c ( t )  D(t) j  = W 2  constant for At seconds

T -  n At n > 1

E ^ t t )  <j>-|(t + t )  = 0  i  > A t

The TDMA modems employ a d if ferent ia l  phase-shift keyed 
(DPSK) receiver for signal detection; that is ,  decisions are 
based on the difference in phase between adjacent b its .  Owing 
to certain d i f f ic u l t ie s  encountered in analyzing the effects  
of weight j i t t e r  on DPSK receiver performance, however, coherent 
dtection (PSK) w i l l  be assumed. As wil l  be shown, the results 
obtained for the coherent detector wil l  provide a general guide 
to DPSK receiver performance.

In ideal coherent detection, the carr ier phase is assumed 
known a priori at  the receiver. In order to apply this require
ment to a system containing an adaptive array, i t  is necessary 
to assume that the time average phase of the desired signal is 
known or has been accurately estimated. The signal r ' ( t )  
available at the receiver is assumed to have the following 
property when the mean weights (w) are near their  steady-state 
solution:

Ey(t) + = E w+( t )  £ ( t )  r ' * ( t )

* w t t )  £ ( t )  r ' * ( t )
t

(231)

= wopt L

where y ( t )  represents the array output signal,  w is the ensemble 
average of w ( t ) ,  and L is an m-dimensional vector assumed con
stant during a given data b it  interval.  To simplify the notation, 
assume this interval is [0 ,  T] ,  In arriving at the result in 
Equation (231), i t  was assumed that the desired signal carr ier  
frequency and the code c ( t )  are known at the receiver. Note that 
the ensemble average given in Equation (231) is real valued.
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The receiver is assumed to employ matched f i l t e r  detection. 
At baseband, this is equivalent to the operation

where v(T) represents the detector output voltage at time T. 
Noise in the propagation medium between the array output and the 
receiver input has been assumed negligible to focus attention 
exclusively on the effects of weight j i t t e r .

When w is near steady-state, the ensemble mean of v(T) is 
given by

= E[y(t) r ' * ( t ) ]

where x.(t) = ju(t) + s_( t ).

The above result follows from the assumption that w(t) is 
independent* of x_(t) r ' * ( t ) .  The variance of v(T) is expressed 
as

( 2 3 2 )

= 1  [ [w* x ( t )  r ,+( t ) ]  dt
T ,0

(234)

Var(v(T)) -  E {[v(T) - w*pt L] [v(T) -  wppt L]}

*this applies to the DLMS algorithm only.
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w h e re  w„ = w__o opt
and z ( t )  *  w ( t )  -  wQ.

The weights are assumed updated according to the DLMS 
algorithm (Equations (54) and (58 )) .  For the purposes of 
analysis, the interval At is taken as the interval between 
independent samples of the product £ ( t )  r ,+( t ) .  In the d ig i ta l  
algorithm, z ( t - | )  is constant for At seconds, so that Equation 
(234) becomes

var(v(T)) = E f ] < w * u ( t , )  ( 235)
T H) '0  [  1 1

+ z+(iAt)  Eu[(t-j } r ) + L ] j / _ u+( t2) wq r ' ( t2)

+  [ £ + ( t 2 )  +  L + ]  d x ,  d t 2

w h ere  t -| -  i A t  < x-| + At

and t 2 -  JAt < t 2 + At ; i , j  = 0 , l ,2 , *«»n .

When z ( i A t )  = 0, var(v(T)) equals the minimum output noise power, 
given by

■ E j y  J £  V “<M> <236>N . =mm

• £ +( t2 ) wq dT-j dT2

The variance of the excess noise voltage at the detector output, 
caused by weight j i t t e r ,  may be defined by

var(ve(T)) = var(v (T)) -  (237)

1 ' T ' T
= E T  T j 0 0

«0 “ ( t , )  r ' + t t , )  [ ^ (T g )  r - ( x 2) + Lf ]z ( j f l t )

+ zf (1at) [Sflxj) r l+(x-|) + L] r ' ( x 2) Sf (x2) w0

♦ zf ( i a t )  [u (T l ) r l + ( x , )  + L] [u t (x2) ? ' ( t 2) + L+]

• z ( j A t )  J>dx1 dx2
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To simplify the analysis, the double integral in Equation (237) 
is approximated by the double sum

var(ve(T)) ± E
^\2 n-1 n-1 (
- 7 -  I  J < w f u(iAt) r l * ( iA t )  
T i=0 j = 0 L °

■ [ £ + ( j A t )  r ' ( j A t )  + L+] z ( j  A t )  + z+(iAt)

( 2 3 8 )

• [u [( iA t)  r ' ~ ( i A t )  + L] r ' ( j ^ t )  f i ^ j A t )  wq

+ z+( iA t )  [ ^ ( i A t )  r ' * ( i A t )  + L]

■ [ u +( j  t )  r ' ( j A t ) + L+]  z ( jA t )

- a

By Equation (230) and the independence o f  ij ( j A t )  r ’ ( j A t )  and
z ( iA t )  f o r  j  -  i ,  Equation (238) reduces to

( A t \ 2 n“ ! J t 1
v a r ( v J T ) )  * 2 £ L (239)

e r  i=0 j=0

* E[wQ+j j ( i A t )  r l + ( i  t )  L+ z ( j A t ) ]

+ i * t ) £  V  ‘ j 1 e [ z+( i a t ) L r ' ( j f i t )  S +( j a t )  w
T 1=1 j - 0

+ R "? E[z f ( l 4 t )  M Z ( j 4 t ) ]
T i=0 

n-1 n-1 . .
+ J  I  E[z ( i A t )  L L z ( j i t ) ]  

i = 0  j = 0

where R = | r '

Jhe above r e s u l t  applies when w = w . .  When w = w0 * ,  the vector 
z ( iA t )  can be expressed in the e igenvector space as [see Equation
( 1 1 2 ) 3

00

y ( i A t )  = a A t  I  [ I  -  a A t  A] j  (240)
*  j - 0
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where z ( iA t )  = P-1 y A( i A t )  

and

Bl  = PR {AAt) -  P * ( tA t )  p_1 y A( AAt) -  P$(AAt) WQ 

The fo l lo w in g  r e s u l t  w i l l  a lso be requ i red :

(241)

[ I  -  aAtA]1’ ^ E [ y . ( j A t )  y ^ ( j A t ) ]  ;

E [ y A( i A t )  y * ( j A t ) ]

A -

the 
given by

E [yA( i A t )  y A( i A t ) ]  [ I  -  a A t A ] ^ 1 ;
A A i  -  j  .

Q iL
The m components o f  the m a tr ix  E^aYa) can be evaluated using 

procedure o u t l in e d  in  sec t ion  IV D 2. The i j ^  component is

E(y,- y l  ) = , (242)★ \ — Otot
' i / V  = X, *  -  c A t X ^

• {  A , ,  - - 1 ^ -------^  <p l> i { p l ) j
i 1 + T0 i j  ( i  + t y  1 j

+ E[yAAyA] -  s V 1 Ey^y^P £  (P s_)i (P s j *  1  ; i , j  = l , 2 , * * * m

A complete s o lu t io n  to  Equation (242) requ ires  eva lua t ion  o f  the 
as y e t  undetermined expecta t ions appearing on the r i g h t  s id e .  By 
i t e r a t i v e  a p p l ic a t io n  o f  Equation (242)

E< * 1 A y j  ■ T T &  J ,  j 2 - V  TT T0- ( 2 4 3 >

- M l  1 _ t n- l  r t* . . ,  — ------------ T - -  - tt s P E y . y A P s2 - c A t X .  (1 + ^ , 2  ^ Z -  -

2
U p s.)-,
2 -a A t * .
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From Equation (133). and the assumption Pg «  P j ,

E{y+ Ay ) 4 lr 1, ■ w-T -  aAtc 1 + T. (244)

Thus

Ey. y* * a A t lr l_ _ _ _  L _ L
\  Â xi + \ j  - “iWiXj IT ^ »]1 -  aAtC i j

provided aAtc ^ 0 . 5 .  Although eva luat ion  o f  the f i r s t  two terms 
in  Equation (239) is  ted ious,  the procedure is  s t ra igh t fo rw a rd  
and thus w i l l  not be de ta i led  here. Employing Equation (241), 
the re su l ts  are

(245)

E[w* u[(iAt) r ' * ( i A t )  L+ z ( j A t ) ]  =

-  aAt w* M w L+ p"1 [ I  -  aAtA]J“ i_1 PL ; i  < j

(246)

E[z+( jA t )  L r '  ( iA t )  ( i A t ) wQ]  =

- aAt w* M w0 L+ P-1 [ I  - aAtA]1^ -1 ; i  > j .

(247)

Equation (239) can thus be w r i t t e n  as

At 2 n- l  J'-1 
var ( v (T ) ) -  -  2 R J J

e 1 j= l  i=0

* aAt w? Mw s V 1 [ I  -aAtA]^* n o —*
i - i - l

+ R

o o
2 n-1

Ps

I  I I p_1 Cl - a 4 U ] J - i
j=0 1=0

(248)

+ R

+ R

E[yA( iA t )  y J ( i A t ) ]  Ps_

A+\2 n-2 n-1 , , .
t “ ) I  I  s P" E[y ( jA t ) .  y A( j A t ) ]  [ I  
1 1 j=0 i= j+ l

j  •

aAtA] JPs

At } c t  
-  | E *A
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Since E(^ p y y p s_) has been shown to be much smaller than 
E(y+ Ay)* i t  can be neglected in Equation (248), Substituting 
Equations (244) and (245) into Equation (248) and rearranging 
terms yields

/  a A 2 n_1 J -1  m
var(v (T))  i  2 R f  [  J I  (249)

e 1 ' j=l 1=0 k=l

i i i 2 ,   ̂ 2

*  T+T~  (1 ~ a i t Ak ) j " 1 (P l ) ,  
o

/ 1 To 1
* y O T -  a A t X ^ n i ' “ 'aA'tcT ' T  + T  a A t'x"

1 m l (p  S.) p.I

1 + To i » l  Ak + Xt  "  aAt  AkAt

+ R f  J
1 k=l

1

m
(P s)— k

2 a A t  ) r 1
T'+ T (2 - aAtXJ 0 - “Atc)

t t t t
V l ( ?  L ) * ] + P ^  aA tc____________
=1 k + ‘  “atV* T 1 - “Atc 1 +

l ? l 2

Again applying the assumption that ?s «  P j , i t  is easily shown that

T l(Pl>t |2 , To
j^l Ak + A* " aAtAk\ ’r r r

that the f i r s t  term in Equation (249) has the upper bound 

aAt |r |2 Pc
T T T

and that the second term has the upper bound 

4 t  - * 1 ' ^  i
r t ----------- m r ^ -  ttt ;

Thus, by making the additional assumption

106



2 n Ps «  c (250)

Equation (249) can be approximated by

. rv 12
var(ve (T ) )  *  R f  ° f !  %c r r ^  <251>

Equation (251) gives an approximation f o r  the var iance o f  the 
excess noise a t  the de tec to r  ou tpu t  due to  j i t t e r ,  provided n 
i s  la rge and th a t

m X.Ill A j

(a) 2 n Ps «  c = ^  3 (252)

(b ) a i t  Ps << - p t '

(c) aAtc < 1

Since Equation (237) was approximated by the double sum in  
Equation (238) ,  Equation (251) best approximates the excess 
noise var iance when the in p u t  s ignal ( x ( t ) )  approximates an 
idea l  bandpass process w i th  At = B- ' , where B represents the 
double-s ided bandwidth. When B > ( A t ) - ! ,  Equation (251) gives 
an upper bound on the var iance.

Although assumptions given in  Equation (252) perm it ted  the 
epxression f o r  v a r (v e (T))  to  be g re a t ly  s im p l i f i e d ,  they are 
v a l i d  in  a wide v a r ie t y  o f  h ig h - le v e l  i n t e r f e r i n g  s igna l  
environments. Equation (252 ) (a) is  the most r e s t r i c t i v e  
c o n d i t io n ,  s ince i t  requ ires  th a t  the product o f  the waveform 
processing gain and the in p u t  desired s igna l  power be much 
smal le r  than the t o t a l  in p u t  pgwer. When th i s  requirement is  
not met, then past h i s to r y  o f  z ( iA t )  f o r  iA t  in  [0 ,  T] may 
s i g n i f i c a n t l y  a f f e c t  the va lue o f  va r (ve ( T ) ) ,  thereby causing 
inaccurac ies in  Equation (251).  In th is  case, Equation (241) 
should be used, provided Ps << P j .

The expression f o r  the output noise power when w ( t )  = w . 
(Equation (236)) can also be estimated by approximating the double 
in te g ra l  by a double sum and performing the ind ica ted  ensemble 
average:



The variance o f  v(T) is  obtained by summing Equation (251) w i th  
Equation (253):

v a r [v (T ) ]  a |?,2 )?■ , ^ - L ^  «  f~ < 8 ^  ♦ (254)
O L  0 J

The output s ig n a l - to -n o ise  r a t i o  0 w i l l  be used as a measure o f  
de tector  performance, where

D 5 M f U r  (255)

Note tha t  although D is a c la ss ica l  d e f i n i t i o n  f o r  the output 
s ig n a l - to -n o ise  r a t i o ,  i t  does not necessar i ly  equal the aver
age output s ig n a l - to -n o ise  r a t i o ,  since v(T) is  genera lly  not 
s ta t io n a ry  in  the in te rva l  [0 ,  T ] .  Equation (255) is  meaningful 
in  tha t  (1) i t  normalizes the square o f  the mean (o f  v(T))  to the 
mean square and (2) i t  approximates the average output s ig n a l - t o -  
noise r a t i o  when v(T) is  near i t s  mean ( fo r  example, when D >> 1).  
Using Equations (233) and (254),  Equation (255) becomes

D = -i— T 
i t  o

1 + r - aAtc T '

(256)

This r e s u l t  shows tha t  weight j i t t e r  reduces the de tec to r 's
output s ig n a l - to -n o ise  r a t i o  by the same fa c to r  ( in  brackets) 
th a t  the processor 's output s ig n a l - to -n o ise  r a t i o  is  reduced 
(see Equation (143)) .  In o ther  words, the waveform processing 
gain of  the coherent de tector  i s  (about) equal to the spectrum 
spreading r a t i o ,  even when the excess noise power is large 
r e la t i v e  to the quiescent (no j i t t e r )  noise power. For a given 
set o f  loop parameters(a, A t ,  and c ) ,  system performance can be 
improved by increasing the in te g ra t io n  time T assuming the 
re la t io n s  given in  Equation (252) are s a t i s f i e d .

The analys is  to th is  p o in t  applies to the DLMS a lgor i thm 
fo r  Ra f  [ 0 ] .  When the desired signal DOA is  known, the variance 
o f  v(T) can be evaluated by s e t t in g  Ra = [0 ] in  each step used to 
der ive Equation (249). The r e s u l t  is approximated by

v a r ( ve ( T ) )
R =f0]

. o / A+ \ 2 h-1 3 - 1 m
4 2 jr' I ( t ^  I I I

Vl '  j = l  i=0 k=l
(257)
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(257) (continued)

a A t | r | 2 (1 -  a A U k) j - i
(P i> .

■I
l

m

("2 - aAtXkJ (1 + Tfl) 0 -aAtcT ^ + j  j2 

!(P s)j2
xk + xi  ‘  aAt xk X£ (1 + To ) z 1 ■ aAtxl

%

+ |r '  |2 ^  ^  I(p slk|2 j (2 -  oAtxk) (V - - C ite)

m

(1 + T ) 1-1 \  + X -  o i t  X XkXt j
\ +  I? ’ I *  r -

aAtc 0
* V - a Ate T T T

I f  the assumptions in  Equation (252) are s a t i s f i e d  and i f

T

a A t  ps ^  T T T

then Equation (257) may be approximated by

va r ( v (T))
k  = [ o ]

= Tq va r (ve (T))
R* r t o ]

Thus, the performance measure 0 fo r  the R. = [0 ]  case becomes

R4 = [0 ]  " At T° { i  +

1
 ELAtc  (1 + T )
1 -  aAtC U  O7

(258)

(259)

The minimum s ig n a l - to -n o is e  r a t i o  required at the processor 
ou tput,  as a func t ion  o f  the normalized parameter

D At 
9 = 2 T ~ ( 2 6 0 )
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i s  shown in  Figures 13 and 14 f o r  two d i f f e r e n t  values o f  the 
loop parameter aAtc. Figure 13 applies to  the Ra f  [ 0 ]  case 
and Figure 14 applies to  the Ra = [0 ]  case. In a given signal 
environment, the t ra n s ie n t  response (or  convergence ra te )  is  
ten times fa s te r  f o r  aAtc = 0.5 than f o r  aAtc = 0.05. For the 
Ra = [ 0 ]  case, weight j i t t e r  causes the la rges t  degradation in  
performance when g is  sm a l l ,  i . e . ,  f o r  g = 0.01, T0 must be
increased by more than 8 dB when aAtc = 0,5 to  obta in  the same 
performance as a system w i th  n e g l ig ib le  weight j i t t e r .  For 
la rg e r  values o f  g, the r e l a t i v e  performance degradation due to  
weight j i t t e r  decreases. For the RA = [ 0 ]  case, the e f fe c ts  o f  
weight j i t t e r  are most pronounced fo r  large values o f  g. For 
f ixed  values of  input  s igna l  power and D, the minimum required 
output s iq n a l - to -n o is e  r a t i o  can be reduced in  both the Ra = [ 0 ]  
and R  ̂ f  [ 0 ]  cases by reducing the convergence ra te  (p roport iona l  
to a) o r  by increasing the spectrum spreading r a t i o  (T /A t ) .

Under appropr iate assumptions, the previous re s u l ts  can be 
used to approximate the e f fe c ts  of  weight j i t t e r  on the perform
ance o f  a DPSK de tec tor .  In coherent d e tec t ion ,  decis ions (a t  
t  = T) are based on the matched f i l t e r  output vol tage v (T ) .  In 
d i f f e r e n t i a l  de tec t ion ,  decis ions ( a t  t  = 2 T) are based on the 
parameter

z(2 T) -  u(T) u+(2 T)

where

u(T) -  }  JT t ( t )  <+( t )  dt

and

u(2 T) = }
2 T

( t ) r * ,+ ( t )  d t

In ideal d i f f e r e n t i a l  d e tec t ion ,  i t  is assumed (1) th a t  the 
desired signal c a r r ie r  frequency and the data b i t  a r r i v a l  times 
are known at the rece ive r  and (2) th a t  u(T) and u(2 T) are 
s t a t i s t i c a l l y  independent random processes. Consequently, 
? ' ' ( t )  and ? ' ( t )  d i f f e r  on ly  by a constant phase angle. The 
performance measure D derived fo r  coherent de tec t ion  can there
fo re  be used to approximate the s ig n a l - to -n o is e  r a t i o  o f  u(T) 
and u(2 T ) :

0 = IE u ( T ) lZ = EIu(2 T) = E|v(T)
DPSK varLu(Tj J var [u (2  TjJ var|_v(T T

(261)

(262)

(263)
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Figure 13. The minimum output s ig n a l - to -n o ise  r a t i o  required 
to obta in  the performance level g; f  [ 0 ] ,
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Figure 14--The minimum output s ign a l - to -n o ise  r a t i o  required 
to obta in the performance leve l  g; RA = [0 ] .



CHAPTER V

TRANSIENT RESPONSE AND SIGNAL ESTIMATION

A. In t rodu c t io n

Physical implementations o f  the sp a t ia l  f i l t e r  represented 
by w0pt = Kx-1 Rxd requ ire  accurate est imates o f  Kx {o r  M) and 
Rxd based on noisy input  data. The accuracy o f  these est imates,  
o f  course, depends on the method used to average the data. The 
LMS a lgor i thm  r e l ie s  on averaging in  the con t ro l  loop to perform 
these est imates,  which gives r i s e  to two opposing system ob jec t  
t i v e s ;  rap id  response time and small con tro l  loop noise. Large 
con tro l  loop noise re s u l ts  when the weights are allowed to 
respond ra p id l y  to  instantaneous f lu c tu a t io n s  o f  the input  
covariance m atr ix  and the c ro s s -c o r re la t io n  vec to r .  The loop 
noise can be reduced by lowering the loop gain {and thus inc reas
ing the response t ime) since the instantaneous f lu c tu a t io n s  are 
averaged over a longer period o f  t ime.

In t h i s  chapter,  the separate e f fe c ts  o f  es t imat ing  Kx and 
Rxd in  a f i n i t e  observation in te rv a l  w i l l  be determined. The 
primary o b je c t iv e  w i l l  be to compare the r e l a t i v e  performance 
o f  the LMS a lgor i thm  with  an a lgor i thm  in  which the sp a t ia l  
f i l t e r  w is  ca lcu la ted  d i r e c t l y  by in v e r t in g  an est imate o f  the 
covariance matr ix  and m u l t ip ly in g  the r e s u l t  by an estimate of 
the c ro s s -c o r re la t io n  vec to r .  The est imates o f  Kx or Rxd are 
based on the maximum l i k e l ih o o d  (ML) p r i n c i p l e ,  which is  optimal 
in  th a t  i t  y ie ld s  an unbiased estimate w i th  minimum var iance 
[2 6 ] .  Al though an a lgo r i thm  based on these estimates w i l l  be shown, 
in  theory ,  to converge more ra p id ly  than the LMS a lgo r i thm ,  i t  is  
cons iderab ly  more d i f f i c u l t ,  to  implement c i r c u i t s  which est imate each 
element o f  Kx and then i n v e r t  the r e s u l t ,  s ince th is  opera t ion  re 
qu ires  m2 est imates and an mxm m atr ix  in v e rs io n .  Moreover, f i n i t e  
c i r c u i t  speeds preclude the p o s s i b i l i t y  f o r  achieving the th e o re t ic a l  
convergence ra te  except when the input  s igna ls  are very narrowband 
and the a r ray  s ize is  small (see d iscussion in  Chapter I I ) ,  The 
comparison o f  the LMS and optimum est imator  a lgor i thms to be presented 
w i l l  thus be based on th e o re t ic a l  ra the r  than p ra c t ic a l  cons idera t ions .  
The re s u l ts  o f  the ana lys is  w i l l  be useful in  determining (1) re q u i re 
ments f o r  accura te ly  es t im at ing  Rxd» (2) the e f fec t iveness  of 
con tro l  loop averaging r e la t i v e  to optimum es t im at ion ,  and (3) an 
upper bound on LMS a lgo r i thm  performance. The performance 
measure employed w i l l  be the output s ig n a l - to -n o is e  r a t i o  versus 
t ime (or observat ion i n t e r v a l ) .  In order to  i s o la te  the e f fe c ts  
o f  es t imat ing  Rxd from the e f fe c ts  o f  es t im at ing  Kx (o r  M when 
the desired signal is  absent) ,  ana lys is  performed in sec t ion  B 
assumes Kx (o r  M) is  known â p r i o r i  and the analys is  in  sec t ion  C
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assumes Rxd is  known a_ p r i o r i . A method f o r  approximating the 
response t ime when both Kx and RXd are estimated is presented a t  
the end o f  sec t ion  C. Sect ion D compares these re s u l ts  w i th  the 
t r a n s ie n t  and s teady -s ta te  performance o f  the LMS a lgo r i th m .

B. Est imat ing  the Desired Signal D i r e c t io n  o f  A r r i v a l  Vector

Two s p a t ia l  f i l t e r s  which opt im ize  the a r ray  ou tpu t  s ig n a l -  
to -n o is e  r a t i o  (see Chapter I I I )  are given by

wi  ■ V 1 R*d

and

w2 = M_1 Rxd * (265)

In t h i s  sec t ion ,  the a r ray  output s ig n a l - to - n o is e  r a t i o  w i l l  be 
determined when Rxd in  Equations (264) and (265) is  replaced by 
i t s  es t imate  RX(j  as fo l lo w s :

W1 = Kx 1 Rxd

w2 -  M '1 Rxd

(266)

(267)

To focus a t t e n t i o n  e x c lu s iv e ly  on the e f f e c t s  o f  e r ro rs  in  th is  
est imate  due to  no ise ,  Kx or M w i l l  be assumed g iven. In a p r a c t i c a l  
system, t h i s  assumption im p l ies  th a t  a s u f f i c i e n t l y  accurate  es t imate  
o f  one o f  these matr ices i s  a v a i la b le  when W] or w^ is  implemented. 
Equat ion (267) app l ies  when the inpu t  covariance m a tr ix  is  
est imated in  the absence o f  the des ired  s ig n a l ,  as would be the 
case p r i o r  to  the TDMA preamble i n t e r v a l * ,  whereas Equation (266) 
a pp l ies  when the des ired s igna l  is present a t  the a r ray  in p u t ,  e . g . ,  
du r ing  the preamble i n t e r v a l .  In the l a t t e r  case, the est imates o f  
Kx and Rxd may wel l  be performed s imu l taneous ly .  The v a l i d i t y  
o f  any performance measure of  f i l t e r  wi would thus re q u i re  the 
u n r e a l i s t i c  assumption th a t  the inpu t  covariance m a tr ix  es t imate 
converges much more r a p id l y  than the c r o s s - c o r re la t io n  ve c to r  
es t im ate .  For t h i s  reason* emphasis w i l l  be placed on determ in ing 
the performance o f  f i l t e r  W2-

* I f  another  use r 's  s igna l  i s  p resent ,  i t  i s  t re a te d  as an i n t e r f e r 
ing  source.
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The output  s ig n a l - t o - n o is e  r a t i o ,  g iven was shown in  
Chapter I I I  to  be given by

- f  + -
w2 — — w2

w, M w. (268)

which, in  terms o f  Rxcj ,  may be w r i t t e n

(
- + _1 + -1 *
Rxd M ^  H Rxd 

-1 ‘
Rxd M Rxd

(269)

Equations (268) and (269) apply  at  any i n s t a n t  o f  t ime a f t e r  
f i l t e r  w2 has been implemented.

The ou tpu t  SNR def ined in  Equation (269) is  a fu n c t io n  o f  
the  random ve c to r  Rxd and thus is  a ( r e a l )  random v a r ia b le .  I f  
Equation (268) [ o r  (269)]  is  considered a fu n c t io n  o f  W2, then 
[see Equation (3 3 ) ]  i t  is  bounded above by the optimum ou tpu t  
SNR:

( w,
t  tw , s s w . opt — — opt _

t  ~w . M w . op t  opt

(270)

where

"opt ■ 6M"1 Rxd

and 6 i s  an a r b i t r a r y  constan t.  The performance o f  f i l t e r  w;> 
w i l l  be determined by eva lua t ing  the mean ou tpu t  s ig n a l - to - n o is e  
r a t i o .  To do t h i s ,  i t  is  convenient to  normalize Equation (269) 
to  i t s  upper bound. That i s ,  l e t

1
T (I)

A+ - 1  t  -1
Rxd H » A H Rxd

R+xd Rxd 5 M_1 i
(271)
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The mean and variance o f  the real random var iab le  p2 w i l l  
be found by f i r s t  determining i t s  p r o b a b i l i t y  densi ty  func t ion  
under the assumption tha t  RXd is  a Gaussian random vector .
Before proceeding, several add i t iona l  assumptions w i l l  be made 
regarding the inpu t  signal s t a t i s t i c s .

For the TDMA a p p l ica t io n  being addressed, the desired signals 
are generated by quadraphase {or  biphase) modulating a constant 
envelop^ c.w. s igna l .  I t  is  there fo re  assumed th a t  the desired 
signal s { t )  has a constant ampl itude. The instantaneous cross
c o r re la t io n  vec to r  is def ined as

R*d( t )  = x ( t )  r +( t )  (272)

where r +( t )  represents the reference s ig n a l .  I t  is  assumed that  
the receive code t iming and the desired signal c a r r i e r  frequency 
are known a p r i o r i  and tha t  no data* is  conveyed by s ( t ) .  I t  
there fo re  fo l lows  tha t

r ( t )  = A s ( t )  ej0  (273)

where A and o are assumed unknown real constants ;  e .g . ,  signal 
phase and amplitude are not assumed known (or  est imated) .  The 
mean c ro s s -c o r re la t io n  vec to r ,  averaged over a l l  s ignals  present,  
thus becomes

Rxd = E l ( t )  r +( t )  (274)

= E [ ^ ( t )  + i ( t ) ]  r ^ t )

= E £ ( t )  r f ( t )

= s ( t )  r + ( t )

The above steps fo l lo w  from the assumption tha t  u_(t) and s ( t )  
are uncorre lated.

*Th is  is  the case during the preamble, f o r  example.
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Next, def ine Ra(t )  as the d i f fe re n ce  between the ins tan tan-  
ous and average c ro s s -c o r re la t io n  vector .

Ra( t )  = Rjd( t )  -  Rxd . (275)

C le a r ly ,  the ensemble average o f  each o f  the m components o f  
Rfi( t )  equals zero:

E Ra( t )  = [ 0 ]  . (276)

In the a n a lys is ,  the random vector  R^( t )  is  modeled as a sample 
func t ion '  from an m-var ia te Gaussian process. Rxd w i l l  be estimated 
by averaging k samples of & ( t )  ^ T( t ) :

Rxd = l  .1, x ( t p  ^ ( t , )  t ,  < t 2 < - - - < t k (277)

*  lc i | 1 W  + Rxd
A

I t  fo l lows th a t  R ^ is  unbiased, since

E Rxd ■ Rxd <278)

To s im p l i f y  the ana lys is ,  At = t j  - ( j  = 2 , 3 , •■■m) w i l l  be
assumed constant and equal to the in te rv a l  ( i t )  between indepen
dent samples o f  ( t ) .  In th is  case, i t  is  e a s i l y  shown th a t  
Equation (277) is  the maximum l i k e l ih o o d  estimate o f  Rxd 
[2 6 ] .  Note th a t  any At g reater  than the code chip dura t ion  
re s u l ts  in  (approximately) independent samples (assuming PN 
code modulat ion).  Care must be exerc ised at t h i s  po in t  in 
app ly ing the Gaussian assumption. I f  the inpu t  noise s igna ls  
( ij( t )) are assumed sample func t ions  from independent ly d i s t r i b u te d  
zero-mean Gaussian processes, then Rxd is  m -var ia te  Gaussian when 

t  equals the in te rv a l  between independent samples o f  u ( t ) .  In 
more general noise s i t u a t i o n s ,  e .g . ,  when narrowband in te r fe rences  
are present,  the random vector  Rxd only approximates a Gaussian 
process* [see Chapter V I ] .  „As in Chapter IV, the d i f fe re n ce  be
tween Rxc| and i t s  estimate RX(j is  def ined as

*By the cen t ra l  l i m i t  theorem [2 8 ] ,  t h i s  approximation genera l ly  
improves as the number o f  samples grows la rg e r .
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Ri  5 Rxd ■ Rxd 1 w ** -j “  At (279)

Again! i t  follows that

ra - CO] (280)

The d e n s i ty  fu n c t io n  f o r  P2 is  determined by f i r s t  eva lu a t in g  the 
d e n s i ty  o f  The d e n s i ty  f u n c t io n  f o r  the complex m-dimensional
random vec to r  R is  complete ly  determined by i t s  covariance 
m a tr ix  [2 7 ] :

c o v (Ra ) (281)

-  E [  1  J ,  | ( t i ) ^ ( t , )  -  R

• [ 1  i ,  * t ( v  ? (v  - R*

■ E V - Rxd "id

where

E V = E K  £ I  x ( t . )  r + { t . )  r ( j . )  xf ( t . )  . (282)
k 1=1 j = l  1 3

Fourth o rder  moments conta ined in  Equat ion (282) can be evaluated 
by f i r s t  separat ing >c(t) i n to  des ired s igna l  and in te r fe re n c e  
components, s u b s t i t u t i n g  the re s u l t s  in to .LEquation ^282) ,  and 
then app ly ing  the assumption th a t  3f(t-j) r ' ( t - j )  and x U j )  r  ( t j )
[ i  ^ j ]  are s t a t i s t i c a l l y  independent. This procedure y ie ld s

E v ■ ¥  Rxd R+xd l^ i2 M + Rxd RId • <283>

Combining Equation (281) and Equation (283) generates the des ired  
result
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I r f  ^
c o v (Ra ) = M (284)

The vector is  the re fo re  character ized by the Gaussian p r o b a b i l i t y  
density

i 12 -1/ \-m( ttJ M - h exp
L | r

T  M_1 Ra\ c  A A (285)

where |{ ) |~  represents the rec ip roca l  o f  the determinant o f  
the enclosed matr ix  and m represents the number o f  complex 
weights. The p r o b a b i l i t y  dens i ty  o f  P2> in terms o f  the va r iab les  
k, m, and T0 , w i l l  be determined by performing a ser ies o f  l i n e a r  
t ransformat ions on R,.

For no ta t iona l  convenience, Equation (271) is  re w r i t te n  in  
the form

Rxd Rxd RI d  M-1 Rxd
 ̂t  -1 " + -1

Rxd M Rxd Rxd H Rxd

( 286)

To put Equation (286) in to  a form which is  more d i r e c t l y  so lvab le ,  
l e t  x be an m-dimensional vector  defined by the l i n e a r  t ra n s 
formation

x = M_1/2 Rxd * (287)

- 1 /?A d e f i n i t i o n  fo r  M~ ' is  given in  Appendix I I .  Combining (286) 
and (287), y ie ld s

Rxd M~1 /2  M’ 1 / 2  Rxd Rxd H_1/2  M" 1 /2  Rxd
P2 = - X- - - r -------- t - * -------------------l / 2 ------ o--------------  (288) (288)

Rxd M Rxd Rid  H '  M Rxd

Rxd Rxd

R+xd Rxd i .
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The mxm m atr ix  M is  p o s i t i v e  d e f i n i t e  and Hermit ian. There
fo re ,  the sca la r  RX(j Rxcj is  a p o s i t i v e  real number. In 
p a r t i c u l a r ,  i t s  square root  is def ined. Next, def ine the vector  y  
as x̂  normalized to one:

» = (Rxd M°  Rxdr V 2  x • <289>

Computing

X + X  -  X d  M_1 Rx d > ' V 2  ( Rxf d M_1 Rx d > ' 1 / 2  

*  (R x+d V ’

= 1

v e r i f i e s  the norma l iza t ion .  Thus, in  terms o f  y_ , the normalized 
output  s ig n a l - to -n o is e  r a t i o  has the form

; . il. X /  K .  . „

Rxd M Rxd

Since y is  a u n i t  vec to r ,  there e x is ts  a u n i ta ry  matr ix  U such 
th a t

y = U G (291)

where

= (1,  0, 0, ■■■ 0] (292)

and

U1* U = U"1 U = I
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Now define an m-dimensional random vector by the fo l low ing  
l i n e a r  t rans fo rmat ion :

£  = U '1 M '1 Rx(J . (294)

In terms o f  c ,  Equation (293) reduces to
A j. *f ^
c '  G G c

P o2 cf c
(295)

^ t  t  ^Further s im p l i f i c a t i o n  is poss ib le  by not ing th a t  ĉ  G, £ ,  and 
c c are sca la rs .

Gf c = c1

At A
£  G = c } *

rn
c c = I  |c ,  

i  = l 1

A LL A
where c- denotes the j  component o f  c.

J

A
P2 expressed in  terms o f  the components c. ( i  = l , 2 , - * * m )  o f  
the vector c,  is  given by

I ' /  , >, . . '296>



m
The j o i n t  p r o b a b i l i t y  d e n s i ty  fu n c t io n  o f  | c |  and J |c. |

1 i= l  1A A
i s  found by a p p ro p r ia te ly  t rans fo rm ing  the dens i ty  o f  RXd- <L i s  
re la te d  to  the random ve c to r  Rxd by

c = U"1 H '1/2 Rxd , (297)

which can be w r i t t e n  in  the form

i  ■ H Rxd

where H = U  ̂ M .

A
£ach c-j i s  a l i n e a r  combinat ion o f  the components o f  the vec to r  

Rxd ‘ That is>
m

c i = T ,  Hi j  (Rx d ) j

f  h A
where (Rxd ) j  denotes the j  component o f  Rxcj Since the com
ponents o f  RX(j  are j o i n t l y  Gaussian, the components o f^c  are 
a lso  j o i n t l y  Gaussian [ 2 7 ] .  The j o i n t  d e n s i ty  o f  the c^ i s  thus 
determined by the mean and covariance o f  c.  The des ired  r e s u l t  
i s  obtained by performing the fo l lo w in g  se r ies  o f  inverse  t r a n s 
format ions :

-1  - 1 / 2  E c = U M Rxj

-  U '1 x

’  U_1 (Rxd K" ’ Rxd’ V 2  *

■ (Rxd M' ’  Rx d )V 2  5

Thus
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E c =

<RI d  Rx d > 1 / 2  

0

0 (298)

and

0

cov(c)  = E U_1 M“ 1/2 R R + M '1/2 U—  A A

= U_1 M"1/2 E R R+ M"1/2 U A A

I f 1 M_ l j / 2  M M_ 1 / 2  U

(299)

As a r e s u l t ,  the se t  o f  random va r iab les  c j , j  = 1 , 2 , * **m, are 
m u tua l ly  s t o c h a s t i c a l l y  independent Gaussian processes, each 
w i th  var iance | r |2 /k . ,  The components C j ,  j  f  1, are zero mean; 
whereas the mean o f  c-j equals ( R ^  Rxcj ) ^ -  Let

(300)

^2 = U c 2|2 + |c3[2 + + lcm |2) • (30D
I n

I t  can be shown [29 ]  t h a t  the random v a r ia b le  Qi has a non-cen tra l  
ch i -squa re  d i s t r i b u t i o n  w i th  two degrees o f  freedom and non
c e n t r a l i t y  parameter 2 T0k and th a t  Q2 has a ch i-square  d i s t r i 
bu t ion  w i th  2 m-2 degrees o f  freedom. There fo re ,

‘  -  2 F' , - n;M
p2 ~ Q, + Qo 2 F' + 2 m-2 VJUl1
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where the random va r iab le  F ’ , def ined by

(2 m-2) Q
(303)r q 2 m = 2

is  non-centra l  F d is t r i b u te d  w i th  parameters

r-j = 2, rg = 2 m-2,9 = 2 TQk

The d i s t r i b u t i o n  func t ion  o f  p2 is  an i n f i n i t e  sum o f  incomplete 
beta funct ions ( e .g . ,  [ 3 0 ] ) .  The p r o b a b i l i t y  th a t  p2 is less than the 
real number z is  given by

' "  j=0

0 < z < 1, m - 2

where I (1 + j ,  m - 1) is  defined as the incomplete beta func t ion

Equation (304) gives the p r o b a b i l i t y  d i s t r i b u t i o n  func t ion  o f  the 
normalized output  SNR Pg, which is  the desired r e s u l t .

The performance provided by f i l t e r  w, can be evaluated in  a 
s im i la r  manner. When the weights are determined according to  Equation 
(266),  then the expression f o r  the output s ig n a l - to -n o is e  r a t i o ,  given 
w-j» becomes

Pr ( p 2 < z ) = I  e

00

(304)



As be fo re ,  de f ine  as Equation (305) normalized to  the optimum TQ:

* _ 1 
P1 "  T. d i ■Id "»■' *Id s ' Rxd

Rxd Kx_1 M Kx'1 Rxd RId H_1 Rxd
(306)

By the  m a tr ix  in ve rs io n  lemma,

Kx'1 Rxd ■ <» Rxd

where

s s + M- ^
Q = 1 - ---- 1 .1 -

1 + sT M 1 s

Thus

- Rxd 0+ M"1 Rxd Rxd M' 1 « Rxd
Pi = — r - T i — ~  > -------- : i  * ( 3 0 ? )

<d « " Q Rxd <d M Rxd

Employing steps s im i l a r  to  the a na lys is  on W£, Equation (307) 
can be reduced to the form

Pi =
i ^ i 2

1 1 d112 + |d212 + ... + | d j2
(308)

The vec to r

d = [d-j, 62* •* * dm]

is  an m -var ia te  Gaussian random ve c to r  w i th  mean and covariance 
m a tr ix

E df  = [ f ,  0, 0, *** 0]
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cov(d j  =
'''in

( i  + roy 
o

o

where f  = | r |  y ~+°T

0

0

0

Thus the d-j, i  = 1, 2, • • * m, are s t a t i s t i c a l l y  independent 
Gaussian random va r ia b les .  Now de f ine  the random var iab les

«3 ■ + v 2 i - i (309)

m
0 -4 Irl2 H,I l«i| l‘

Q3 has a non-centra l ch i-square d i s t r i b u t i o n  w i th  two degrees 
o f  freedom and n o n -c e n t ra l i t y  parameter 2 T0k [29 ]  and §4 has a 
ch i-square d i s t r i b u t i o n  w i th  2 m-2 degrees o f  freedom. The 
random va r ia b le

F' =
( ! ■ - ! )  « 3 (2  m -  2 ) (1 + T0 ) 2 [ d1 j 2

2 Q,
m (310)

1=2 1

the re fo re  has a non-centra l F d i s t r i b u t i o n  w i th  two and 2 m-2 
degrees o f  freedom and w i th  n o n -c e n t r a l i t y  parameter 2 T0 k. 
p ] ,  expressed in terms of  F1, is  obtained by s u b s t i t u t in g  
Equation (310) in  Equation (309) :
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P1 =
____________ 2_ r _______________

2 F* + (1 + T0 )2 (2 m - 2)
0 < F'<« m - 2 (311)

The d e n s i ty  fu n c t io n  o f  pi i s  d i f f i c u l t  to  evaluate s ince 
i t  cannot be expressed in  terms o f  known fu n c t io n s .  However, 
i t  i s  usefu l  to  note th a t  F1 def ined in  Equation (310) has the 
same d i s t r i b u t i o n  as F' def ined in  Equation (303) ,  which permits 
d i r e c t  comparison o f  the performance measures p, and p.
Assuming F' g iven,  i t  can be shown th a t

(a) p-j =
+ (1 +■ T_) (1 -

(312)

(b) p -j < p2 < 1 ; tq > o

(c) pi = i - p2 o * v
Po o

« ( 1  + T„)
1 -  p ,

o r  << 1

and, when F' i s  viewed as a random v a r ia b le ,  t h a t

(e) 1 im p
k<»

Rela t ions given in (312(a))  and (312(b))  in d ic a te  th a t  the 
output  s ig n a l - to - n o is e  r a t i o  obta ined from wi = Kx_l  ftxcj i s  
less*  than th a t  obtained from w? = M~1 Rxcl- The performance 
d i f fe re n c e  i s  g rea te s t  when T0 is la rge and k is  small [Equat ion 
( 3 1 2 ( c ) ) ] .  The decrease in the ra te  o f  convergence is  apparen t ly

*Both w-| and w2 converge to  wQpt  as k-*=°
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due to  the presence o f  terms in  the covariance m a tr ix  due to  
des ired  s igna l  which are not requ i red  in  implementing the optimum 
f i l t e r .  Re la t ions  (312(d))  and (312(e))  show th a t  in many cases 
o f  i n t e r e s t ,  i . e . ,  when To is  small and the^sample„s ize (k )  i s  
la rg e ,  the performance provided by f i l t e r s  w-j and w2 are nea r ly  
the same.

The d i s t r i b u t i o n  fu n c t io n  f o r  p2 > given in  Equation (304) ,  
i s  a fu n c t io n  o f  the number o f  elements (m) and the product 
T0k, where k represents  the number o f  independent samples and 
To represents the optimum output  SNR. Array performance is  
th e re fo re  d i r e c t l y  p ropo r t io n a l  to  k and T0 .

Two measures o f  the normalized output s ig n a l - to - n o is e  r a t i o  
P2 have been evaluated n u m e r ica l ly .  One measure employed i s  the 
p r o b a b i l i t y  t h a t  the output SNR is  w i t h in  3 dB o f  i t s  optimum 
va lue; e . g . ,

A

q -  Pr (p2 > 0 .5)

Figure 15 i l l u s t r a t e s  the ca lc u la te d  value o f  q versus T0k fo r  
several d i f f e r e n t  a r ray s izes (m). In the l i m i t  as the number 
o f  samples approaches i n f i n i t y ,  the p r o b a b i l i t y  th a t  p2 is  
g re a te r  than 0.5  approaches one; th a t  i s ,  the est imate o f  R . 
improves as the averaging t ime increases. As m increases,  a 
l a r g e r  value o f  T0k is  requ ired  to  ob ta in  the same value f o r  q. 
This i s  as expected, since the optimum ou tpu t  s ig n a l - to - n o is e  
r a t i o  g e ne ra l ly  increases w i th  m, but the noise in  each compon
ent  o f  ^ ( t )  r ' ( t )  does not change,

A

The mean value o f  p2 was used as a second measure o f  
performance. The mean o f  a random v a r ia b le  k which has the beta 
d i s t r i b u t i o n

x ^  I z (a ,  b) 

is  given by [3 0 ]
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Figure 15--The probability that the average output signal-to-noise ratio, 
normalized to Tq, is less than -3 dB versus T0 and the number 
of samples (k) for several different array sizes.



Since P2 is composed of an in f in i te  sum of beta d istributions, 
i ts  mean is obtained by le tt in g  a = j  + 1 , b = m -  1 , and summing 
as in Equation (304). That is ,

(313)

S im ilarly , i t  can be shown that the variance of p2 is expressed 
as

Figure 16 i l lu s tra te s  the dependence of E p2 on T0k for several 
values of m. To establish an approximate confidence interval on 
Ep2 , the standard deviation of P2 > normalized to E P2 » has also been 
graphed in Figure 17. In a l l  cases shown, the mean of the output 
signal-to-noise ra tio  is within 3 dB of its  optimum value when T0k is 
greater than the number of elements m. Moreover, the (normalized) 
standard deviation is less than about 0.3 when this c r ite rio n  is 
satisfied .

Thus fa r ,  the analytical results have shown that (1) the 
maximum likelihood estimate of the cross-correlation converges 
to Rxd as the number of samples approaches in f in i ty ;  ( 2) the mean of 
the normalized output signal-to-noise ra tio  of f i l t e r  W2 depends only 
on the product Tok, e .g . ,  i t  does not e x p lic i t ly  depend on the signal 
geometries; and (3) the convergence rate depends on the number of 
elements (or the number of complex weights). These results were 
checked by a computer simulation of a four-element linear array 
with iden tica l, equally spaced elements. The kth sample of the 
input noise vector applied to the simulated array was generated 
from independent samples of a zero-mean Gaussian process g as 
follows:

var(p2) = E p22 -  [E p2] 2 (314)

( 3 1 5 )
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Figure 17--The standard deviation of p normalized to p.
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where

k k
9 (p + l) l  + j  9 (p + l)2

k • k
g(p+2 ) 1 + j  g(p+2)2

k k
g(p+m)l +  ̂ g(p+m)2 _

XL
Here, represents the direction delay vector of the *• in te r 
fering signal and represents the sample of the element 
thermal noise vector. The real numbers gk. and gn  ̂ are s ta t is t ic 
a l ly  independent samples from a Gaussian d istribution which has 
variance one. Thus, the i “th in terfering  signal has a per-element 
input power of Ai watts and the per-element thermal noise power 
is c£. The kth sample of the desired signal s (t )  was generated 
by sampling the complex envelope of a P-N coded c.w. signal; the 
number of samples per code b it  could be selected equal to any 
positive integer.

Figures 18-20 compare E P2 obtained in the simulation with the 
theoretical result given in Equation (313) for fixed signal 
environments; each point in the simulation represents an average 
of 100 independent t r a i ls .  The signal environment and sample rate  
( re la t iv e  to the code rate) corresponding to each figure is 
summarized in Table I I I .

Table I I I ,  Conditions Under Which Simulation Results 
in Figures 18-20 were obtained.

Relative Input Power Per Element and 
DOA (in  e le c tr ic a l degrees) per element

Desired
Signal

Interference 
No. 1

Interference 
No. 2

Thermal
Noise To Sample

Rate
Figuri
No.

0 dB/0° 20 dB/30° 10 dB/60° 0 dB -4.57 dB 10 18
4.57 dB 20 dB/30° 10 dB/60° 0 dB 0 dB 10 19
0 dB -20 dB/30° -20 dB/60° 0 dB 5.87 dB 10 20
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Figure 18--The average normalized output signal-to-noise ratio versus T0k for a 
four-element array. Computer simulation results represent an 
average of 100 independent tr ia ls .  Pc = 0 dB /Q0: o’  dB /30°:
10 dB /60°.
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Figure 19—The average normalized output signal-to-noise ratio versus T0k for a 
four-element array. Computer simulation results represent an 
average of 100 independent tr ia ls . P£ = 4.57 dB /0 ° ; cr* = 0 
dB. Two interfering signals: 20 dB /30°: 10 dB / 6Q0.
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Figure 20—The average normalized output signal-to-noise ratio versus T0k for a 
four-element array. Computer simulation results represent an 
average of 100 independent t r ia ls . P5 = 0 dB /0 ° : = q 43.
Two interfering signals: -20 dB /30°: -20 dB /60°.



In  each case, s im u la tion  re s u l ts  c lo se ly  agreed w ith  th e o re t ic a l  
r e s u l ts .  Although not shown, many o the r s ignal environments 
(w ith  p -  3) and sampling ra tes ( r e la t iv e  to  the code ra te )  were 
s imulated and compared to  the th e o re t ic a l  r e s u l t ;  in  a l l  cases, 
s im i la r ly  c lose agreement was obta ined.

C. Estim ating  the Inpu t Signal
Covariance M a tr ix

The re s u l ts  presented in  pa rt  B es tab lished  gu ide lines  fo r  
determ ining when i t  is  appropria te  to  assume th a t an accurate 
estimate o f  the inpu t c ro s s -c o r re la t io n  vec to r (Rxd) be 
obta ined. In th is  s e c t io n ,  RX(j  is  assumed given, and the weights 
w i l l  be determined by in v e r t in g  an estim ate  o f  the inpu t co- 
variance  m a tr ix  and s u b s t i tu t in g  th is  r e s u l t  in to  Equation (264) 
o r Equation (265); th is  method fo r  implementing w w i l l  be denoted 
as the d i r e c t  m atrix  inve rs io n  (DMI) technique. The m a tr ix  Kx 
(o r  M) w i l l  be estimated by using k independent samples o f  the 
inpu t vec to r 3f(t) and by employing the maximum l ik e l ih o o d  
p r in c ip le .  The above procedure w i l l  be shown to converge to 
w0p t as k get large and, more im p o r ta n t ly ,  the ra te  a t  which the 
ou tput s ig n a l- to -n o is e  r a t i o  converges to  TQ w i l l  be es tab lished .

Two d i f f e r e n t  methods fo r  implementing the DMI technique 
w i l l  be considered; one assumes th a t  'Jf(t) contains the desired 
s igna l and the o ther assumes i t s  presence n e g l ig ib le .  L e t t in g  
Rx denote the estimate o f  Kx and M the estimate o f M, the weights 
fo r  each respective  technique may be w r i t te n

(316)

(317)

The a rray  
becomes

output s ig n a l- to -n o is e  r a t i o ,  given w^ o r w^, thus

R

R

xd

xd (318)
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f t ) .

< d H-1 A i f r 1 Rxd

Rxd M' '  M Rxd
( 3 1 9 )

In order to f in d  a closed form s o lu t io n  fo r  the ra te  o f  
convergence o f  the output SNR defined in  Equation (318) or 
Equation ( 3 1 9 ) ,  a l l  s igna ls  present a t  the a rray in pu t are 
modeled as sample func tions  from zero-mean Gaussian processes. 
Results derived under th is  assumption can be used to  approximate 
performance in  cases where the inpu t s igna ls  approximate zero- 
mean Gaussian processes. The re s u l ts  can also be used to 
approximate performance fo r  la rge  sample sizes (k) when the inpu t 
s igna ls  are random, zero-mean processes but not Gaussian. The 
approach adopted to  accommodate the presence o f  a "d e te rm in is t ic "  
s ig n a l ( i . e . ,  the constant envelope desired s ig n a l)  is  to  app rox i
mate performance by assuming a zero-mean Gaussian process in  the 
d e r iv a t io n .  The th e o re t ic a l  re s u l ts  obtained in  th is  manner are 
then compared w ith  computer s im u la t io n  re s u l ts  to  determine the 
v a l i d i t y  o f  th is  approximation in  r e a l i s t i c  s igna l environments.

I t  is  a lso assumed th a t  the s ig na ls  are independently 
d is t r ib u te d .  Thus, the inpu t s igna l vector 3f(t) is  an m -varia te  
complex Gaussian process w ith  p r o b a b i l i t y  dens ity

P & t p )  = ( - r m I k/ 1 exp [ - x + f t p  K / 1 S ( t . ) ]  (320)

where K = E x ( t )  x * ( t )
A

The estimate o f  Kx w i l l  be based on k samples

x ( t Q +  A t ) ,  x ( t Q +  2 A t ) ,  • • •  x ( t Q +  k A t )  ( 3 2 1 )

where A t  represents the in te rv a l  between independent samples.
The j o i n t  p r o b a b i l i t y  dens ity  o f  th is  set o f observations is  
thus expressed as
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p (x (A t ) ,  x(2 i t ) ,  • ••  x(k  a t ) ) ( 3 2 2 )

M " " *  |Kx r k exp £ x+( i  A t)  K x ( i  At)
L 1=1 x

where t 0 has been set to  zero fo r  n o ta t iona l convenience. I t  
has been shown th a t  the maximum l ik e l ih o o d  estim ate o f  Kx , 
based on K independent samples o f  the process w ith  dens ity  
(322) is  given by [ 6 ]

i  KK = Y I * t 323)
x . *  i= l  “

C le a r ly ,

E Kx ■ Kx

Since each element o f  the mxm m atr ix  Kx is  a random v a r ia b le ,  
the ou tpu t s ig n a l- to -n o is e  r a t i o  in  Equation (318) is  also a 
random v a r ia b le .  The s t a t i s t i c a l  p rope rt ies  o f  ( S/N)3  may be 
determined by d e r iv in g  a p r o b a b i l i t y  d e ns ity  f o r  the normalized 
ou tpu t SNR, defined by

- . ("i_. _ . _  C  1S T 1 s s + K / 1 Rxd

p3 “  T -  t  ~ -1 '  _i + - 1  ’ (324)
0 RId  Kx M Kx Rxd i  M 1

*  ^
When x.(t) does not conta in the desired s igna l s j t ) ,  then the
expression fo r  the normalized output SNR becomes

(  N 1  r ! h M ' 1 s s + M ' 1 R_ ■ - t  _ xd -----  xd
P/i T f  -_■( + -1 ’ (325;

°  R j d  "  1 H H 1 Rxd ST H 1 s

The real va r ia b les  and are random w ith  the p roperty

Pr ( 0  < p j  < 1 )  = 1 i j  = 3 , 4
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Reed, e t  a l . ,  [ 6 ]  along w ith  Goodman, have shown th a t  
{he j o i n t  d is t r ib u t io n  o f  the estim ated noise covariance m a tr ix  
M is  g iven by the c e n tra l complex W ishart d i s t r i b u t i o n .  Via a 
se r ies  o f  v a r ia b le  t ra n s fo rm a t io n s ,  they were then ab le  to  show 
th a t  the random v a r ia b le  p4 de fined  in  Equation (325) has a beta 
fu n c t io n  d is t r ib u t io n  w ith  parameters k-m + 2 and m-1. That i s ,

x _ ______ k ! ________________  n  vtn- 2  k+*Um
p(p4 '  (m -  2) ! (k  + 1 - mj“  ! ( '  PV  p4 t326)

The expected value o f  was found to  be

‘ _ k + 2 -
’4 k '+ nE I ,  -  k t  !  i 1,1 (327)

and i t s  variance

\ (k - m + 2 ) (m - 1 ) v a r (p . )  = - -------------------------------L . (328)
4 (k +1 T  (k + 2 )

By Equations (327) and (323 ) , , ^ 4  converges in  the mean to  one. 
T h e re fo re , the weight ve c to r  W4 [Equation  (3 17 )] generates a 
s p a t ia l  f i l t e r  which, on the average, converges to  the optimum 
f i l t e r  as k approaches i n f i n i t y .

A
The measure P4 was intended f o r  radar a p p l ic a t io n s  where 

i t  is  a p p ro p r ia te  to  assume th a t  in p u t s igna l con ta ins  no des ired  
s igna l components. However, in  TDMA and o th e r  communication 
systems a p p l ic a t io n s ,  the des ired  s igna l is  g e n e ra l ly  assumed 
present in  a l l  data samples; in  t h is  case, the measure 03 is  
appropri a te .

Since the des ired  s igna l is  a lso  assumed to  be a sample 
fu n c t io n  from a zero-mean Gaussian process, the random v a r ia b le

p 1 -
K / 1 S S+ r x - 1 Rxd s 1

3 <d V 1 Kx Kx'1 Rxd ! + Kx'1 a

has the same type o f  d e n s ity  as P4 . S t a t i s t i c a l  p ro p e r t ie s  o f  P3 
w i l l  be determined by r e la t in g  Equation (324) to  Equation (329).
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R . is  a complex sca la r  m u lt ip le  o f  s^ thus , to  s im p l i fy  
the n o ta t io n ,  l e t

and

sf  ~Kx- ] s sf  Kx- '  s 

P3 '  sf  K / 1 Kx K ^ 1 s sf  Kx- '  s

t  * -1 f  " -1 
— x — — "x  i

(330)

p3 “  t  * -1 '  -1 t  -1 * (331)
J s K H k ' s s T H 1 s

A  A

Now

K = M + ŝ  s_+A

so th a t ,  by the m a tr ix  inve rs ion  lemma,

Kx_1 s = 1T M"1 s (333)

and

s + Kx_1 s = v +- T-  . (334)

S u b s t i tu t in g  Equations (332) and (334) in to  Equation (330) and 
rearrang ing  terms y ie ld s

1 + T. s* ic s s+ K -1 s
p3 = T t  x - )  M x -1 t  x -1 ^ rT T 'l"T  ^335*o s. K M Kx 1 + 1  Kx s. 1  Kx s

1 + T o

To r V  + ’
To 3

"  A
Solv ing Equation (335) fo r  in terms o f  pg y ie ld s  the expression
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p ,
0 ,  =   t   (336)

3 T#(l  - Pp ♦ 1

where p$ has the p r o b a b i l i t y  dens ity  o f  Equation (326). I t  
fo l low s  th a t

E p 3 < E ( 3 3 7 )

11m E p_  = E p .  ( 3 3 8 )

V°
(T0 ♦ AT0) E ;  (T0 ♦ aT0) > T0 E p 3  (T0 ) (339)

where P3 (T0 + AT0) represents the random va r ia b le  p3 fo r  the case 
in  which the optimum output SNR is  TQ + aTq (aTq> 0 ),

The in e q u a l i ty  in  Equation (337) im p lies  th a t ,  on the aver
age,^the output s ig n a l- to -n o is e  r a t io  achieved by c a lc u la t in g  
w = Kx- 1 Rxtj is  less than th a t  achieved by c a lc u la t in g  w = ft"* RXd 
(except in  the l im i t  as k ^ ° ) .  This behavior is  a consequence 
o f  the fa c t  tha t the m a tr ix  required fo r  implementing the optimum 
weight vec to r can be determined from the thermal noise and in te rs  
fe r in g  s igna ls  and th a t  the presence o f  the desired s igna l can 
on ly  degrade the estimate o f  th is  m a tr ix  ( i . e . ,  the desired s ignal 
provides no a d d it io n a l in fo rm a tion  o f value in  es tim ating  M). The 
l i m i t  in  (338) ind ica tes  th a t  the d i f fe re n c e  in  performance 
obtained using W3 or W4 becomes small f o r  T0 < 1. The la s t  in 
e q u a l i ty  (339) shows th a t the average output SNR (unnormalized) 
obtained using W3 increases as T0 increases. Thus, the presence 
o f  desired s ignal in  the estimate o f  the covariance m : t r ix  slows 
down the ra te  o f  convergence w ith  respect to the convergence ra te  
obtained w ith  the s igna l absent, but the absolute output SNR 
increases ( fo r  a given value o f k) as T0 increases.

The p ro b a b i l i t y  d e ns ity  o f p.. can be evaluated by noting  th a t

p 3 m - 1
1 + (1 + T ) k -  m + 2
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where Q is  a random v a r ia b le  having an F d i s t r i b u t io n  w ith  2 m~2 
and 2 ( K - i t h - 2 )  degrees o f  freedom. However, i t s  d is t r ib u t io n  w i l l  
not be eva luated since the moments o f  p3 can be determined from 
the d is t r ib u t io n  o f  p 4  [E quation  ( 3 2 6 ) ] .  The mean o f  p 3 can be 
expressed in  the form o f  an i n f i n i t e  se r ies  as fo l lo w s :

where a = k - m + 2

and b = m - 1

The dependence o f  E p3 on T0 is  i l l u s t r a t e d  in  Figures 
21-23 f o r  m = 4 , m = 8 , and m = 16, re s p e c t iv e ly ,  where m represents 
the number o f  antenna elements; each curve corresponds to  a 
f ix e d  va lue f o r  k. These re s u l ts  show th a t  E p3 increases mono- 
t o n ic a l l y  w ith  k and th a t  the number o f  samples requ ired  to  
achieve the same performance w ith  respect to  optimum increases 
as T0 o r  m increase. Constant (abso lu te )  ou tpu t s ig n a l- to -n o is e  
r a t i o  curves, f o r  (S/N ) 3  = - 10 dB, 0 dB, and 10 dB, are super
imposed on each graph fo r  comparison purposes. Since the slope 
o f  these curves is  always more negative  than the slope o f  the constant 
k curves, ( S/N)3  increases w ith  T0 , which is  in  agreement w ith  
in e q u a l i t y  (339).

Note th a t  W4 s ig n i f i c a n t l y  outperforms W3 when T0 >> 1.
In th is  case, i t  would be advantageous to  remove the components 
o f  Kx due to  the desired  s ig n a l .  U n fo r tu n a te ly ,  t h is  can on ly  
be done i f  j [ ( t )  is  known o r i f  i t  can be a c c u ra te ly  es tim ated .
In o th e r  words, _a p r io r i  knowledge o f  Rxd o'* even does not 
p rov ide  s u f f i c i e n t  in fo rm a t io n  f o r  improving the convergence 
ra te  o f  w3 - To show t h i s ,  l e t
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Figure 21--The average normalized output signal-to-noise ra tio  versus the optimum
output signal-to-noise ra tio  for several d ifferen t sample sizes (k ).
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Figure 22--The average normalized output signal-to-noise ra tio  versus the optimum
output signal-to-noise ra tio  for several d iffe re n t sample sizes (k ).



Figure 23—The average normalized output signal-to-noise ratio versus the optimum 
output signal-to-noise ratio for several different sample sizes (k).



and E D = M 

Define

i = D"1 s (341)s

= (Kx - l  s V 1 s

+ A - 1  x  —
1 +  ST K ' S xA ■—~

Although the c o e f f ic ie n t  o f  Kx~  ̂ in  Equation (341) is  a random 
v a r ia b le ,  the output SNR obtained by using W5 is  id e n t ic a l  to
th a t  obtained from W3 and thus no improvement is  achieved. Of
course, in  most communication systems a p p l ic a t io n s ,  3r(t) contains 
random data and f lu c tu a te s  in  phase and/or am plitude; f o r  these 
cases i t  is  u n re a l is t ic  to assume th a t  s^(t) is  known or even 
th a t  i t  can be estimated w ith  an adequate degree o f  accuracy.

Most co im unications systems are designed to  meet performance 
c r i t e r i a  under worst case co n d it io n s . For example, one perform
ance c r i t e r io n  could be the minimum acceptable s ig n a l- to -n o is e  r a t io  
a t  some p o in t  in  the system. An adaptive array is  then imple
mented to  provide the desired performance c e r i te r io n  based on 
expected worst case in te r fe re n ce  and noise s i tu a t io n s ;  th a t  i s ,  
i t  is  designed such th a t  i t s  worst case output s ig n a l- to -n o is e  
r a t io  is  above some minimum, say Tmi*n . The curves shown in  
Figures 21-23 in d ic a te  th a t  i f  Tmin is  sm a ll,  e .g . ,  less than 0 dB o r  
-3  dB, the impact o f  the presence o f  desired s igna l on convergence 
ra tes  is  m in im a l.

Computer s im u la tions o f  the DMI technique were performed 
f o r  the case o f  a l in e a r  four-e lem ent a rray . The a rray  elements 
were assumed id e n t ic a l  and equa lly  spaced. The thermal noise 
and in te r fe r in g  s igna ls  were generated from independent samples 
o f  a zero-mean Gaussian process as in  pa rt  B o f  th is  chapter. A lso, 
a PN coded constant envelope s igna l was generated in  the s im u la tion  
to  more accu ra te ly  s imulate s igna ls  encountered in  the TDMA a p p l i 
c a t io n  under in v e s t ig a t io n  (note th a t  the ana lys is  assumes the 
desired s igna l is  zero mean Gaussian). The average normalized output 
s ig n a l- to -n o is e  r a t io  (E p3 ) versus the number o f  samples (k) 
was used as the performance measure.* Figures 24-29 show th a t

*Each p o in t  in  the s im u la tion  represents an average o f  100 
independent t r i a l s .
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Figure 24—The average normalized output signal-to-noise ra tio  versus the number of
samples fo r a four-element array. Computer simulation results represent
an average of 100 runs. Input signals same as in Figure 20.
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Figure 25—The average normalized output s ig n a l- to -no ise  ra t io  versus the number o f 
samples fo r  a four-element a rray . Computer s im ulation re su lts  represent 
an average o f  100 runs, P' = 14.6 dB /0 ° ;  a2 = 0 dB. Two in te r fe r in g  
s igna ls : 30 dB /30»; 20 dB /60°.
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Figure 26—The average normalized output signal-to-noise ra tio  versus the number of
samples for a four-element array. Computer simulation results represent
an average of 100 runs.
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Figure 27—The average normalized output signal-to-noise ra tio  versus the number of
samples for a four-element array. Computer simulation results represent
an average of 100 runs. Input signals same as in Figure 19.
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Figure 28—The average normalized output signal-to-noise ra tio  versus the number of
samples for a four-element array. Computer simulation results represent
an average of 100 runs. Input signals same as in Figure 18,
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Figure 29--The average normalized output signal-to-noise ratio versus the number of 
samples for a four-element array. Computer simulation results represent 
an average of 100 runs. Input signals same as in Figure 18 except 
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the s im u la t ion  re s u l ts  agree very c lo s e ly  w ith  the th e o re t ic a l  
r e s u l t  f o r  a number o f  d i f f e r e n t  inpu t s igna l environments.
The re s u l ts  also in d ic a te  th a t  the Gaussian assumption on the 
desired s igna l gives a good approximation to the d e te rm in is t ic  
case, a t le a s t  fo r  the s igna l environments tes ted .

For th§ purposes o f  comparison, the average normalized 
output SNR Pg affo rded by the weight vecto r w6 = Kx" '  Rxd - -  
an a lgo r ithm  in  which the weights are determined from con
c u r re n t*  estimates o f  Kx and Rxd - -  is  a lso  shown in  Figures 24-29. 
Several im portant observations should be made about these re s u l ts .

1. When T0 > 1 (F igures 24-26), the output SNR converges more 
ra p id ly  i f  the exact vector Rxd is  replaced by i t s  concurrent 
estimate

Rxd = £  I  r f ( i A t )

and v ice -ve rsa  fo r  T0 < 1 (F igures 28 and 29). When T0 = 1 
(F igure 27), the two s p a t ia l f i l t e r s  produced nea rly  id e n t ic a l  
ou tput s ig n a l- to -n o is e  ra t io s  fo r  a l l  values o f k. These re s u l ts  
are s im i la r  to  the re la t io n s h ip  between To and the e f fe c ts  o f  
weight j i t t e r  encountered in  Chapter IV. Again, i t  appears 
th a t  the b e t te r  performance obtained using the estimated 
c ro s s -c o r re la t io n  vecto r a t high s ig n a l- to -n o is e  ra t io s  is  
due to  c o r re la t io n  o f  the estim ate Rxcj w ith  the estimate f<x .

2. When T0 w a s ja rg g ,  th? mean ou tpu t s ig n a l- to -n o is e  r a t io  o f  
the f i l t e r  wg = Kx-1 Rxd (determined by s im u la t io n )  was 
approximated by the th e o re t ic a l  response f i l t e r  W4 = H-l Rxd 
[see Equation (3 2 7 ) ] .  Agreement was best f o r  k £ 10, Note 
th a t  the average output s ig n a l- to -n o is e  r a t i o  o f  f i l t e r  w6 
must be less than w^, since is  optimum.

3. When T0 was small ( « 1 )  (see Figures 28 and 29), the output 
s ig n a l- to -n o is e  r a t io  o f  f i l t e r  wg = Rxd wa| approximated
ky the th e o re t ic a l  response o f f i l t e r  wi = Kx" l  Rxd [and thus 
W2 = M-l Rxd; see Equation (3 1 2 ) (d ) ] .  This r e s u l t  was 
expected, §ince the a lgo r i thm  Kx_l Rxd converges much fa s te r  
than Kx~l Rxd fo r  Tq sm all, i . e . ,  the dominant source o f  the 
slower response o f  Kx~l $xd was caused by an i n s u f f i c ie n t l y  
accurate estimate o f  Rxd-



The re s u l ts  in  t h is  se c t io n  have shown th a t  the mean ou tpu t 
SNR o f  the f i l t e r  W4 = RX(j converges more ra p id ly  than the 
f i l t e r  W5 = Kx~l Rxd* w ith  the g re a te s t  d is p a r i t y  in  the converg
ence ra te  occu rr in g  when the optimum ou tpu t s ig n a l- to -n o is e  r a t i o  
is  la rg e . Based on s im u la t io n  r e s u l t s ,  i t  was found th a t  re p la c 
ing Rxd by the estim ate Rxcj (obta ined c o n cu rre n t ly  w ith  the^ 
estim ate  Kx ) s ig n i f i c a n t l y  improved the response o f  f i l t e r  W5 
when T0 was la rg e : f o r  s u f f i c i e n t l y  la rg e  values o f  T0 and k,
the responses o f  we = Kx~l Rxcj and w^w ere nea rly  the same.
When T0 = 1 (0 dB), the responses o f  W5 and W6 were found to  be 
n e a r ly  id e n t ic a l .  Wien T0 < 1, W5 p rov ided a b e t te r  response 
r e la t i v e  to  W6 . F in a l l y ,  f o r  T0 «  1, i t  was found th a t  the 
response o f  w$ was approximated by the response o f

" l  = Kx ' 1 *xd and "2 = M' V

D. Comparison w ith  LMS A lgo r ithm
T ra n s ie n t Response

In th is  se c t io n ,  the d i g i t a l , LMS a lg o r i th m  is  compared w ith  
the two weight a lgo r i thm s  W5 and W5 to determine t h e i r  r e la t i v e  
t ra n s ie n t  responses. Results  i l l u s t r a t i n g  the time dependence 
o f  the average output s ig n a l- to -n o is e  r a t i o  are obta ined by 
computer s im u la t io n  o f  a l in e a r  a rray  o f  fo u r  id e n t ic a l ,  e q u a l ly -  
spaced elements immersed in  an environment which is  assumed to  
con ta in  a P-N code (b iphase) modulated des ired  s igna l and noise 
and in te r f e r in g  sources which are sample fu n c t io n s  from uncorre 
la te d  zero-mean Gaussian processes. These re s u l ts  are compared 
to  th e o re t ic a l  re s u l ts  derived  in  Chapters IV and V.

The mean ou tpu t SNR normalized to  T0 , denoted by p, versus 
the number o f  independent samples k ( t im e ) ,  is  used as the per
formance measure. The mean is  determined by averaging the re s u l ts  
o f  50 independent adaptions f o r  each data p o in t ;  in  most cases, 
t h is  provides s u f f i c ie n t  smoothing o f  instantaneous f lu c tu a t io n s  
in  p.

The two techniques s tud ied  fo r  in s e r t in g  des ired  s igna l 
in fo rm a t io n  are considered; Rxcj given and Rxc| estim ated (by 
averaging ^ ( t )  r ' ( t ) ) .  The respe c t ive  weight equations which 
apply are as fo l lo w s :
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(342)

( a )  w { ( k  + 1 ) A t )  = w ( k A t )  + a At [ R xcj -  x: (kAt )  

• X ^ f k A t )  w ( k A t ) ]
> V 

g i ve n

(b) w5((k  + 1 )At) = Kx_1 Rxd

( c )  w ( ( k  + 1 ) A t )  = w ( k A t )  + a A t [ x ( k A t )  r + ( k A t )  

-  ? ( k A t )  X?+ ( k A t )  w ( k A t ) ] , r ( t )  
g i v e n

and

( d )  w6 ( ( k  +  l )A t )  = Kx_1 Rxd

In the above expressions, At represents the in te rv a l between 
independent samples o f the in p u t noise s igna ls  and k represents 
the to ta l  number o f  samples taken. The number o f  samples per 
code chip was a r b i t r a r i l y  set equal to  fo u r . *

Before comparing t ra n s ie n t  response, several fa c to rs  regard
ing the LMS a lg o r i th m  must be considered. F i r s t ,  an appropria te  
loop gain constant ( a )  must be se lected . An approximation to  the 
excess noise a t  the array output caused by weight j i t t e r  when 
the weights are near th e i r  s teady-s ta te  s o lu t io n  was derived in  
Chapter IV fo r  the two cases Ra = [0 ]  [Equation (158)] and [0 ]  
[Equation (1 33 )] .  I f  the in e q u a l i ty  given by Equation (227) is  
s a t is f ie d ,  then the output SNR is  n e g l ig ib ly  a ffec ted  by desired 
s ignal modulation caused by weight j i t t e r .  Note th a t  the presence 
o f  the desired s ignal is  not neglected under th is  assumption. 
Assuming the in e q u a l i ty  is s a t is f ie d ,  the mean o f the s teady-s ta te  
output SNR, normalized to T , may be approximated by

*Any in te g e r g rea te r  than or equal to  one y ie ld s  (n e a r ly )  the 
same t ra n s ie n t  response i f  Pg << P j.
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<a )  PLMS
1 - c (343)

R = [0 ]  “  1 + To c

1 -  c
1 + c/T o

where

C = aAt )
i = i  2

aAt

The asym ptotic  va lue to  which the output SNR converges may be 
determined from Equations (343) f o r  a f ix e d  value o f  and a known 
s igna l environment. When the s igna l environment is  unknown 
(a p r i o r i ) ,  as assumed in  a p p l ic a t io n s  under c o n s id e ra t io n ,  c can 
be approximated by aAt Pi (see F igure 12), and the range o f  To can 
be approximated from expected worst case s igna l environments. Once 
these parameters have been determined (o r  approx im ated), a can be 
chosen so th a t  pLMS is  g rea te r  than the des ired  minimum. In the 
computer s im u la t io n s ,  the loop gain was s e t to  the  r e la t i v e l y  la rg e  
va lue o f

0.4 
a "  At Pj

to  o b ta in  rap id  response times and to  i l l u s t r a t e  the pena lty  
in cu rre d  due to  w e ight j i t t e r  in  various s igna l s i tu a t io n s .
Note th a t  t h is  va lue fo r  a is  o n ly  2 .5 times sm a lle r  than the 
maximum value (At P j ) -1 (see Equations (136) and (137).

Weight i n i t i a l i z a t i o n  is  a second fa c to r  which must be con
s id e re d ,  s ince i t  can have a g rea t impact on t ra n s ie n t  response. 
Results in  p a rts  B and C o f  t h is  chapte r were derived  assuming th a t  
" i n i t i a l "  weights were zero to  e l im in a te  b ia s in g  e f fe c ts .  However, 
in  c e r ta in  environments, b ias ing  the i n i t i a l  weights in  the des ired  
s ig n a l d i r e c t io n  ( f o r  example) may increase response time [see 
Chapter IV, C]. In what fo l lo w s ,  i n i t i a l  co n d it io n s  on the 
weights de rived  by e s t im a t in g  Kx o r Rxd assumed zero. In 
the case o f  the LMS a lg o r i th m , th ree  d i f f e r e n t  i n i t i a l  weights 
are employed:
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(a)  wf ( t 0 ) = [ 0 ,  0,  0,  0]  a [ 0 ]

(b) wf ( t 0 ) = [ a ,  0, 0,  0 ]

(344)

and

(c) W(t0 ) = xmjn- ’ Rxd

where a is a complex type scalar constant and Am-jn is the minimum 
eigenvalue of Kx. Equations (344)(a ) and (344)(b) do not u t i l iz e  
a priori parameters; in this respect, they are similar to the 
estimation algorithms. The LMS weights are in it ia l iz e d  to the 
desired signal D0A vector [Equation (344)(c)] to i l lu s tra te  the 
improved transient response noted in Chapter IV, C. The amplitude 
of w(to) i*n (344)(c ) has been scaled so that in i t ia l  weight error 
is removed or reduced along eigenvectors associated with Am-jn'> note 
that xmj n = cr2 i f  p £ 3 where p is the number of directional in te r
ference sources and represents the per-element thermal noise 
power.

A third consideration involves the reference signal ampli
tude and phase, which affects LMS algorithm transient response 
when the in i t ia l  pattern is omnidirectional (response is unaf. 
fected by these parameters when w(t0 ) = [ 0] or w(to) = Rxd)*
When the reference amplitude and phase are fixed, the resulting 
transient response is highly dependent on a [see Equation (344)
(b )]  as well as the signal environment. In particu lar, the output 
SNR may not be a monotonic function of time during weight 
transients. This behavior is to be illustra ted  in the simulation 
by setting

a = 4

and s (t )  r f ( t )  = /-45°

Figures 30-34 i l lu s tra te  the convergence rate of each algorithm 
in Equations (342) and each in i t ia l  condition in Equations (344).
The curves are numbered in each graph as follows:
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Curve Number Algorithm ” ^ 0 ^

0  Equation (342)(a) =

(2) Equation (342)(c) = R^d

0  Equation (342)(a ) = [a ,0 ,0 ,0 ]

0  Equation (342)(c) = [ a ,0 ,0 ,0 ]

©  Equation (342)(a) = [0 ,0 ,0 ,0 ]

(6) Equation (342)(c) = [0 ,0 ,0 ,0 ]

®  «  ■ h ' '  Rxd
A A 1 A

w *  Kx Rxd

Tr^focus attention on the general trend of the results, data for 
k - 10 are connected by a series of straight lines. For k - 10, 
the lines indicate average values and are not intended to show 
instantaneous fluctuations. Each figure illustra tes  results obtained 
in the fixed signal environment described in Table IV.

Figure 30 i l lu s tra tes  the mean output SNR response for an 
input interference-to-signal ratio  of 14 dB and an input signal 
to thermal noise ratio  of 0 dB. Since the angular separation 
between signal and interference is re la tive ly  large in this case, 
the presence of the interfering source does not significantly affect  
To* That is ,  the f i l t e r  w is nearly co-phased to the desiged signal 
in steady-state. The longest time constant in the LMS algorithm 
for this case is determined by the relation

1 P TT = — -— 5- = 270 samples (345)
maX aAt a 0.4 c/

Consequently, a ll curves should be near their steady-state value 
a fte r  about 540 samples (two time constants).

The most important aspect of the results shown in Figure 301 
is that, apart from curve 6 , the time constant associated with con
vergence of the output SNR is shorter than imax* The most  rapid 
response is obtained when the weights are in it ia l iz e d  to Rxd or 
when the in i t ia l  weights are zero with R = [0 ] .  In a l l  three of 
these cases (curves 1, 2, and 5 ), in i t ia l  response is faster than the
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Figure 30--The average normalized output signal-to-noise ra tio  versus the number of
samples for six d iffe re n t algorithms. The curves represent computer
simulation results averaged over 50 runs. See Table I I .



two estimation algorithms (curves 7 and 8 ) ,  since (1) th e ir  in i t i a l  
conditions are biased toward the desired signal DOA (this biasing 
occurs in curve 5 since the f i r s t  non-zero weight vector is 
a i t  Rxd) and ( 2 ) the in i t ia l  bias happens to provide an i n i t i a l l y  
high output SNR (not necessarily true, in general). Curves 1,
2, and 5 increase monotonically until the effects of weight j i t t e r  
become s ign ificant.

Curve 6 , which corresponds to the w(t0 ) = [0 ] ,  Ra ^ [0]case, 
provides the poorest performance for k < 30. As discussed la te r  
in this section, the convergence rate of the output SNR is propor
tional to , where Xi is the eigenvalue associated with the con
vergence of the output desired signal power to i ts  optimum value.
In the present example,

<el» s> -  ( Ps.)j “  2

<ek, = ( P s)k = 0 k = 2,3,4

Since w(to)= [0 ] ,  the output desired signal power remains small until 
the array responds along the eigenvector associated with x i- The 
time constant associated with the output desired signal power 
response is approximately

*1 i  aa t ’ >~  1 67-samples

which roughly agrees with the simulation result (curve 6) .

For K > 30, the convergence was better in a l l  cases compared 
to the w(t0 ) = [1 ,0 ,0 ,0 ]  case. Whereas the in i t ia l  response of 
curves 3 and 4 show the output SNR increasing with k, this trend 
reverses when the algorithm begins to respond to the desired 
signal [along e i ] ,  since any decrease in the dot product of w and 
ei without corresponding decreases in the dot product of w and the 
thermal noise eigenvectors causes the output signal to thermal 
noise ra t io  (and thus p) to decrease. When the array begins to 
respond along the thermal noise eigenvectors, p again begins to 
increase. The phenomenon of p passing through a minimum is 
undesirable, since i t  generally occurs jus t prior to the onset of 
response to thermal noise and the minimum value depends on the
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Table IV. Conditions Under Which Simulation Results in 
Figures 30-34 Were Obtained. Average values 
of the normalized output signal-to-noise ratio 
are also given.

Input Power and Arrival Angles -  -
Figure Desired Interfering Signals Thermal T aAt PT c LMS LMS a Angle^of 
Number Signal No. 1 No. 2 Noise 0 (approx) RA=0 R^O a S(t) r ( t )

30 1. 0/ 0° 25./-750 0 1.0 3.80 0.4 0.243 0.39 0.73 4/0° -45

31 1.0/ 0° 25./30° 0 1.0 1.218 0.4 0.25 0.58 0,62 4/0° -45'

32 1. 0/ 0° 25./30° 10./600 1.0 0.4158 0.4 0.237 0.70 0.49 4/0° -45

33 1.0/ 0° 25./300 10./600 1.0 0.4158 0.4 0.237 0.70 0.49 4/0° 0°

34 1. 0/ 0° 1000./30° 10-/60° 1.0 0.3282 0.4 0.25 0.693 0.43 4/0° -45



signal environment (see Figure 32, for example). This minimum may 
occur when the desired signal component of the array output is 
i n i t i a l ly  ( 1) larger than i*(t) or ( 2) out of phase with respect to 
^ ( t ) .  The second cause is eliminated i f  the reference signal is 
derived from the array output. The f i r s t  cause can be avoided by 
choosing a such that

However, to avoid slow response to thermal noise, a must be zero.

Although not shown for a l l  cases, curves 2, 4, and 6 converge 
to p  = 0.74 and curves 1, 3, and 5 converge to p = 0.44. These 
values are very close to those predicted in Equations (343) [see 
Table IV]. Curves 1 and 5 momentarily exceed the steady-state 
signal-to-noise ratio  since the fu ll  influence of weight^jitter^  
requires averaging over a ll  time constants*. Note that W5 and W6 
achieve normalized output SNR's of p = 0.44 and p = 0.74, respec 
t iv e ly ,  for k % 11. This implies that the LMS control loop per
forms a running time average over about 11 samples of the input 
data for aAt Pj = 0.4.

Figure 31 i l lus tra tes  array performance when the angular 
separation between the desired and interfering signals is reduced 
to 30° per element. In this example, T0 is reduced by 5 dB (com
pared to Tq in Figure 30) to 1.218 (numeric). Since Tq is near one, 
the two estimation algorithms (shown as one curve) yield nearly 
identical results and the LMS algorithms converge to about the same 
steady-state values. The LMS algorithm continues to provide ex
cellent performance when w(to) = Rxd, responding at about the same 
rate as wg and W6 - The response of curve 5, as well as curves 1 
and 2, are slower than those of Figure 1 since the advantage of 
in i t ia l iz in g  w to Rxcj is diminished by the proximity of the
interfering source. The second longest time constant (the time 
constant associated with transforming to the desired signal in this  
case) increases to

t 1 = 123 samples ,

which accounts for the increased response time of curve 6 . The 
response obtained when the array pattern is in i t ia l ly  omnidirec
tional is nearly the same, i . e . ,  i t  has a minimum for k % 130.

*Note that Equations (343) were derived assuming the mean weights 
were near their steady-state solution. See Chapter VI for further 
discussion of the effects of j i t t e r  during transient conditions.
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Figure 32 displays the re lative responses when a second
interfering source is added. In this case, To < 1. Consequently,
ws outperforms W6 and pLMS|Ra=q > plMsIra??o* A1so’ Performance
differences between the LMS and estimation algorithms are more 
pronounced, the la t te r  providing superior convergence rates. The 
most striking difference between Figures 31 and 32 is exhibited in 
the response of curves 3 and 4. In Figure 32, p undergoes a sharp
minimum for k % 200 which is primarily caused by the in i t ia l  phase
difference between r ( t )  and the desired signal component of the 
array output. Figure 4 shows the response when their re lative  
phases are in i t ia l ly  aligned.

Less apparent in Figure 32 is a temporary " leve ling -o ff" e ffect  
caused by the presence of the second interfering source. This 
effect is far more pronounced in Figure 33, which illustra tes  a 
portion of the LMS algorithm response when the highest level 
interfering signal is increased 16 dB re lative to its  level in 
Figure 32. Since To drops only about 1 dB, the response of the 
estimation algorithms remain (essentially) unchanged re lative to 
Figure 3. On the other hand, the wider spread in eigenvalues causes 
the LMS algorithms to converge at a much slower rate. In particular, 
the ratio  P iA i is 40 times larger, and thus -q is 40 times greater 
as displayed in the response of curve 6 . Performance is improved 
when the weights are in it ia l iz e d  to Am- f R xc|. Response in this 
case is rapid for k < 10, but "levels off" after the high-level 
interference source is nulled and before response has commenced along 
the eigenvector associated with the next largest eigenvalue A2 ( * 12)- 
Setting w(to) approximately equal to Rxd has the advantage 
in that p w ill be near its  asymptotic value i f  the adaption time ex
ceeds 1 as opposed to aA] when w(t0 ) = [0 ], In this particular 
example, a factor of (about) ten increase in the convergence rate 
can be achieved in this manner. Note that i f  w(t0 ) = *2"! Rxd> 
then the effective time constant equals (aXmax) - l .  The "catch" 
here is that Ag must be known precisely, since even a small 
difference between w(t0 ) and A2~l RX(j can cause the output SNR 
to "level off" well below T .

The average output signal to noise ratio in the case of curve 
6 (w(to)=[0] ,  Raj'CO]) is shown in Figures 30-34 to converge at a 
much slower rate compared to the other configurations, yet the 
expression describing ideal LMS algorithm transmit behavior in
dicates the response of curve 6 should be nearly the same as the 
response of curve 5 (Ra=[0] case). The difference between curves 
5 and 6 stems from the fact that the excess noise to output desired 
signal ratio  is much higher during weight transient when an ideal 
reference, rather than R ., is used to distinguish the desired signal 
from interference source! within the LMS algorithm feedback loop.
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Figure 31—The average normalized output signal-to-noise ra tio  versus the number of
samples for six d ifferen t algorithsm. The curves represent computer
simulation results averaged over 50 runs. See Table I I .
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Figure 32—The average normalized output signal-to-noise ra tio  versus the number of
samples for six d iffe re n t algorithsm. The curves represent computer
simulation results averaged over 50 runs. See Table I I .
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Figure 33--The average normalized output signal-to-noise ra tio  versus the number of
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The ou tpu t des ired  s igna l power is  i n i t i a l l y  very small in  both cases 
s ince  the magnitude o f  the i n i t i a l  weight ve c to r  is  zero . The 
excess noise due to  j i t t e r  in  the case o f  curve 5 is  a ls o  i n i t i a l l y  
small s ince the a rra y  ou tpu t s ig n a l is  the on ly  source o f  co n tro l 
loop noise. When R ^ fO ] ,  however, the re fe rence  s igna l by in p u t 
s igna l cross-te rm s which appear a t  the e r r o r  m u l t i p l i e r  ou tpu ts  
in troduce  a f ix e d  le ve l o f  no ise w i th in  the  feedback lo o p , thereby 
causing a s ig n i f i c a n t  degradation  in  the o u tp u t SNR when the  output 
des ired  s igna l le v e l is  small r e la t i v e  to  the re ference s ig n a l .
The convergence ra te  o f  the ou tpu t des ired  s igna l power to  i t s  
optimum value was p ro p o r t io n a l to  (aAt i ) - l  in  Figures 30-34, which 
accounts f o r  the r e la t i v e l y  poor performance obtained when the 
adaption in te r v a l  was less than (aA-|)_l .
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CHAPTER VI

AN EXPERIMENTAL TDMA - ADAPTIVE ARRAY SYSTEM

A. In t ro d u c t io n

The a n a ly t ic a l  re s u l ts  presented in  Chapters IV and V have 
demonstrated in  theory  th a t  an adaptive  a rray  processor can be 
u t i l i z e d  to  suppress high le v e l in te r fe r in g  s ig n a ls  in c id e n t  on 
an a rray  o f  antenna elements. These r e s u l ts ,  however, were derived 
under genera lized assumptions regard ing the in p u t s igna l s t ru c 
tu re  and the re ference s ig n a l .  A lso , the e f fe c ts  o f  c i r c u i t  
im perfec tions  w i th in  the a rray  processor were neg lected. In 
o rde r  to  demonstrate th a t  an adaptive s p a t ia l  processor (ASP) 
can be e f f e c t iv e ly  implemented in  p ra c t ic e  and to augment the 
th e o re t ic a l  r e s u l ts  v / ith  p ra c t ic a l  design in fo rm a t io n ,  an 
experimental fou r-e lem en t ASP was constructed and te s te d . The 
ASP was designed to  be compatib le w ith  the TDMA system described 
in  Chapter I I  and Reference [2 0 ]  to  the e x ten t p ra c t ic a b le .
The performance o f  t h is  experimental TDMA/adaptive s p a t ia l  
processor (TDMA/ASP) is  addressed in  th is  chapter.

In  accord w ith  the TDMA/ASP system design requirements 
d e linea ted  in  Chapter I I ,  the ASP was implemented using the LMS 
a lg o r i th m . Since ana lys is  has shown th a t  the ALMS and DLMS 
a lgo rithm s prov ide comparable performance, a t  le a s t  in  terms o f  
the mean weight response and the excess noise power caused by 
w e ight j i t t e r ,  the analog (ALMS) approach was se lec ted  instead o f  
the d ig i t a l  (DLMS) approach to  (1) m inimize c i r c u i t  com plex ity  and
(2) focus a t te n t io n  on the r e la t io n  between loop bandwidth and Inpu t 
s igna l bandwidth ra th e r  than on the in te rv a l  between we ight updates 
( r e c a l l  th a t  the desired  s igna l bandwidth increases by a fa c to r  
o f  e ig h t  when the system is  operated in  the h ig h e r - ra te  format 
(HRF)) .

The re s u l ts  to  be presented were obtained by bench -tes t ing  
the TDMA/ASP system in  con junc tion  w ith  o the r equipments which 
c o l le c t i v e ly  s im ulated an ASP loca ted  a t  a h a rd - l im i t in g  s a te l 
l i t e  repeater and a TDMA modem located a t  a ground s ta t io n .  The 
bench-tes t approach perm itted  c lose c o n tro l o f  s igna l parameters 
and e l im ina ted  from co n s ide ra t ion  the e f fe c ts  o f  antenna element 
p a tte rns  and mutual cou p lin g ; as p re v io u s ly  noted, these re s u l ts  
can be extended to  inc lude  performance c h a ra c te r is t ic s  o f  the 
antenna subsystem by a p p ro p r ia te ly  m odify ing the (processor) 
in p u t  s igna l re p re se n ta t ion s . The general theory o f  ope ra t ion  
and a b r ie f  d e s c r ip t io n  o f  the bench-tes t c o n f ig u ra t io n  are 
g iven in the fo l lo w in g  sub -sec t ion . The separate subsystems 
are described in  g rea te r d e ta i l  in  subsequent sub -sec tions .

1 7 0



Design cons ide ra t ions  re le va n t to implementing the ALMS a lg o r i th m  
are discussed in  sec t ion  C. Included in  t h is  d iscuss ion  are the 
e f fe c ts  o f  non-idea l c i r c u i t  components and dynamic range con
s id e ra t io n s .  The experimental re s u l ts  begin in  sec t ion  D w ith  
measurements o f  performance under small loop gain co n d it io n s  
( i . e . ,  n e g l ig ib le  w eight j i t t e r )  w ith  the weights near t h e i r  
s te a d y -s ta te  s o lu t io n s .  BEP measurements under h igher loop gain 
c o n d it io n s  are presented in  the la s t  p a r t  o f  se c t io n  D. The 
measured BEP performance when the system is  operated in  the 
pulsed s igna l TDMA format is  then presented in  se c t io n  E.

B. D e sc r ip t io n  o f  the Experimental System

1. D e sc r ip t io n  o f  Bench-Test C on fig u ra t io n  
and General Operating P r in c ip le s

A fu n c t io n a l b lock diagram o f  the bench -tes t c o n f ig u ra t io n  
is  shown in  F igure 35, The s a t e l l i t e  s im u la to r /a d a p t iv e  s p a t ia l  
processor (SS/ASP) subsystem conta ins (1) an antenna a rray  
s im u la to r  f o r  s im u la t in g  u p - l in k  rece ived s ig n a ls ,  (2) a band
pass l im i t e r  to  s im u la te  the s igna l t ra n sm itte d  on the down-1 in k ,
(3) the adaptive s p a t ia l  processor, and (4) associa ted lo c a l l y  
generated c o n tro l waveforms.

As noted in  Chapter I I ,  two PN code p a irs *  are generated 
autonomously w i th in  the SS/ASP which are id e n t ic a l  in  s t ru c tu re  
to  two PN code p a irs  generated w i th in  each TDMA modem. One code 
p a ir  is  used to generate the network c lock s igna l (NCS) and the 
second p a i r  is  used to  generate a re ference s ig n a l.  The two 
codes are generated synchronously w i th in  the SS/ASP and 
s ig n a ls  tra n sm it te d  by the TDMA modems a r r iv e  a t  the SS/ASP in  
synchronism w ith  the second code p a ir  (see sub-section  6 and 
Chapter I I ) .  Each user norm ally  conveys data by t ra n s m it t in g  a 
pulsed s igna l during  h is  assigned time s lo t ( s )  from a d i r e c t io n  
which is  assumed unknown. Of course, the ou tpu t o f  the a rray  
processor w i l l  not e x h ib i t  a s u i ta b ly -h ig h  desired  s igna l to  
in te r fe re n c e  p lus thermal noise r a t i o  u n t i l  a f t e r  an app ro p r ia te  
p a tte rn  is  formed. There fo re , a l l  pulses u t i l i z e d  to  convey data 
from a TDMA modem are preceded by the transm iss ion  o f  a preamble 
to  a l lo w  the ASP to form an a p p rop r ia te  p a t te rn .  The TDMA/ASP has 
been designed so th a t  each preamble need o n ly  span one time s lo t ,

*Each p a i r  is  used fo r  genera ting  a s in g le  quadraphase modulated 
s ig n a l .
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although the d u ra t io n  o f  t h is  in te rv a l  was extended in  cases 
where s te a d y -s ta te  performance was being measured (Chapter VI D). 
The s igna l t ra n sm it te d  du ring  a preamble conta ined PN code modu
la t io n  on ly  (no d a ta ) .  Consequently, a scaled re p l ic a *  o f  the 
des ired  s igna l could have been generated lo c a l l y  w i th in  the 
SS/ASP. However, in  a l l  r e s u l ts  to  be presented, the re ference 
s ig n a l was estim ated by te m pora lly  processing the a rra y  ou tpu t 
s igna l in  o rde r to  focus a t te n t io n  on the e f fe c t iv e n e s s  o f  th is  
approach. To pe rm it continued apaption when data was to  be 
conveyed ( i . e . ,  du r ing  the data or overhead s lo t s ) ,  i t  was 
necessary to  estim ate  the re ference s igna l using the temporal 
processing approach since the data modulation was not known ;a 
p r i o r i . Since any p ra c t ic a l  f i l t e r  in troduces non-zero envelope 
de lay , the phase o f  the re fe rence s igna l generated by temporal 
processing was in c o r re c t  fo l lo w in g  t ra n s i t io n s  in  the desired 
s ig n a l 's  phase re s u l t in g  from the impression o f  data on the 
coded c a r r ie r  u n t i l  phase t r a n s i t io n s  had "propagated through4' 
the f i l t e r .  The LMS c o n tro l loop was prevented from responding 
im properly  d u r ing  the in te rv a ls  o f  time when the phase o f  the 
re ference s igna l was in c o r re c t  by fo rc in g  the e r ro r  s igna l to  
zero o r ho ld ing  the weights constant du ring  an app ro p r ia te  
p o r t io n  o f  each data b i t  in te r v a l .  Adaption was performed on 
a continuous basis du ring  the preamble, s ince no data were 
conveyed in  th is  case.

2. Inpu t Signal Synthesis

The method used to  s im u la te  fo u r  antenna element ou tputs  is
i l l u s t r a t e d  in  F igure 36. For most experim ents, the desired 
s igna l was generated w i th in  one o f  the p ro to type  TDMA modems 
con figu red  to  operate  in  e i t h e r  the HRF or LRF mode. Biphase 
data were t ra n sm it te d  a t an instantaneous ra te  o f  10.95 Kbps in  
the LRF and a t  87.6 Kbps in  the HRF; the PN code ra te  was 16 
times the data ra te  in  each case. Three d i f f e r e n t  types o f  
in t e r f e r in g  s ig n a ls  were generated. A noise source having a 
3 dB bandwidth o f  about 8 MHz, centered about 70 MHz, was used 
to  generate wideband in te r fe re n c e .  In the LRF mode o f  o p e ra t io n , 
the noise was f i r s t  app lied  to  one o f  two 70 MHz bandpass f i l t e r s  
to  e s ta b l is h  an e f fe c t iv e  noise bandwidth o f  560 KHz o r  1.7 MHz. 
The in te r fe r in g  source was a lso  a c.w. s igna l genera to r. The 
in te r f e r in g  s igna ls  were p ro g re ss ive ly  phased using manually 
ad jus ta b le  p h a se -sh if te rs  to  s im ula te  o f f -b ro a d s id e  inc idence 
o f  in te r fe re n c e  on a l in e a r  a rray  o f  e q u a lly  spaced elements.
These p h a se -sh if te rs  were 30 percent bandwidth (21 MHz bandwidth)
devices and thus e x h ib ite d  reasonably constan t parameters over

*A small frequency o f f s e t  between the des ired  s igna l and the 
reference s igna l n e g l ig a b ly  a f fe c te d  the re s u l ts  to  be presented. 
Reinhard [1 5 ]  evaluated the e f fe c ts  o f  la rg e r  frequency o f f s e ts .
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the 10 MHz IF bandwidth. The desired and in te r fe r in g  s igna ls  
associated w ith  a given element were summed in  wideband hybrids 
w ith  the output o f  a (simulated element) noise source having a 
3 dB bandwidth o f  8 MHz centered on 70 MHz. In th is  co n f ig u 
ra t io n ,  the desired signal source was simulated to  a r r iv e  broadside 
w ith  respect to the l in e a r  a r ra y ,  and the phasev-shifter adjustments 
determined r e la t iv e  a r r iv a l  angles between in te r fe re n ce  and desired 
s ig n a l;  the phase s h i f te rs  cou ld  be adjusted to  obta in  per- 
element phase s h i f t s  ranging from zero to  70° ( e le c t r i c a l ) .  The 
broadside pa tte rn  o f  an equa lly  spaced (1.5 wavelengths per 
element spacing) four-e lement l in e a r  array is  shown in  Figure 37. 
For an angular separation o f  desired s ignal and in te rfe rence  
o f  4.35 degrees -  one-ha lf the beamwidth - the value o f  \[iis 
41 e le c t r ic a l  degrees per element.

3. Adaptive Processor C on figu ra tion

A fu n c t io n a l diagram o f the experimental adaptive processor 
is  shown in  Figure 4. This co n f ig u ra t io n  incorporates a note
worthy design improvement over the conventional analog LMS 
a lgo rithm  configured in accord w ith  Figure 2. P r io r  to  generat
ing the e r ro r  by inpu t s ignal product, the e r ro r  signal is  
down-converted to  a second i . f .  frequency. In th is  case, on ly  one 
wideband quadrature hybrid and fo u r  e r ro r  m u l t ip l ie r s  are requ ired 
as opposed to the fou r wideband quadrature hybrids and e ig h t  e r ro r  
s ignal m u l t ip l ie r s  required to  implement the c o n f ig u ra t io n  in  
Figure 2. More im p o rta n t ly ,  o f f s e t  voltages generated by the 
inpu t s ignal by down-converted e r ro r  signal m u l t ip l ie r s  do not 
a f fe c t  the dynamic range o f  the con tro l loops since the product 
components o f  in te re s t  are i . f .  s igna ls . These i . f .  s igna ls  are 
transformed in to  in-phase and quadrature baseband s ignals which 
are in teg ra ted  to  generate in-phase and quadrature weights, 
re sp e c t iv e ly .  Of course, o f f s e t  voltages s t i l l  e x is t  a t  the 
in pu t to  the in te g ra to rs .  However, the magnitudes o f the d .c .  
o f fs e ts  are considerab ly reduced since the baseband s igna ls  are 
generated by passive mixers each o f  which has a constant envelope, 
narrowband, h ig h - le ve l s ignal a t  one inpu t p o r t  and, under steady- 
s ta te  cond it io n s , a low-leve l s ignal a t  the o th e r  p o rt .  Moreover, 
i t  is  possib le  to  minimize the e f fe c ts  o f d .c .  o f fs e ts  a t the 
in te g ra to r  in pu t by a p p ro p r ia te ly  se lec t ing  gain parameters as 
o u t l in e d  in  section  C.

A more d e ta i le d  func tiona l diagram o f the adaptive processor 
is  i l lu s t r a te d  in  Figure 38. The simulated antenna output s igna ls  
were applied to fo u r  70 MHz i . f .  a m p l i f ie rs .  Each a m p l i f ie r  was 
(manually) gain ad justable over a 30 dB to 70 dB range and had a 
nominal 10 MHz bandwidth. R e la t ive  phase and amplitude cha rac te r
i s t i c s  o f each o f  these a m p l i f ie rs  are shown in  Figure 39.

175



gure 37— Normalized broadside pa tte rn  o f a fo u r-  
element, 1.5 A-spaced l in e a r  a rray .
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Four quadrant, va r ia b le  transconductance m u l t ip l ie r s  were employed 
to  implement both the signal weighting and e rro r*b y -s ig n a l m u l t i 
p l ic a t io n  fu n c t io n s ,  and wWideband hybrid  c o m b in e rs /sp l i t te rs  were 
employed to  combine or s p l i t  s igna ls  w ith in  the feedback loop in  
order to  mimimize delays and impedance mismatches. The quadrature 
hybrid used to  generate the a rray output was sp e c if ie d  to  mainta in  
phase quadrature to  w ith in  two degrees over a 30 percent band
w id th ; the remaining hybrids ( in  the s ignal path) were 10-100 MHz 
devices. In a d d it io n  to  the in te g ra to r ,  f i l t e r s  were inse rted  a t  
various po in ts  w i th in  the feedback path. One f i l t e r  was employed 
to  e lim in a te  the upper side-band re s u l t in g  from the 70 MHz to  40 
MHz i . f .  down-conversion and a second f i l t e r  was employed to  
e l im ina te  the upper side-band generated in  each o f  the fo u r  e r ro r -  
by - inpu t s ignal m u l t ip l ie r s .  Again, to  minimize the e f fe c ts  o f  
feedback de lay , both f i l t e r s  were designed to  have much wider 
bandwidths than the i . f .  bandwidths. P rov is ion  was also made fo r  
in s e r t in g  a low-pass f i l t e r  p r io r  to  each in te g ra to r  to reduce 
the adverse o f  e f fe c ts  o f weight j i t t e r  (see section  C). Sub
sequent te s ts  have shown, however, in s e r t in g  low-pass f i l t e r s  a t  
these po in ts  in  the feedback loop can cause loop i n s t a b i l i t y  due 
to  an accumulation o f delays (even though the delays are r e la t i v e ly  
small) in  o the r c i r c u i t s  w i th in  the loop. For th is  reason, re s u lts  
to  be presented were obtained w ith  the low-pass f i l t e r  removed.
A to ta l  phase s h i f t  o f 180 degrees around the feedback loop a t  
the 70 MHz operating frequency was estab lished by ad ju s t in g  the 
re la t iv e  phase o f  the L0 s igna ls  applied to  the baseband mixers 
and the 70 to  40 MHz i . f .  down-converter. Of course, the phase 
s h i f t  d i f fe re d  from 180 degrees a t o ther frequencies due to  the 
c i r c u i t  and cable delays. In the present implementation, c i r c u i t  
and cable delays w ith in  the feed-back loop resu lted  in  a phase 
e r ro r  (a t  frequencies d i f f e r e n t  from the center frequencies) 
between the two s igna ls  app lied  to the inpu t s ignal by e r ro r  
s ignal m u l t ip l ie r s .  The e f fe c t  o f th is  phase e r ro r  was to 
"d eco rre la te "  the feedback and inpu t s ig n a ls ,  as re f le c te d  by 
the dependence o f  the d .c . output vo ltage o f  the baseband 
a m p l i f ie r *  versus the inpu t (c .w .)  frequency shown in  Figure 40.
At frequencies corrresponding to  a phase s h i f t  o f  ±90° w ith  respect 
to  the phase s h i f t  a t 70 MHz, the d .c .  output was zero. These two 
frequencies are shown to be separated by 13.1 MHz, in d ic a t in g  th a t 
the loop delay was approximately equal to  the rec ip roca l o f  26.2 
MH2 , or about 38 nsec. Delay w ith in  the bandwidth o f  the inpu t 
s igna ls  (65 to  75 MHz) was s l i g h t l y  less a t  about 29 nsec. The 
e f fe c ts  o f the d e c o rre la t io n ,  and a method fo r  compensating fo r  
these e f fe c ts ,  is  discussed in  section  C.

*This re s u l t  was obtained by s e t t in g  a l l  but one o f  the weight 
con tro l voltages equal to  zero and apply ing a c.w. s igna l to 
the i . f .  inpu t o f  the non-zero weight.
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Add it iona l delays occurred between the e r ro r  m u l t ip l ie r  
output and the weight con tro l inpu t due p r im a r i ly  to the 
presence o f  "s tra y "  poles in  the non-ideal components used to 
implement the in te g ra to r  and baseband c i r c u i t s .  As de lineated 
in  section C, these poles place a lower l im i t  on loop response 
time requ ired fo r  s tab le  ope ra t ion ; the experimental processor 
was capable of p rov id ing  s tab le  operation fo r  time constants 
C(a*max) J as small as 100 nsec, which was much sm aller than 
the time constants encountered in the experiments.

Means were provided in  the present ASP implementation fo r  
sw itch ing  o f f  the L0 used to  d r ive  the 70 MHz to 40 MHz i . f .  
down-converter when the appropria te  TTL con tro l s ignal was app lied  
to  the L0 d r iv e r ,  thereby opening the feedback loop. A lso, the 
in te g ra to r  in each channel could be operated in one o f  three modes 
- -  i n i t i a l  cond it ions s e t , *  in te g ra te ,  or hold - -  depending on 
the s ta tes o f two TTL con tro l s ig n a ls .  A l l  e ig h t  in te g ra to rs  
were in  a common operating mode a t any given in s ta n t  o f time. 
D e ta ils  regarding the purpose o f  these functions are given in 
sub-section 6.

Measurements were conducted to determine the c i r c u i t  param
eters o f experimental ASP. These measurements are summarized in  
Appendix I I I .  The c i r c u i t  parameters and operating p r in c ip le s  o f  
the ASP implementation are described in  greater d e ta i l  in  Refer
ence [2 0 ] ,

4. Reference Signal
Processor D escrip tion

The purpose o f the reference s igna l processor was to estimate 
the desired signal waveform (denoted "70 MHz reference s ig n a l"  in  
Figure 38) via temporal processing. To d is t in g u is h  the desired 
s ignal from in te rfe rence  or noise, each user transm itted  quadra- 
phase**signal on which a sp e c if ied  code had been impressed. The 
ra t io  o f  the code ra te  to the data ra te  determines the u lt im a te  
gain which can be achieved by waveform processing. The TDMA- 
adaptive array system employed a maximal length (127 b i t )  pseudo
noise (PN) code w ith  a code ra te  16 times the data ra te ,  which 
provided an optimum processing gain in  a wideband Gaussian noise 
environment o f about 12 dB. C le a r ly ,  when one considers in t e r 
fe r in g  s igna ls  20 dB to 30 dB stronger than desired signal le v e ls ,  
waveform processing alone would not provide an adequate estimate

* I n i t i a l  weight se t t in g s  are adjusted manually.

**A biphase option is  a lso a v a i la b le .
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o f  the desired s ig n a l-  For t h is  reason, the adaptive a rray  
ou tpu t was used as the re ference s igna l processor in p u t to  take 
advantage o f  an a d d it io n a l processing gain provided by n u l l in g  o f  
h ig h - le v e l in te r f e r in g  s igna ls  by the adaptive  a rra y .

A fu n c t io n a l diagram o f the waveform processor is  shown 1n 
F igure 41. S ta r t in g  in  the upper l e f t ,  the a rray  ou tpu t was 
down-converted to  a 10 MHz i . f .  by m ixing i t  w ith  a 60 MHz L0 
s igna l on which the app rop r ia te  quadraphase code modulation had 
been impressed. The s igna l was next bandpass f i l t e r e d  to  re 
move a major p o r t io n  o f  the in te r fe re n ce s  w h ile  re ta in in g  almost 
a l l  o f  the des ired  s ig n a l ;  th us , i t s  bandwidth had to  be wide 
enough to  pass desired  s igna l data but narrow enough to  prov ide  
processing gain to  provide processing ga in . This requ ired  two 
separate waveform processing f i l t e r s ,  one fo r  the HRF and the 
o th e r  fo r  the LRF. Both f i l t e r s  were double pole (12 dB per 
octave r o l l - o f f ) .  The f i r s t  bandpass f i l t e r ,  la b e l le d  HRF in  
F igure  41, had a 6 dB bandwidth equal to  approxim ate ly one- 
s ix th  the HRF code ra te ;  the processing gain to HRF s ig n a ls  
exceeded 8 dB. The envelope in s e r t io n  delay o f  t h is  f i l t e r  was 
about 2.5 p sec or approxim ate ly o n e - f i f t h  o f  a data b i t .  Proces
sing gain in  the LRF was achieved by down-converting the ou tpu t 
o f  the f i r s t  f i l t e r  to a 2 mHz IF and then bandpass f i l t e r i n g  the 
r e s u l t .  The second f i l t e r  bandwidth was equal to  approxim ate ly 
o n e -s ix th  the LRF code ra te  and the in p u t - to -o u tp u t  envelope 
delay was approxim ate ly o n e - f i f t h  o f  a data b i t  in t e r v a l .  The 
LRF f i l t e r  ou tpu t was reconverted to  a 10 MHz i . f .  s igna l which 
was then m u lt ip le xed  w ith  the HRF f i l t e r  o u tp u t.  The mux 
se lected  the s igna l according to  the format being used. F o l
low ing the mux was a h a rd - l im i te r  which rendered the waveform 
processor ou tpu t independent o f  in p u t am plitude. The quadraphase 
code was next reimpressed on the h a rd - l im i t e r  ou tpu t by m ixing i t  
w ith  the same 60 MHz LO s igna l (except f o r  a contant phase angle) 
employed in  the 70 MHz to  10 MHz down-conversion. This ope ra t ion  
a lso  up-converts the s ignal back to  70 MHz i . f .  The re s u l t in g  
s ig n a l was app lied  to a gain ad jus ta b le  a m p l i f ie r  and an analog 
sw itch . The analog sw itch was used to  shut o f f  the re ference when 
an appropria te  TTL con tro l s igna l was app lied  (see Section 6 ) .

When the a rray  processor is  near i t s  optimum s te a d y -s ta te  con
d i t i o n ,  the e r ro r  is  reduced to  a small va lue* so th a t  the a rray 
ou tpu t (approx im ate ly) matches r ( t )  in  amplitude and phase.

*The e r ro r  is  small except du ring  the re ference delay in te r v a l .
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More p re c is e ly ,  fo r  constan t envelope des ired  s ig n a ls  (assume an 
idea l p roce sso r) ,

J „ ( t )  -  r ( t )  - «Jpt l(t)

= -  i  |  j
o

where e s s ( t)  represents the d i f fe re n c e  between the desired 
s ig n a l component o f  the a rray  ou tpu t and the ( in  t h is  case, 
id e a l)  re fe rence  s ig n a l .  A p re fe r re d  ou tpu t le ve l was es tab
l is h e d  by the h a r d - l im i te r  in  Figure 41. A s ta b le  phase, on 
the  o the r hand, is  more d i f f i c u l t  to  achieve since the waveform 
processor in p u t  must be antiphase w ith  i t s  o u tp u t ;  any d e v ia t io n  
from a 180° phase s h i f t  causes a frequency o f f s e t  a t  the a rra y  
ou tp u t [1 5 ] .  In p ra c t ic e ,  i t  is  not poss ib le  to  e n t i r e ly  e l im in 
a te  th is  frequency o f f s e t ,  s ince  the in s e r t io n  phase o f  the 
h a rd -1 im ite r  has a s l i g h t  dependence on s igna l le v e l app lied  
a t  i t s  in p u t .  However, i t  was poss ib le  in  the present implemen
ta t io n  to  reduce the o f f s e t  to the p o in t  where i t  n e g l ig ib ly  
a f fe c te d  system performance ( i . e . , the o f f s e t  was much sm a lle r  
than the inverse  o f  the lon g e s t a rray  processor time c o n s ta n t) .

The e f fe c ts  o f  envelope de lay and frequency o f f s e t  are c le a r ly  
i l l u s t r a t e d  by the  o s c i l lo s c o p e  traces in  F igure  42. F igure  42(a) 
d is p la y s  the e r ro r  m onito r ou tpu t (see F igure 42(b )) du ring  the f i r s t  
p o r t io n  o f  a data b i t  when (1) the a rray  was in  i n i t i a l  c o n d it io n s  
s e t  mode, (2) the desired  s igna l app lied  a t  the a rray  p roce sso r 's  
In p u t underwent a data b i t  t r a n s i t i o n ,  and (3) the a rray  o u tpu t 
am plitude was s e t  equal to  the re ference s igna l am plitude . Linder 
these c o n d it io n s ,  the re fe rence  s igna l was antiphase w ith  respect 
to  the a rray  ou tpu t u n t i l  the data t r a n s i t io n  had "propagated 
th rough" the re fe rence  s igna l processor. Thus, the e r ro r  s igna l 
le v e l was tw ice  the re fe rence  s igna l le v e l f o r  the d u ra t io n  o f  
the  re ference de lay (about 20 sec fo r  t h is  example) and was n e a rly  
zero during  the remainder o f  the data b i t  in t e r v a l .  The method 
used to  compensate fo r  the re fe rence  de lay in te rv a l  is  d e ta i le d  
in  sub-sec tion  6. F igure 42(b) shows the freauency 
o f f s e t  on one o f  the weights caused by a re fe rence  s igna l phase 
e r ro r .

5. M u l t ip le x e r  and L im i te r  Subsystem

In o rde r to  model a TDMA-adapative a rray  system o p e ra t in g  
w ith  a h a r d - l im i t in g  repe a te r  s a t e l l i t e ,  the s igna l a t  the 
adapative a r ra y  processor ou tp u t was a pp lied  to  the m u l t i 
p le x e r  and l i m i t e r  subsystem shown in  F igure 43. The m u l t i -
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L
Figure 4 2 (a ) - -E rro r  m onitor output signal (LRF) i n i t i a l  

cond it ions  s e t.  H o r izon ta l:  5 usec/d iv .

Figure 42(b)— Weight #2 con tro l vo ltage , continuous 
adaption. V e r t ic a l :  l . O v / d i v ,  
H o r izon ta l:  100 psec/d iv .
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Figure 43—Functional diagram o f the m u lt ip lexer and l im i te r  subsystem.



plexer selected either the locally  generated NCS or the array 
output signal for transmission depending on the state of a TTL 
control signal (see sub-section 6) .  The simulated down-link 
signal was generated by applying the mux output signal to a 
bandpass l im ite r  and a variable attenuator.

The l im ite r  suppression characteristics were determined by 
measuring the re la tive  output signal voltage as a function of 
the input signal-to-noise ra tio . The waveform applied to the 
l im ite r 's  input was generated by adding noise having an 8 MHz 
spectral width on 70 MHz to a PN code modulated signal (code 
rate = 175 Kbps); the input signal-to-noise ratio  was varied by 
attenuating the signal level (noise power fixed). The measured 
results were in close agreement with a well-known theoretical 
result for the l im ite r  suppression factor [31] as shown in 
Figure 44. These results w ill  be used in la te r sections to 
transform theoretical performance of the TDMA-adaptive array 
system to measured performance.

6 . Control Waveform Subsystem

Since the NCS was generated autonomously within the s a te l l i te ,  
a number of additional timing functions required in structuring 
TDMA/ASP compatibility was performed at the s a te l l i te .  In 
addition to generating the two PN code-pairs described previously, 
these functions included the generation of TTL signals to control 
the state or operating mode of (1) the integrators, ( 2 ) the error 
signal on/off switch, and (3) the reference signal on/off switch.
The state of each of these binary control signals could be set 
manually or placed under "program" control. Figure 45 i l lu s tra tes  
programmed timing relationships between the NCS pulse (labelled  
"format"), the integrator mode, and the error signal on/off func
tion. The reference on/off control signal is not shown but was 
identical to the error on/off control waveform. During data and 
link/range slots, data were added modulo-two to the PN codes at 
each user terminal (e .g . ,  at the TDMA modem). To circumvent the 
adverse effects of reference signal processor delay encountered when 
data were present, adaption was inhibited for the f i r s t  quarter 
(s l ig h tly  greater than the reference signal delay) of each data 
b it  by switching o ff the error signal and holding the weights 
( i . e . ,  the integrator output). Note that these functions 
redundantly disabled the feedback loop. Moreover, the reference 
signal was disabled at the same time. Subsequent tests have 
shown that either technique for disabling the feedback 
loop is equally effective in removing incorrect feedback which 
occurs during the reference delay, but that merely removing the 
reference signal during this interval (and not disabling the 
loop) in some instances resulted in poor steady-state perform
ance. In obtaining results to be presented, only the error
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signal was placed under "program" c o n t r o l ; the reference s ignal 
was "on" continuous ly  and the in te g ra to r  hold mode was d isab led,

7. The B i t  E rror P ro b a b i l i ty  Measure

The TDMA modem incorporated a d i f f e r e n t ia l  de tec to r to  detect 
biphase data conveyed by the desired s ig n a l.  The b i t  e r ro r  prob
a b i l i t y  (BEP) performance o f  the d e tec to r was used as a measure Of 
SS/TDMA performance under a wide v a r ie ty  o f  signal environments.
As discussed in  Chapter V, idea l DPSK de tec to r performance in  a 
Gaussian noise environment is  obtained i f  (1) the c i r c u i t s  used to  
implement the matched f i l t e r / d e t e c t o r  are id e a l,  (2) the channel 
bandwidth is  wide w ith  respect to the code ra te ,  and (3) the 
lo c a l ly  generated code modulation is  synchronized w ith  the code 
modulation contained on the desired s ig n a l.  The degree to which 
these requirements were s a t is f ie d  by the experimental DPSK re 
ce ive r and associated time base synchron ization subsystems was 
determined e a r l ie r  from measurements performed on the TDMA modem. 
Three d i f fe re n t  sets o f  measurements are shown in Figure 46.
The data po in ts  c loses t to  the ideal curve i l l u s t r a t e s  de tec tor 
performance (LRF mode) fo r  the case where the b i t  t im ing  e r ro r  was 
se t equal to  zero and the b i t  energy-to-no ise  density  r a t i o  o f the 
s ignal applied to  the d e te c to r 's  inpu t was va r ied . The d e v ia t ion  
from the ideal curve can be a t t r ib u te d  to  non-ideal c i r c u i t s  used 
in  implementing the de tec to r and to  the f i n i t e  (1 .4  MHz double
sided) bandwidth o f a f i l t e r  which preceded the de te c to r .  The 
remaining two sets o f data points show de tec to r performance when 
the sampled-data delay-locked loops (SDDLL) were used to  maintain 
desired t im ing  re la t io n s h ip s  between the transm it or rece ive  c lock 
s igna ls  and the NCS. B a s ic a l ly ,  these loops re l ie d  on the co r
re la t io n  p rope rt ies  o f the PN code modulation to  measure received 
signal times o f a r r i v a l .  The c o r re la t io n  operation was performed 
by co llaps ing  the received s ignal spectra and then bandpass 
f i l t e r i n g  the re s u l t  — th is  operation is  fu n c t io n a l ly  represented 
by the diagram o f  Figure 47. As p resen tly  implemented, the band
pass f i l t e r s  have a 3 dB bandwidth o f  about 2 KHz (15 KHz in the 
HRF). Since the received signal upon which these t im ing  estimates 
are based conta in a d d it iv e  noise, the c o n tro l le d  time bases 
" j i t t e r "  w ith  respect to the true  time o f  a r r i v a l ;  consequently, 
de tec to r performance degrades. The data points shown in  Figure 46 
corresponding to  the h ighest BEP were measured w ith  both the 
transm it and receive t im ing  loops enabled,* and the data points 
corresponding to  the next h ighest BEP were measured w ith  the 
receive t im ing loop enabled and the tra nsm it t im ing e r ro r  held 
f ixe d  a t zero. These measurements are approximately in  accord 
w ith  the re s u l ts  o f previous a n a ly t ic a l and experimental studies

*When the TDMA modems are configured fo r  normal o p e ra t ion , both 
loops are enabled.
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o f  SDDLL performance [32 ] and the e f fe c ts  o f  t im ing  j i t t e r  on 
DPSK rece ive r performance [3 3 ] ,

RECEIVED
SIGNAL

P N -C O O E

B. P. F. SAMPLER
ENVELOPE
DETECTOR

Figure 47--A fu n c t io n a l representation o f  the waveform 
processing used in the sampled-data de lay- 
locked loops.

Note th a t  f o r  the system in Figure 35, noise added to  the 
s ignal on the down-link a f fe c ts  the performance o f  both the 
receive and transm it t im ing loops. However, since the NCS is  
generated w ith in  the SS, up-1 ink in te r fe re n ce  and noise a f fe c ts  
only the transm it t im ing loop (range track ing  loop ). This 
d is t in c t io n  w i l l  be o f  importance in  la te r  sections where weight 
j i t t e r  and inadequate s ig n a l- to -n o is e  ra t io s  a t the output o f 
the ASP a f fe c t  the performance o f the range track ing  loop.

C. P ra c t ica l Design Considerations Relevant 
to the Implementation o f the Analog 
LMS Algorithm

1. In troduc tion

A b r ie f  d iscussion and ana lys is  o f  the e f fe c ts  o f non-ideal 
c i r c u i t  components used to  implement the LMS a lgorithm  configured 
in  accord w ith  Figure 38 are presented in  th is  sec t ion . In order 
to  s im p l i fy  the p resen ta t ion , the e f fe c ts  o f  weight j i t t e r  are 
neglected.
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2. Delays in  the Feedback Loop

Since the LMS a lgo rithm  r e l ie s  on negative feedback, t ra n s ie n t  
and steady-s ta te  performance can be adversely a ffec ted  by time 
delays in  c i r c u i t s  used to  implement the con tro l loop. In th is  
sec t ion , the e f fe c ts  o f  c i r c u i t  delays a t various points w i th in  
the feedback loop are evaluated. C i r c u i t  delays are assumed 
constant over the frequency bands o f  in te re s t  and are assumed to 
be phase-compensated so as to  in troduce zero pha se -sh if t  a t the 
a rray center frequency. For th is  case, loop time delays may be 
lumped in to  fa c to rs  id e n t i f ia b le  w ith  components o f  the physical 
processor as shown in  Figure 48. In p a r t ic u la r ,

(346)

delay associated w ith  each weight 
m u l t ip i ie r  (B to  C)

w.

w.

w.m

5e =
D, delay associated w ith  the inpu t leg 

o f  each e r ro r  m u l t ip l ie r  (B to  H)

D.
m
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—r . f .

r . f .

Dr . f . .

' r . f .
nil

delay in  r . f .  a m p l i f ie rs  preceding 
each in pu t

m J

delay associa ted w ith  the e r ro r  m u l t i p l i e r  
and p o s t -c o r re la t io n  c i r c u i t s  (J to  L)

= delay in  the e r ro r  s igna l c i r c u i t s  (F to 6}

The vec to r weight equation described by th is  model is  g iven by

(347)

-  x+ ( t  -  D* -  - Df ) w ( t  - ^  -  Df  - Db) ]

where

x ^ t

x i ( t

- Dr . f . .

5 e - D r . f . )  ^ i ( t - De.  - Dr . f . . >

vM t " ^  " Df  ~ W  H wi^t “ °w. Df  * Db .)

Df )

i = l , 2 , • m

With the d e f in i t io n s
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(348)

the ensemble average of Equation (347) reduces to

^  - I 3H • (3«)

I f  Kx ( t - | ) is  in v e r t ib le  (which is  by no means assured), and 
i f  the T3 . are s u f f i c ie n t l y  small w ith  respect to  the con tro l

loop bandwidth, the s teady-s ta te  weight vector

w ( t ) l t -  = K* ' 1( t 1] Rxd<i2> (350>

is  l i k e l y  to d i f f e r  s ig n i f i c a n t ly  from w . unless each o f  the 
components o f t ] and each o f the m components o f  tj> are 

small r e la t iv e  to B“ 1 , where B represents the input s igna l band
w id th . Moreover, since the array output is  composed o f  a l in e a r  
combination o f > f j( t  - Dw - 0r . f . ) ,  the delay (Dw. + Dr  f  . - Dw. 
-  Dr  f  •) must also be much smaller than B- 1 to  A b ta in ’ a* J 
broadband n u l l in g  c a p a b i l i t y .  Thus, proper design requ ires  th a t
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(a) Of  -  De . -  Or - f _f «  B '1 (351)

(b) D + D. - D «  B 
1 r  e1

-1

-1

In  p ra c t ic e ,  i t  is  poss ib le  to  s a t is f y  these requirements 
over a given frequency band by (1) in s e r t in g  an app ro p r ia te  
delay in  path B to H, (2) matching the delays Dw. and Dw .,

* J
(3) matching the delays Dr . f  ■ and Dr . f  and (4) a d ju s t in g  the

* J
re ference s igna l delay r e la t i v e  to  D r . f .  + Dg - Df. Techniques 
(1 ) ,  (2 ) ,  and (4) may be implemented using wideband c i r c u i t s  and 
de lay l in e s .  However, the o n ly  e f fe c t iv e  method fo r  matching 
r . f .  delays is  to  employ f i l t e r s  which have nearly  id e n t ic a l  
passband c h a ra c te r is t ic s .  In  some cases, th is  may re q u ire  
f i l t e r i n g  a t  baseband to  o b ta in  c lose to le ra n ce s .

The weights converge as in  Equation (350) provided the delay 
T3-j 0  = l , 2 , - - - m )  is  " s u f f i c i e n t l y  s m a l l . "  To o b ta in  a more
p rec ise  re la t io n s h ip  between the delay T3  ̂ and weight convergence, 
assume

r l u  ■ 0

D + D .  = D + D ,
wi  r * f ' i  wj  r * f * i

and =

(352)

By fu r th e r  assuming th a t  the i  i n i t i a l  weight w-j(t0 ) remains 
constant during  the i n i t i a l  delay in te rv a l  t 0 < t  < t 0 + x3_., 
the Laplace transfo rm  o f  Equation (349) becomes

~ J 1 l "" ̂  T i5)
sw(s) = aV - Rxd - Kxw { t0 ) 1[1  - e -3 ] (353)

-  Kx w(s) e
- ( l 3S)
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where

w(s) = t  (w(t )}

The Laplace transform  o f  the component o f w ( t)  p ro jec ted  onto 
the n t "  e igenvector o f  K s a t is f ie s  the fo l lo w in g  equation:

syn(s) - « 4  <p Rxd>n - ?  Xn O - e"i3S ) ’ n <354>

- Cpw(s) e “ 3 ] nJ ; n - l , 2 , . . .m

where

y (s )  = pw(s)

By Equations (352),

x3 = Db + De ’ i  -  l , 2 , . . . m  (355)
i  i  i

Assuming the delays are equal among elements, i . e . ,

T3 t 3 = t 3 J i ^ j

y ( s) becomes

; j  = 1 ,2 , * • *m (356)

y „ ( s ) ----------------- L— -  f  (357)
( T -jS )

s *  „ x n e

• C(p Rxd>r, - xn (Pw<to»n (1 '  e T3S>] '* " = 1,2‘ " ' m
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which is  the t ra n s fe r  fu n c t io n  o f  the loop shown in  Figure 49. 
Employing the Nyquist s t a b i l i t y  c r i t e r io n ,  th is  loop, and thus 
yn( t ) .  is  u n c o n d it io n a l ly  s tab le  i f

i  ,n = 1,2, ■ ■ •(« (358)

or

3

Consequently, the weight equation [Equation (349)] converges i f  
Equations (352), (356), and (358) are s a t is f ie d .

Figure 50 i l l u s t r a t e s  the time response o f  yn ( t ) fo r  a moderate

and several d i f f e r e n t  i n i t i a l  weights w0(= w ( tp ) ) .  The component 
o f  w0 pro jec ted  onto the nth eigenvector [(pw0) n] is  normalized 
to  the s teady-s ta te  value o f  y n( t ) [= (P R xd)nA n l-  Time delay 
is  shown to induce r in g in g  which is most pronounced when (Pw0 ) n 
is  near to o r la rg e r  than the s teady-s ta te  va lue. The magnitude 
o f  the r in g in g  decays a t a ra te  p roport iona l to  aXn *

3. Amplitude and Phase Error

w e i g h t  m u l t i p l i e r ,  i t s  o u t p u t  (Y[<(t)) is g i v e n  b y  w ^ *  x ^ f t ) .
In p ra c t ic e ,  non-ideal c i r c u i t  components cause an amplitude and 
phase e r ro r  which may be characterized by a p p ro p r ia te ly  sca ling  
the ideal m u l t ip l ie r  output as fo l lo w s :

delay o f

In The Weight M u l t ip l ie r s  

Id e a l ly ,  when the sca la r wk^is app lied to  the complex

(359)
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t ® : —
y; < 0

y J O

< x j
i t O ELA Y

T 3

Figure 49—A closed loop representa tion  o f  the LMS 
a lgo rithm  when t j . . = 0 ,  to .  " 0, and 
T3- = x3 fo r  l»2 ,-*-m ^
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where ck - 1 and Ak represent the amplitude and phase e r ro r ,  
re s p e c t iv e ly ,  o f  the k™ complex weight. I t  is  assumed th a t  
ck and Ak are constant over the inpu t s ignal bandwidth.

The weight vec to r is  determined by so lv ing  the vector d i f 
fe re n t ia l  equation

= »[Rxd - kx w ( t > ] (360)

which app lies when a is  sm all, ft is  an mxm diagonal m atr ix  
defined by

f t  =

JA
c^e 1

0

0

c2e

0

0

0

j  A
cmem

m

In genera l, the elements o f ft depend on the weight vec to r. 
Assuming th is  fu n c t io n a l dependence is  s u f f i c ie n t l y  "w e ll-  
behaved," i . e . ,  ck and Ak Are smooth functions o f  w, then the 
impact o f  ft on the convergence p rope rt ies  o f Equation (360) is  
m inimal. Thus,

* f f1 K̂ 1 Rxd = w . (361)

From Equation (359), the s teady-s ta te  array output s ignal is  
expressed as

h t )  -  l Ypk( t )  = ^ * x ( t )  (362)
k=l eK

-  < d Kx- '  J ( t )

* " J p t  * ( t >
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which shows th a t  the a rray  ou tput s ig n a l- to -n o is e  r a t io  is  
una ffec ted  by phase and amplitude im perfec tions  in  the weight
m u l t i p l i e r  c i r c u i t s  (o f  the type cons ide red).

4. Weight M u l t i p l i e r  Feedthru

Feedthru is  the amount o f  "leakage" between the w eight m u l t i 
p l i e r  IF inpu t and IF ou tpu t po rts  caused by c i r c u i t  mismatches 
and s tra y  capacitances. I t s  e f fe c ts  on performance may be 
determined using the model shown in  F igure 51. The complex-type 
sca la rs  Ckl and ck2 are assumed constant f o r  a given in p u t  s igna l 
x k ( t ) • The ou tpu t o f  the k th  complex weight can be determined 
as fo l lo w s :

= wk* * k ^  + ^c kl '  j  c k2*^ ^363^

-  wk*  x k ( t )  + dk* x k ( t )

where

dk = c kl + j  ck2 ’ ^364^

Summing the m complex weight outputs y ie ld s  an expression f o r  
the a rray  ou tpu t

m , .
T ( t )  -  I  Tk ( t )  = wf  IC t )  > d+ S ( t )  (365)

k=l K

where

d =

m

Thus, f o r  small a ,
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Figure 51--Weight co n tro l model w ith  s ignal feedthru.
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(366)

which converges to the so lu t io n

(367)

The steady-sta te  a rray output s ig n a l,  obtained from Equations (365) 
and (367), is  given by

Thus, feedthru biases the s teady-s ta te  weight ve c to r,  but does 
not a f fe c t  the output s ig n a l- to -n o is e  r a t io .

5. D.C. O ffse ts  and Dynamic

Preceding re s u l ts  p e rta in in g  to  array performance were 
obtained under the assumption th a t  the feedback vo ltage is  zero 
(on the average) when the output s ig n a l- to -n o is e  r a t io  is  optimum. 
In p ra c t ic e ,  however, th is  cond it ion  is  not s a t is f ie d  as a re s u l t  
o f  imperfections in the c i r c u i t s  used to  implement the baseband 
processing func tions . In p a r t ic u la r ,  the 30 MHz IF to baseband 
downconverters, baseband a m p l i f ie rs ,  and in te g ra to rs  are not ideal 
in  p rac t ice  and may be represented as having d .c .  o f fs e ts  a t  
t h e i r  outputs. To analyze the e f fe c ts  o f th is  e r ro r ,  the loop 
gain a is  separated in to  the product o f  the baseband loop gain 
and the IF loop gain as shown in  Figure 52, where

o -8-| B2 B3 B4 (369)

(368)

Range Considerations

where

B. = in te g ra to r  gain constant, (sec)“ ^

S2 = e r ro r  m u l t ip l ie r  gain constant, — 'rms - v o lts --
(rms - v o l ts )
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B3 = IF vo ltage  g a in , ™  : - % { * {

= w e igh t m u l t i p l i e r  gain constant (rms - v o l t s ) '^

O ffse t in  the i ^ 1 in-phase (quadra ture) weight loop is  modeled 
by adding a constant d .c .  e r ro r  vo ltage , d-n ( d i 2 )* to  the base
band mixer ou tpu t as shown in  Figure 52. In th is  case, the w e ight 
equation reduces to *

T t 4 1  = S2 Rxd  -  b2 e 3 Kx ®1 S4  w -  ^
(370)

where

d =

dl l  + j  d12 

d21 + j  d22

dml + * dm2

Equation (370) has the s te a d y -s ta te  s o lu t io n

wss * a * M2 "x x̂d ( 3 7 2 )

I t  is  apparent from th is  r e s u l t  th a t  the o f f s e t  vec to r d̂  changes 
the c ro s s -c o r re la t io n  vec to r from i t s  idea l value.

To determine when the e f fe c ts  o f  d .c .  o f fs e ts  may be neg lected,
consider the component o f  w p ro jec ted  onto the ntn e igenvector 
o f  Kx :

^  ss * n -  s c  r e2 <p V n - (p  ^  • ( 373 )

*Note th a t  the c o e f f i c ie n t  o f  is  not a f o r  th is  case.
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Figure 52—Adaptive processor model w ith  c o n tro l- lo o p  d .c .  
o f fs e ts ,  a = 0 ] 62 ^3 e4 -
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The output desired s ignal power and output noise power are 
expressed in  the eigenspace as

m

n=l (PRxd)n - (PdJn1 I2 074)
Xn

No = 1 2 I f-IMPRxd)n- <PDn I
a  n = l  n

(375)

I t  is  e a s i ly  shown th a t  S„ and N are bounded as fo l lo w s : J o o

-  1 1 T o A-  i  W 2
A .  '  a U  . (1 + T W-  opt \  min o

(376)

No »

where

s(

N.

1 ( d t d ^ 2 
+ — 1

opt a \ XXm m

opt

opt

s2 T 2
6 2 , * | 2  To

opt — — "op t ^2 1,1 1 + Tq

w ! .  M w
$

opt opt 2
2 ,? | 2

a (1 + t0)'

(377)

A . = minimum eigenvalue* o f K (rms - v o l ts )mm 3 x '

Consequently, d .c .  o f fs e ts  n e g l ig ib ly  a f fe c t  the output 
s ig n a l- to -n o is e  r a t io  provided

. m n n o I I 2 o___
d d = J  CId i  ! + I d i21 ^<K Xmin h  (1 + T )2

1=1 o

*The minimum eigenvalue is  equal to  the per-element thermal 
noise power then the array is  under-constrained (p < tn ).

(378)
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Worst case degradation occurs when d happens to  a l ig n  w ith  an 
e igenvector associated w ith  Amin* By proper assignment o f  values 
to  the gain fa c to r  and the reference s igna l power, the re la t io n  
in  Equation (378) can be s a t is f ie d  over the operating range o f 
the inpu t and output s ig n a l- to -n o is e  r a t io s .

To minimize the e f fe c ts  o f  d .c . o f f s e t ,  system design should 
i n i t i a l l y  focus on maximizing the e r ro r  m u l t ip l ie r  gain (3?).
An upper l i m i t  on 32 is  imposed in p ra c t ic e  by dynamic range 
l im i ta t io n s  in  the e r ro r  m u l t ip l ie r  c i r c u i t s  or in  the i . f .  
c i r c u i t s  th a t  fo l lo w  i t .  Experimental re s u lts  in d ica te  th a t  
l im i t in g  during i n i t i a l  t ra n s ie n ts ,  when the e r ro r  vo ltage is  
r e la t i v e ly  la rge , does not adversely a f fe c t  the convergence ra te  
i f  the e r ro r  m u l t ip l ie r  is  w ith in  i t s  l in e a r  range when the 
weights approach th e i r  s teady-s ta te  s o lu t io n . *  When the 
processor is  near s te a dy-s ta te , the average power o f the e r ro r  
s ignal is  approximately ) J2 ( i  + T0 )~ l*  Assuming th a t  the 
maximum peak-to-peak vo ltage o f  the e r ro r  s ignal is  about fou r 
times i t s  rms vo ltage, the maximum peak-to-peak voltage a t p o in t  
B o f  Figure 52 is  approximated by (assuming l in e a r  c i r c u i t  com
ponents)

Thus, l i n e a r i t y  is  maintained a t p o in t B i f

*Since s t a b i l i t y  o f the LMS loop is phase s e n s it iv e ,  c i r c u i t s  
in  the feedback path should be designed to m ainta in a (n e a r ly )  
constant in s e r t io n  phase s h i f t  when they are driven In to  
1imi t in g .

(379)

where

per-element inpu t s ignal power (rms - v o l ts )
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where v denotes the upper bound on vg required to mainta in  
max

l i n e a r i t y . *  Assuming Equation (378) Is an e q u a l i ty ,  Equation 
(378) may be reexpressed as

d+ d 4  l ^ l 2 — ---------7 <3 8 1 >
  (1 + T ) 2

0

X <ve  >2 T_ min max o
64 Pa 1 + Te omax

where Pe denotes the maximum inpu t s ignal power.* I t  is  max
apparent from th is  re s u l t  th a t  vemax and 62 should be as la rge

as possib le  to  minimize the e f fe c ts  o f  a f ix e d  d .c .  o f f s e t .  The
f in a l  step in  designing a system which minimizes the e f fe c ts
o f  d .c . o f fs e ts  involves se le c t in g  the appropria te  baseband
components w ith  d .c . o f fs e t  c h a ra c te r is t ic s  tha t s a t is f y  the
above re la t io n  over the expected range o f  the system parameters
A . „  and T . min 0

The re la t io n  given in  Equation (381) ind ica tes  th a t  the 
e f fe c ts  o f d .c . o f fs e t  are ( e x p l i c i t l y )  independent o f  the gain 
parameters A t, A3 ,  and A4.  The se lec t ion  o f  A3 ,  however, is  
governed by o ther dynamic range cons idera tions. In p a r t ic u la r ,  
i t  is  known [15 ] th a t performance degrades severely when the weight 
m u l t ip l ie r  c i r c u i t s  are overdriven by excessive inpu t s igna l power, 
i . e . ,  the output o f each weight m u l t ip l ie r  is  l im ite d  to  a ce r ta in  
maximum le v e l .  This r e s t r ic t io n  places a lower bound on A 3 ,  since 
the processor must be capable o f  (approximately) matching the 
desired s ignal component o f i t s  output w ith  the reference s ig n a l.  
More p re c is e ly ,

woPt  £<*» ■ t W  ’ w  (382>r o

* I t  is  assumed th a t the D in p u t (see Figure 52) o f  the e r ro r  
m u l t ip l ie r  is  not overdriven.
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which im plies

Pe _  To

2 X, P (1 + T ) t383)
1 max °

where

P = maximum l in e a r  ou tpu t power o f  each in-phase (o r  
wmax quadrature) w eight m u l t i p l i e r  (rms - volts)2

2
x i = sm a lles t non-thermal noise eigenvalue (rms - v o l t s )

S e tt in g  03 equal to  the minimum in  Equation (383) and employing 
the maximum in  Equation (380) y ie ld s  an expression fo r  the loop 
gain constant in  terms o f  c i r c u i t  dynamic range c h a ra c te r is t ic s :

-  B! 64 „a  o—  v
maxN X1 Pwmax

(384)

where an a r b i t r a r y  value o f  6 dB has been assigned to  T0 . This 
r e s u l t  shows th a t  a can be se lec ted  by choosing an app rop r ia te  
gain a t  baseband w ith o u t e f fe c t in g  processor dynamic range 
c h a ra c te r is t ic s .

The experimental a rray described in  sec t ion  B has the fo l lo w 
ing parameter va lues* in  the lo w e r-ra te  format (LRF):

v = 0 . 7  (p - p v o l t s )  (385)
max

Pe = (m)- "* P» = 5.2 x TO' 2 (rms - v o l t s ) 2 
max max

P = 4 .5 (rms - v o l t s ) 2 
max

B1 = 1 . 6  x 105 (se c ) " 1

*Wide band a m p l i f ie r  s e t t in g  is  50 dB.

211



e2 = 8.52 rms -  v o l ts
«

(rms -  v o l t s ) '

= 1.7 rms - v o l ts  
rms - v o lts

| r |

= 5 

= 1.15 x 10

(rms - v o l ts )  

7

-1

(sec) (rms - v o l ts ) -2

= 0.071 (rms - v o l ts )

I V 2 * 1 5 M V / ° C

d+ d = 1.8 x 10~9 [p v /° C ]2

*  maximum*

Equation (378) is  s a t is f ie d  i f
2

A . »  5 x 10mi n

and Equation (383) is  s a t is f ie d  i f

-5 To A-j > 1.0 x 10 3 J ~ T T

pv
°C (386)

(387)

A lso, 62 is  re la ted  to  the upper bound o f  Equation (380) by 

0.2
B2 *

0  *  T0)

i + r ™x I?!2 p
(388)

'max

^ I n i t i a l  d .c . o f fs e ts  are assumed nu lled .
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The bound on 82 is sa tis f ied  i f  T0 > 1-6.

Experimental re s u l ts  in d ica te  th a t  d .c . o f fs e ts  and c i r c u i t  
dynamic range l im i ta t io n s  dominate departures from the idea l 
weight equation [Equation (62 )] when the contro l loop band
width is  sm aller than the inpu t s ignal and the inpu t s igna ls  
are narrowband w ith  respect to  the 10 MH2 IF bandwidth. Thus, 
the re la t io n s  in  Equations (386) and (387) may be employed to  
determine the range o f in pu t and output parameters over which 
e f fe c t iv e  array opeation can be expected. I f  the per-element 
inpu t power equals Pemax ^nd the ambient temperature is  c o n tro l le d
to  w ith in  about ±2°, then the prototype array processor is  capable 
o f e f fe c t iv e ly  processing in s ignal environments w ith  the fo l lo w in g  
p ro p e r t ie s :

(389)

e
£ 52 dB

Pemax ^ 42 dB

62 = 0.14 C

(390)

Pe
% 49 dB

min
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38 dB

P2 = 0.08 C

(391)

Trt = 10: o

max
A . min

% 48 dB

^  ^38 dB

B2 = 0.06C

where

C
max

1 + T.

'max

The bounds in Equations (386) and (387) were derived assuming a 
worst case signal environment and thus represent minimum capa
b i l i t i e s .  In p a r t ic u la r ,  when the array is  co-phased to  desired 
s ignal and T0 = 4, an input in te r fe re n c e - to -d e s ire d  s ignal power 
o f 46 dB can be e f fe c t iv e ly  processed.

The s teady-s ta te  performance o f  the experimental adaptive 
a rray under high leve l cw in te r fe re n ce  cond it ions  is  i l l u s t r a t e d  
by the photographs in  Figure 53, which were obtained under the 
fo l lo w in g  co n d it ions :

= inpu t in te r fe re n ce  to desired s ignal 
r a t io  = 43 dB
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p'Ks
mcr

S
2 = per element desired 

r a t i o  = 0 dB
signal to thermal noise

= angular separation between the desired and in te r fe r in g  
s igna ls  = 60° per element ( e le c t r i c a l ) .

by 2 MHz from the 
observe the n u l l  
spectra before 
spectra o f  the

The in te r fe r in g  s igna l frequency was o f fs e t  
a rray cen te r frequency to  make i t  eas ie r to 
depth. Figure 53(a) shows the a rray output 
adaption, and Figures 53b, c and d show the 
a rray ou tpu t s ig n a l,  reference s ig n a l,  and e r ro r  s ignal a f te r  
adaption. The re s u l ts  show th a t the a rray  completely n u l ls  
the in te r fe r in g  s ig n a l.  The array a lso improves the output 
s ignal to  thermal noise r a t i o ,  as evidenced by the fa c t  th a t  
(1) the output s ignal leve l approximates the reference s ignal 
leve l and (2) the desired s ignal to  thermal noise r a t io  is  
much h igher a t the array output (F igure 53b) compared to the 
e r ro r  monitor ou tput (F igure 53d). That i s ,  the a rray  has 
s imultaneously formed a beam on the desired s igna l and nu lled  
an in te r fe r in g  s ignal 43 dB h igher in  le v e l .

The ra t io s  in  Equations (389) and 
fo l lo w in g  system parameters which are 
present implementation:

1
-1

max e

r |
2

(391) are re la te d  to  the 
e a s i ly  m odified in  the

(392)

\nin max

h

| r |2
( A T ) -

where

AT maximum change in  
have been nu lled .

ambient temperature a f te r  d .c .  o f fs e ts
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(a) Array output with in i t ia l  conditions set,

m m rm irnmmmmm

’  >rYv»’V irf,y  ,M'Wt*p'K p i

|M i ii |i mi i| in if |

(b) Array output a fte r  adaption.

Figure 53--Signal spectra within the LMS control loop.
Pj/Ps = 43 dB; ps/o = 0 dB. Horizontal: 
500 KHz/cm. V ertica l: 10 dB/cm.
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(c) Reference signal a fte r  adaption.

m m *-

(d) Error signal a fte r  adaption.

Figure 53--(cont.)  
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I t  is thus possible to optimize the dynamic range by appropri
ate ly selecting (or controlling) these parameters. For example, 
i f  these parameters are modified as follows,

Parameter Value Change (393)

B3 = 5.287 + 10 dB

$2 = 27.0 + 10 dB

f r |  = 0.018 - 12 dB

(AT) ^ 1°C -12 dB

then, for TQ = 4 (numeric),

'max
min

'Vi 59 dB (394)

'max £ 60 dB

B2 = 0.25 C

Note that some clipping in the error m u ltip lier (or i . f .  c ircuits  
following the error m u lt ip lie r) may occur for this value of B2 .

6 . The Effects of Higher Order 
Poles in the Feedback Loop

Ideally , c ircu its  used to implement the LMS control loop 
would have wide bandwidth and wide dynamic range characteristics. 
In practice, bandlimited circuits normally result in greater cost 
effectiveness and improved dynamic range. Moreover, f i l t e r s  are 
required in the present implementation (see Figure 38) to remove 
unwanted sidebands generated by the up/down conversions within 
the loop. The purpose of this section is to determine the effects  
of narrowband c irc u it  elements on LMS algorithm performance.
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Generally, the most stringent dynamic range requirements 
occur in the weight and error multipliers. In applications which 
require fu ll  dynamic range capabilities, the inputs and outputs 
of each of these stages should be "tuned" to minimize thermal and 
stray signal noise which could adversely affect processor perform
ance. As outlined in section 2, delays introduced by these f i l te r s  
should be small re lative to the control loop bandwidth and should 
be accurately matched over the input signal bandwidth. The need 
for f i l te r in g  at the input of these devices is alleviated to a 
certain extent in the present implementation since dynamic range 
requirements are well within the capabilities of these c ircu its ;  
thus, input f i l te r s  were omitted.

Finite component bandwidths are a second source for higher 
order poles in the feedback loop. In particular, baseband com
ponents which must meet wide bandwidth as well as low d.c. d r i f t  
and high gain requirements can be more costly. C r ite r ia  
for determining d.c. offset and gain requirements were presented 
in section 5. Bandwidth requirements w ill be determined by 
modeling the feedback loop as shown in Figure 54. Assume the 
low-pass f i l t e r  has the following transfer function:

(395)
(s + a)(s + b)

The weight equation for this case becomes

w(t) = (a + b) w(t) + a b w{t) (396)

a a b x (t)  [ r +( t )  -x+( t )  w (t ) ]

where

e tc .
d tJ

Taking the ensemble average, Equation (396) reduces to

•  •  » •  0  / I I

w ( t )  + (a + b) w ( t )  + a b w ( t )  = a a b [Rx(j - Kx w ' t ' -* (397)
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WEIGHT
CONTROL
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w ( t )
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LOW PASS 
FILTER
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ERROR
SIGNAL

MULTIPLIER

Figure 54--Adaptive processor model with a low-pass f i l t e r  
in the feedback loop.
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— thThe component of w(t) projected onto the n eigenvalue is thus
described by the equation

*y’ ( t )  + (a + b) y * ( t )  + a b yn( t)  +a a b xp yn( t) (398)

= a a b <P Rxd>n n = 1 ,2 , - •  -m

By the Routh s ta b il i ty  cr ite rion , y ( t)  converges to a f in i te  
value i f

aX„ < a + b (399)

The LMS control loop is therefore stable i f  the above inequality 
is satisfied for a ll values of Xn. Note that well-behaved
response normally requires aXn < ^(a + b).

Next, suppose that

a >> aX_ (400)

In this case, G in Equation (395) represents the transfer 
function of a single pole low-pass f i l t e r  and the solution to 
Equation (398) is approximated by

(1
y„(t) -

Cn>
( P Rxd'n

']
2 C. (401)



where

I 40 *«
V j 1 b- ^

m1 >2 , - 7 Cl ♦ cn>

Figure 55(a) i l l u s t r a t e s  the dependence o f  mi.2n on the low-pass 
f i l t e r  c u to f f  frequency (b) and Figure 55(b) i l l u s t r a t e s  the de
pendence o f  mi ,2  on aXn- I f  a*n ~ h /4 * then the magnitudes o f  
min and m2n are g rea te r  than aAn , whereas i f  aXn > b /4 ,  the 
low-pass f i l t e r  causes the a rray  to  respond more s lo w ly . On the 
su r face , th is  r e s u l t  seems to  imply th a t  a can be increased by a 
fa c to r  o f  Umax b )_l to  equa lize  the minimum time constant to  the 
minimum time constant o f  the ideal LMS a lg o r i th m , thereby in 
creasing response time to  sm a lle r e igenvalues. However, a de
ta i le d  ana lys is  has shown th a t  the low-pass f i l t e r  does not reduce 
excess noise due to  w eight j i t t e r  f o r  a given se t o f  loop param
e te rs  a, At, and P j. As a r e s u l t ,  a s in g le  pole low-pass f i l t e r  
can be used to  improve the convergence ra te  by most a fa c to r  
o f  two. F u r th e r,  th is  improvement can on ly  be re a l iz e d  by 
s e le c t in g  b = 4a where *£ represents the sm a lles t e igenvalue 
o f  in te r e s t .  In genera l, low-pass f i l t e r i n g  should not be 
employed to  o b ta in  improved response to  small eigenvalues f o r  
the fo l lo w in g  reasons: ( 1 ) the re s u l t in g  improvement in  the
convergence ra te  is  r e la t i v e l y  sm a ll,  ( 2 ) the requ ired  2 m 
low-pass f i l t e r s  add to  system c o s t ,  and (3) excessive " r in g in g "  
is  induced in  the response to  la rg e  e igenvalues. A lso , Equation 
(401) was derived under the assumption th a t  a is  very la rge  and 
th a t  feedback delay is  n e g l ig ib le .  Since these two requirements 
are d i f f i c u l t  to  achieve in  wide-band systems, the a d d it io n  o f  
a s in g le  pole low-pass f i l t e r  may w e ll cause i n s t a b i l i t y .
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( b  =  00 ) —otXf

( b  =  c o ) b = 0

Figure 55--The e f fe c t  o f the low-pass f i l t e r  c u to f f  frequency 
on the poles o f  the feedback loop.
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D. Experimental Performance w ith  a
Constant Envelope Signal

1. In t ro d u c t io n

Measurements in  th is  se c t ion  i l l u s t r a t e  basic performance o f  
the system in  F igure  35 when the TDMA modem was con figu red  to  
tra n sm it  a PN coded desired s igna l on a continuous ba s is .  Random 
data were added to  the des ired  s igna l during  the assigned overhead 
and data s lo ts .  In the fo l lo w in g  sub -se c t io n , the in te r fe re n c e  
p ro te c t io n  a ffo rd e d  by waveform processing is  evaluated in  terms o f  
the measured BEP. In subsequent sub -se c t io n s , measurements were 
performed to  eva lua te  SS/TDMA performance when the mean weights 
were in  the s te a d y -s ta te  c o n d it io n .  The s te a d y -s ta te  c o n d it io n  was 
es tab lished  by a l lo w in g  the ASP to  adapt con tinuous ly  (except du ring  
the reference delay in te r v a l )  in  a s ta t io n a ry  environment. The 
re s u l ts  presented in  sub-sec tion  3 show measured performance when 
the e f fe c ts  o f  weight j i t t e r  were n e g l ig ib le ,  i . e . ,  when the loop 
response time was slow w ith  respect to  the code ra te .  The re s u l ts
in  sub-section  4 were obtained under h igher loop gain c o n d i t io n s ,
and thus e x h ib i t  the e f fe c ts  o f  w e igh t j i t t e r  on system performance.

2. Waveform Processing Gain

The measurements discussed in  th is  sec t ion  were obta ined w ith  
the ASP opera t ing  in  the i n i t i a l  cond it io n s  se t mode ( i . e . ,  con
s ta n t  weight c o n tro l vo lta g e s ) .  In  th is  mode, the a rray  acts 
sim ply as a f ix e d  transm iss ion  path fo r  in p u t sources o f  des ired  
s ig n a l ,  in te r fe re n c e ,  and thermal no ise . The measurements in  
F igure 56 in d ic a te  the in te r fe re n c e  inm unity  a f fo rded  by waveform 
processing a t  the d i f f e r e n t ia l  d e te c to r .  With a l l  but one o f  the 
weight co n tro l vo ltages se t equal to  zero, a f ix e d  le ve l o f  des ired  
s igna l and thermal noise and a v a r ia b le  le v e l cw in t e r f e r in g  
s igna l was ap p lie d  to the a rray  in p u t .  The in p u t  des ired  s igna l 
to  thermal noise r a t i o  was se t equal to  6 dB and the p o s t - l im i t e r  
a t te n u a to r  was f ix e d  a t  a value corresponding to  a d e te c to r  in p u t 
ene rgy -to -no ise  d e n s i ty ,  Eh/N0 , o f  approxim ate ly 10.3 dB and a 
measured BEP o f  2.95 x 10_5 (4 .3  x 10_5 when the des ired  s igna l 
was quadraphase modulated) in  the absence o f  in te r fe re n c e .
Because the thermal noise bandwidth (8  MHz doubled-s ided) was 
much la rg e r  than the data r a te ,  i t s  spec tra l d e n s ity  was about 
15 dB sm alle r than the spec tra l d e n s ity  o f  noise added to  the 
l im i t e r  o u tp u t;  th e re fo re  i t s  on ly  s ig n i f i c a n t  e f f e c t  on the 
measurements was to  s l i g h t l y  suppress the des ired  s igna l power 
a t  the bandpass l i m i t e r ’ s o u tpu t. The thermal noise was added 
to  f a c i l i t a t e  a comparison between waveform processing ga in  and 
adaptive  a rray  processing gain in  subsequent re s u l ts  to  be 
presented. Three sets o f  data p o in ts  are shown in  Figure 56.
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Figure 56--Measurements showing the in te r fe re n ce  p ro tec t ion
afforded by waveform processing a t the d i f f e r e n t ia l  
de tector fo r  a bandspreading r a t io  o f  16:1. The 
horizon ta l scale represents the in te r fe re n c e - to -  
desired s ignal r a t io  a t the inpu t to  the bandpass 
l im i t e r .  Desired s ignal c a r r ie r  frequency = 70 MHz. 
C.W. in te r fe re n ce  frequency = 70 MHz + 100 Hz.
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The set e x h ib i t in g  the h ighest measured BEPs represent DPSK 
de tec to r performance as a func t ion  o f  the in p u t in te r fe re n ce  
to  desired signal r a t io  when the in te r fe r in g  s ignal was 
biphase modulated by the same PN code as the desired s ig n a l,  
i . e . ,  the measurements in d ic a te  performance w ithou t waveform 
processing gain. The data la b e lle d  "biphase" gives performance 
when the code modulation was removed from the in te r fe r in g  s ig n a l.
A comparison o f  these two re su lts  ind ica tes  th a t a band-spreading 
r a t io  16 provides only about 5.5 dB o f  in te r fe re n ce  p ro te c t io n  
{the ho r izon ta l se p a ra t ion ). This amount o f  waveform processing 
gain is  c le a r ly  inadequate when in te rfe rence  to signal r a t io s  o f  
20 dB to 30 dB are considered since the BEP increased nearly  
three orders o f magnitude as the in p u t r a t io  was increased to 
u n ity  {0 dB). I t  is  im portant to note th a t  the waveform processing 
gain to  cw in te r fe re n c e  shown in  Figure 56 is  one fa c to r  th a t 
determines the c lo ses t angular separation between the i n t e r 
fe r in g  s igna l and the desired s ignal in  a given a p p l ic a t io n  
(e .g . ,  [1 5 ] ) .  The reason fo r  th is  is  th a t  the output desired 
s ignal to in te r fe r in g  s igna l r a t io  o f  the optimum s p a t ia l f i l t e r  
increases as the angular separation decreases. For example, the 
r a t io  is  as low as -1 dB fo r  the very close angular separation 
(gj) o f  10° per element when Pi/o2 = 0 and_Pj/cj2 ± 7 dB. (This 
r a t io  increases p ro p o r t io n a te ly  w ith  P£/a ) .  The measured BEP 
would be very high (above 10_2 ) in  th is  case regardless o f  the 
leve l o f  down-1 ink noise added.

In order to minimize th is  e f fe c t ,  ^ >_ 30° and P£/o^>0 dB in  
most re s u l ts  to be presented; in  th is  case, the minimum output 
desired s ignal to in te r fe r in g  signal r a t io  o f the optimum s p a t ia l  
f i l t e r  was greater than 8.3 dB regardless o f  the inpu t in t e r 
ference to desired s igna l r a t io .  This minimum occurs fon(j=30o 
and P£/a2=0 dB when P j/Ps-0  dB. For Pj/Ps=12 dB, the output 
desired s igna l to  in te r fe re n ce  r a t io  increases to 15 dB due to 
the power inve rs ion  c h a ra c te r is t ic  o f  the optimum f i l t e r .  At 
these r e la t i v e ly  low le ve ls  o f  output cw in te r fe re n c e , the BEP 
can be re la te d  to  the array output SNR w ith  adequate accuracy 
using the l im i t e r  suppression c h a ra c te r is t ic  in  Figure 44.
A d iscussion and experimental in v e s t ig a t io n  o f  performance fo r  
c lose r angular separations was conducted e a r l ie r  on a s im i la r  
adaptive a rray implementation [1 5 ] .  The in te r fe re n ce  immunity 
a fforded by quadraphase modulation is  a lso shown in  Figure 56.
The re s u l ts  show th a t quadraphase modulation did not s ig n i f i c a n t l y  
improve performance compared to biphase modulation. The a d d it io n a l 
expanse o f  u t i l i z i n g  quadraphase coded s igna ls  fo r  the purpose 
o f  p rov id ing  a d d it io n a l immunity to  in te r fe re n ce  the re fo re  
appears unwarranted.
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For the purposes o f  comparison w ith  adaptive array per
formance presented in  la t e r  se c t ions , BEP measurements were 
also conducted using a moderate bandwidth (563 KHz doubled- 
sided) in te r fe r in g  s ig n a l.  A l l  o the r cond it ions  were approx i
mately the same as in  the c.w. in te rfe rence  measurements 
presented in  Figure 56.

The predominant source o f  degradation in  the wide-band case, 
shown in  Figure 57, was due to  l im i t e r  suppression, since the 
spectra l dens ity  o f  the in te r fe r in g  s ignal was small r e la t iv e  
to  the spectra l dens ity  o f  the p o s t - l im i te r  a d d it iv e  noise. 
However, the extent o f  degradation is  sm aller than th a t  
pred ic ted  from the l im i t e r  suppression c h a ra c te r is t ic  o f  
Figure 44. This d if fe re n c e  is  apparently  due to the fa c t  th a t 
the in te r fe re n ce  was much narrower band re la t iv e  to the thermal 
noise bandwidth.

3. Performance w ith  Small Loop Gain

Measurements in  th is  section i l l u s t r a t e  the basic performance 
o f  the system o f  Figure 35 when the mean weights are near t h e i r  
s teady-s ta te  so lu t io n  and the e f fe c ts  o f  weight j i t t e r  are 
n e g l ig ib le .  The f i r s t  se t o f  measurements, shown in  Figures 58- 
60, i l l u s t r a t e  system performance in  the LRF and HRF modes o f  
operation when the inpu t desired s igna l to thermal noise r a t io  was 
0 dB and no d ire c t io n a l in te r fe re n ce  sources were present. The 
measured BEP is shown as a func t ion  o f  the (data) b i t -e n e rg y - to -  
noise dens ity  r a t io ,  which was varied by incrementing the post
l im i t e r  a ttenua to r and hold ing the a d d it iv e  noise leve l constant. 
For the purposes o f comparison, ideal DPSK de tec to r performance 
is  also shown. Results in  Figure 58 were obtained in  the LRF 
mode w ith  the range tra ck in g  loop disabled and w ith  zero t im ing  
e r ro r  between the transm it time base and the NCS, and re s u l ts  in  
Figure 59 were obtained under the same cond it ions except the range 
track ing  loop was enabled. These two sets o f  re s u lts  show tha t 
adding quadraphase modulation caused a s l ig h t  increase in  the 
BEP r e la t i v e  to the biphase case. The data c lo se s t to  the ideal 
curve in  Figures 58 and 59 were taken from the re s u l ts *  in  
Figure 46 to i l l u s t r a t e  r e la t iv e  performance w ith  and w ith o u t 
the s a t e l l i t e  s im u la to r  w i th in  the transm ission path. W ith in  
the range th a t comparative data were a v a i la b le ,  these re s u l ts  
show th a t  in tro d u c t io n  o f  the s a t e l l i t e  s im ula tor was the 
system caused on ly  a s l ig h t  increase in  the BEP. Figure 60 
shows BEP performance in  the HRF mode when biphase code modulation 
was employed - -  both w ith  and w ithou t the range tra ck ing  loop 
enabled.

*Note th a t  the comparative data apply on ly to  the case where 
biphase code modulation is  employed.
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Figure 57--The b i t  e r ro r  p ro b a b i l i t y  versus the in te r fe re n c e -  
to -des ired  signal r a t io  a t the inpu t to  the band
pass l im i t e r  w ith  wideband in te r fe re n ce . I n te r 
fe r in g  s ignal bandwidth = 560 KHz. Biphase 
code ra te  = 175.2 Kbps.
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Figure 58--Performance o f  the experimental system versus the 
b i t  e n e rgy -to -no ise  d e n s ity  r a t i o  a t  the d e te c to r  
in pu t using quadraphase and biphase modulation. 
LRF; P j/o^  = 0 dB; a rray  adapting. The t im ing  
e r ro r  between the desired s igna l and the 
re ference s igna l was set equal to  zero.
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Figure 59--Performance o f the experimental system versus the 
b i t  energy-to -no ise  density  r a t io  using the range 
tra ck ing  loop to  synchronize the transm it time 
base. Other cond it ions  as in  Figure 58.
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Figure 60--Performance o f  the experimental system versus the 
b i t  energy-to-no ise  dens ity  r a t io  in  the HRF.
The desired s igna l was biphase modulated.
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The next se t o f  measurements in  F igures 61 and 62 i l l u s t r a t e  
adaptive  a rray  performance under cw in te r fe re n c e  c o n d it io n s .
In  these measurements, the t im ing  e r ro r  between the des ired  s igna l 
and the waveform processed re ference s igna l was se t equal to  zero 
( i . e . ,  the RTL was d is a b le d ) ,  BEP performance w ith  the RTL enabled 
was not s ig n i f i c a n t l y  d i f f e r e n t  from the re s u l ts  presented f o r  
i(p = 15° in  F igure 62, however, the ou tput SNR was i n s u f f i c i e n t  
f o r  a cq u ir ing  and m a in ta in ing  tra n sm it  t ime base syn ch ro n iza t io n .
As to  be discussed la t e r  in  t h is  s e c t io n ,  the i n a b i l i t y . t o  acquire  
synch ron iza t ion  was not re la te d  to  a bas ic  l im i t a t io n  on the 
c a p a b i l i t y  o f  the SDDLL, but was re la te d  to  the s p e c i f ic  s e le c t io n  
o f  parameters used a t  the modem fo r  v e r i f y in g  tra n sm it  t ime base 
syn ch ron iza t ion  — these parameters could e a s i ly  be m od ified  to  
perm it ope ra t ion  a t  lower s ig n a l to  noise ra t io s  i f  so d e s ired .
The BEP measurements in  F igure 61 and 62 were obta ined by va ry ing  
the leve l o f  cw in te r fe re n c e  a t  the in p u t to  the processor w h ile  
ho ld ing  the in p u t desired s igna l to  thermal noise r a t i o  f ix e d  a t  
0 dB per element. The 70.0001 MHz cw s igna l source was used to  
generate the in te r fe r in g  source, and biphase PN code m odulation 
was used to  spread the spectrum o f  the des ired  s ig n a l .  The p o s t
l im i t e r  a t te n u a to r  was ad justed so th a t  the BEP, measured in  the 
absence o f  in te r fe re n c e  and w ith  the a rray  adapting , was approx
im a te ly  1 x 10 . The s o l id  curves drawn in  each f ig u re  represent
c a lc u la te d  b i t  e r ro r  p r o b a b i l i t ie s  determined from BEP measurements 
in  Figures 58 and 60 and by tak ing  in to  account the l i m i t e r  
suppression fa c to r  (see F igure 44). To perform th is  c a lc u la t io n ,  
thermal noise and in te r fe re n c e  were removed ( i . e . ,  no l im i t e r  
suppression) and the b i t  energy to  noise d e n s ity  a t  the d e te c to r  
in p u t was measured. The s ig n a l was then removed and thermal noise 
was added. In the HRF (F igure  62), the spec tra l d e n s ity  o f  noise 
components a t  the bandpass l i m i t e r ' s  ou tp u t was about 8 . 6  dB 
sm alle r than the sp e c tra l d e n s ity  o f  the simulated dow n-l ink  noise 
when the l im i t e r  inpu t was thermal noise o n ly .  Thus, the energy 
to  noise de n s ity  a t  the d e te c to r  in p u t was approximated by

Ek 2
f T -  =  11-7 ---------------------------------------------------------(402)

i  + n  t -?2)
1 7.24

where K is  the l im i t e r  suppression fa c to r .

232



6 0

— 5

—  CO — 9 - 6  — 3 2 4  27 3 0

Figure 61--Performance o f  the experimental system versus the 
input in te r fe re n c e - to -s ig n a l r a t io  fo r  two values 
o f  the separation parameter C.W. in te r fe re n ce  
frequency = 70 MHz + 100 Hz; LRF; transm it time 
base e r ro r  = 0; P^/o^ = 0 dB.
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Figure 62— Performance o f  the experimental system versus the 
in p u t in te r fe re n c e - to -s ig n a l  r a t i o  fo r  several 
values o f  the separa tion  parameter ij»; HRF.
Other co n d it io n s  as in  Figure 61.
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The m u l t ip l ic a t iv e  fa c to r  11.7 represents the measured b i t  energy 
to  noise dens ity  r a t io  when only the desired s igna l was applied 
to  the bandpass l im i t e r ' s  in p u t.  The BEP versus Pj/Ps measure
ments agreed favo rab ly  w ith  these ca lcu la ted  re s u l ts  in  Figure 61 
ever a wide range o f  in te r fe re n ce  to  s igna l r a t io s .  D i f f e r 
ences between the measured and ca lcu la ted  BEPs were s l i g h t l y  
la rg e r  in  Figure 62 f o r  ^=30° and much la rg e r  fo r  ifi=15°. The 
higher BEP fo r  ^=30° is  a t t r ib u te d  to the combined e f fe c ts  o f  
non-ideal c i r c u i t  components used to  implement the array 
processor, in c lud ing  the e f fe c ts  o f  im perfect matching o f  the 
i . f .  a m p l i f ie rs  bandpass c h a ra c te r is t ic s  and non-zero delay 
w ith in  the feedback loop. For ip=15°* these e f fe c ts  were 
magnified (note th a t the 29 nsec feedback delay represents a 
phase s h i f t  o f  approximately 18° a t the 1.4 MHz code r a te ) ,  
and, a t  Pj/Ps = 3 dB, the ca lcu la ted  re s u l t  becomes inaccurate 
since the output desired signal to  in te r fe re n ce  r a t io  was only 
about -1 .8  dB. In order to is o la te  the e f fe c ts  o f  non-ideal 
c i r c u i t  components from the e f fe c ts  o f  weight j i t t e r ,  most 
re s u l ts  to be presented were obtained by opera ting  the SS/TDMA 
system in  the lo w e r-ra te  format. The la rg e r  dev ia tions  from 
the ca lcu la ted  re s u l t  fo r  la rge values o f  Pj/P$ in  Figures 61 and 
62 were caused by the e f fe c ts  o f  weight j i t t e r  - -  th is  e f fe c t  is  
in ves tiga ted  in  the next sec t ion .

Experimental re s u l ts  a lso agreed favorab ly  w ith  the ca lcu la ted  
re s u lts  when the in te r fe r in g  s ignal was generated from a random 
source having a moderately wide bandwidth (563 KHz and 1.7 MHz 
doub led-s ided). An example re s u l t  is  shown in  Figure 63 fo r  the
1.7 MHz case w ith  P$/a2=- 4 dB and ip=60° per element.

An example i l l u s t r a t i n g  system performance in  a wideband 
in te r fe re n ce  environment is  shown in  Figure 64. For th is  example, 
the system was operated in  the HRF and the 3 dB noise band
w id th  o f  the in te r fe r in g  s ignal app lied to  the inputs o f  the I . f .  
a m p l i f ie rs  was approximately 12 MHz (doub le -s ided ), o r about 8.5 
times the code ra te .  The angular separation parameter ^ was 
f ixe d  a t  30° per element. The experimental re s u l ts  are shown to  
deviate s ig n i f i c a n t ly  from the ca lcu la ted  re s u l t  fo r  values o f  
Pj/Ps exceeding 9 dB. This performance degradation was caused by 
the i n a b i l i t y  o f  the ASP to form a s u f f i c ie n t l y  deep n u l l  on the 
in te r fe r in g  s ignal over the wide bandwidth, which con tr ibu ted  to  
a d d it io n a l desired s ignal suppression in  the bandpass l im i t e r  stage. 
The degree o f  suppression was approximated in  Figure 65 by ca lcu 
la t in g  the s ig n a l- to -n o is e  r a t io  at the bandpass l im i t e r ' s  inpu t 
which would re s u l t  in  an equ iva len t BtP. For the purposes o f  
comparison, the idea l output s ig n a l- to -n o is e  r a t io  and the output 
s ig n a l- to -n o is e  r a t io  w ith  i n i t i a l  cond it ions  se t are a lso shown.
The re s u lts  in  Figure 65 in d ica te  th a t the output s ig n a l- to -n o is e  
r a t io  was w ith in  3 dB o f  optimum when Pj/Ps was less than about

235



X  X

24-6

Figure 63--Performance o f  the experimental system versus 
the input in te r fe re n c e - to -s ig n a l r a t io  fo r  

= 60°. In te r fe r in g  s ignal bandwidth 
= 1 .7  MHz centered on 70 MHz.
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Figure 64--Performance o f the experimental system versus the 
inpu t in te r fe re n c e - to -s ig n a l r a t io  fo r  <(j = 30°. 
In te r fe r in g  s ignal bandwidth {3 dB) -  12 MHz 
centered on 70 MHz.
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Figure 65--The array ou tpu t s ig n a l- to -n o is e  r a t io  versus 
the input in te r fe re n c e - to -s ig n a l r a t io .  The 
curves were ca lcu la te d  from the re s u l ts  in  
Figure 64 using the l im i t e r  suppression 
fa c to r .
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16 dB - -  the p o in t  a t  which the output noise power due to i n t e r 
ference equals the ou tpu t noise power due to  in p u t thermal noise. 
Note th a t ,  even though performance degraded from optimum fo r  
P j/Ps g rea te r  than about n ine d e c ib e ls ,  the ASP continued to  
provide a s ig n i f i c a n t  processing gain.

Since n e a r ly  idea l performance was obta ined f o r  narrower-band 
In te r fe r in g  s ig n a ls ,  i n s u f f i c i e n t  wide-band in te r fe re n c e  suppres
sion could on ly  have been due to  mismatched phase/amplitude versus 
frequency c h a ra c te r is t ic s  o f  the phase s h i f t e r s ,  i . f .  a m p l i f ie r s ,  
and processor co n tro l c i r c u i t s  and to  the e f fe c ts  o f  non-zero 
loop de lay. Using the re s u l ts  given in  Figures 64 and 65 as an 
example, the in te r fe r in g  s igna l must be suppressed by about 17.5 
dB to  o b ta in  the measured performance when Pj/Ps = 17.5 dB, i . e . ,

P w+ w
 ---------  = 17.5 dB (= 56.2numeric)
w M w

In order to  ob ta in  th is  amount o f  suppression, the am plitude 
and phase versus frequency c h a ra c te r is t ic s  o f  a l l  s igna ls  th a t  
were combined to  form the a rray  output had to  be matched to  
w i th in  about 1.2 dB and 7° , r e p s e c t iv e ly , over the f u l l  i n t e r f e r in g  
s igna l bandwidth. The phase matching requirement was not s a t is f ie d  
by the i . f .  a m p l i f ie rs  (preceding each weight in  Figure 38) over 
the 10 MHz bandwidth shown in  Figure 39. Subsequent spot measure
ments in d ica te d  g rea te r mismatches in  am plitude and phase occured 
beyond the 10 MHz band shown but w i th in  the 12 MHz in te r f e r in g  
s igna l bandwidth. I t  thus appears th a t  the mismatched bandpass 
c h a ra c te r is t ic s  o f  the i . f .  a m p l i f ie rs  were the primary source o f  
performance degradation under the wideband in te r fe r in g  s igna l con
d i t i o n ,  a lthough the 37 nsec feedback delay (which is  apprec iab le  
over th is  wide bandwidth) c e r ta in ly  magnified th is  e f f e c t .  A 
reasonable a ttem pt to  match these c h a ra c te r is t ic s  and to  minimize 
feedback delay over the bandwidth o f  in te r e s t  would have s ig n i 
f i c a n t l y  improved n u l l in g  c a p a b i l i t ie s  under wideband in te r fe re n c e  
co n d it io n s .  Further s tud ies  in  th is  area are reconmended.

4. Steady-State Performance 
With Weight J i t t e r

The re s u l ts  o f  b i t  e r ro r  p r o a b ib i l i t y  measurements conducted 
under high loop gain co n d it io n s  w ith  the mean weights near t h e i r  
s te a d y -s ta te  s o lu t io n  are presented in  th is  s e c t io n . The measure
ments were taken to  determine the e f fe c ts  o f  weight j i t t e r  on 
SS/TDMA performance fo r  s igna l environments encountered in  p ra c t ic e .
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In  the preceding s e c t io n ,  i t  was found th a t  an a n a ly t ic a l  
r e s u l t  could be used to p re d ic t  system performance w ith  good 
accuracy when the In te r fe r in g  signal spectrum was narrowband 
re la t iv e  to  the i . f .  a m p l i f ie r  bandwidth. This was possib le  
because (1) the s ig n a l- to -n o is e  r a t io  a t  the output o f  the ASP 
was Independent o f  the in p u t signal bandwidths (provided the 
In te r fe r in g  signal continued to be narrowband w ith  respect to the 
i . f .  a m p l i f ie r  bandwidth) and ( 2 ) the l im i t e r  suppression fa c to r  
was e a s i ly  determined from T0 . However, n e ith e r  o f these condi
t io n s  are s a t is f ie d  when the e f fe c ts  o f  weight j i t t e r  are to be 
in v e s t ig a te d . The expression fo r  excess noise due to  weight 
j i t t e r ,  i . e . ,

r 2n aAt Pj (aAt Pj) 1
PE ~ 2 - aAt Pj + 2 1 + T o

was derived in  Chapter IV under the assumption th a t  the inpu t 
thermal noise and in te r fe r in g  s igna ls  approximated ideal band
pass processes having a double-s ide bandwidth o f B Hz, where 
At = B- ' .  Since (1) the in te r fe r in g  s igna l bandwidths d i f fe re d  
from the thermal noise bandwidths in  most o f  the experimental 
re s u l ts  to  be presented, ( 2 ) the excess noise genera lly  cannot 
be assumed Gaussian, and (3) the excess noise is  c o rre la te d  w ith  
the desired s ig n a l,  the above expression was not d i r e c t l y  app lica b le . 
Formidable d i f f i c u l t i e s  were also encountered in  attempting to 
determine the e f fe c ts  o f  excess noise on the bandpass l im i t e r  
output s ig n a l.  Consequently, the a n a ly t ic a l  re s u l ts  could only 
be used to  approximate, to  se t bounds on, o r to  p re d ic t  general 
trends in  the experimental re s u l ts .

The f i r s t  series o f  measurements shown in  Figures 66 -68  
i l l u s t r a t e  the e f fe c ts  o f weight j i t t e r  when the thermal noise 
and the in te r fe r in g  s ignal bandwidths were approximately equal.
For these measurements, the four thermal noise processes were 
bandlim ited to 2 MHz (3 dB, double-sided) using s ing le -tuned  
bandpass f i l t e r s  and the in te r fe r in g  s ignal had an e f fe c t iv e  
noise bandwidth o f  approximately 1.7 MHz. Excluding the desired 
s ig n a l,  the in te rv a l (A t)  between independent samples o f  the 
in pu t s igna ls  thus approximated B"1, where B = 1.7 MHz, The 
system was operated in  the LRF mode w ith  the t im ing e r ro r  
between the d i f f e r e n t ia l  d e te c to r 's  inpu t s igna l and the 
d e te c to r 's  LO signal set equal to zero thereby e l im in a t in g  
the e f fe c ts  o f  b i t  t im ing  j i t t e r .  The method used to  measure 
the e f fe c ts  o f  excess noise on SS/TDMA performance was to 
increase the loop bandwidth by increasing the in te r fe r in g  s ignal 
power w h ile  ho ld ing the c i r c u i t  gains w ith in  the loop (p ro p o rt io n a l 
to  a) constant. Using th is  method, the loop parameter aAt Pj was
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approx im ate ly  p ro p o r t io n a l to  the in p u t in te r fe r in g  s igna l power 
when P j/Ps was la rg e . Results presented in  Figure 66 show 
BEP versus Pj/Ps measurements fo r  <j> = 30° and P$/a2 = 0 dB - -  
w ith  and w ith o u t down-1 in k  noise added to  the bandpass l i m i t e r ' s  
o u tp u t.  When on ly  thermal noise and the desired  s igna l was 
app lied  to the in p u t o f  the processor {P j/P$ = ■*« dB), the 
s ig n a l- to -n o is e  r a t i o  a t  the ou tpu t o f  the ASP was about 6 dB, 
s ince the processor was ( id e a l l y )  co-phased to  the des ired  s ig n a l .  
The b i t -e n e rg y - to -n o is e  d e n s ity  r a t io  (Eb/No) a t  the d e te c to r 's  
in p u t  was about 23.2 dB w ith o u t down-1 ink noise added* and 
about 10.1 dB w ith  dow n-link  noise added. The i n i t i a l  r is e  in
the BEP as Pj was increased was a t t r ib u te d  to  a decrease in  the
optimum ou tpu t s ig n a l- to -n o is e  r a t i o  due to n u l l in g  o f  the i n t e r 
fe r in g  s igna l (see previous s e c t io n )  which caused a d d it io n a l 
suppression o f  the des ired  s igna l a t  the bandpass l i m i t e r ' s  
o u tp u t.  I f  the e f fe c ts  o f  weight j i t t e r  had been n e g l ig ib le ,  
the BEP versus P j/Ps curve would have " le v e le d - o f f " as i l l u s 
t ra te d  by the th e o re t ic a l  r e s u l t  g iven in  F igure 6 6 , which 
corresponds to  T0 = 0 .8  dB f o r  Pj/P$ la rg e . That the measured 
BEP continued to  increase was due to  weight j i t t e r  e f fe c t s .  For 
P j/Ps = 2 1 .2  dB, the parameter a Pj was measured and found to  be 
equal to  about 8 .2 x 10^ (s e c )~ l .  Thus, the inverse  o f  the 
im portan t loop time constants were g iven by

a i t  Pj = .48 (sec ) " 1 ; P j /P s = 21.2 dB

a i t  Xj = .008 (sec ) " 1

a i t  = .0036 (sec) 1

where

Aj = e igenvalue associa ted  w ith  the des ired  s igna l 
2

o *  e igenvalue associa ted w ith  thermal noise o n ly .

Under these c o n d it io n s ,  the time constants associated w ith  beam- 
fo rm in g  to the des ired  s igna l and m in im iz ing  thermal noise were 
g iven by 0.09 T5 and 0 .2 Ts, r e s p e c t iv e ly , where T$ equals the 
preamble in te rv a l  (one time s lo t  in  the LRF mode). That i s ,  the 
BEP measurements in  F igure 66 . a lso  r e f l e c t  system performance

*Efa/No f o r  th is  case was ca lcu la te d  using Equation (402).
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Figure 66— Performance o f  the experimental system versus the 
in pu t in te r fe re n c e - to -s ig n a l r a t io  fo r  $ = 30° 
w ith  and w ithou t down-1 ink noise added. I n te r 
fe r in g  signal bandwidth = 1 . 7  MHz; thermal 
noise bandwidth -  2 MHz; Pg/o^ = 0 dB.
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Figure 67— Performance o f the experimental system fo r  
P i/a *  = 4 dB. Other cond it ions as in 
Figure 66 except Eb/N0 is  approx i
mately 1 dB lower fo r  Pj/P$ = -«  dB.
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*  = 60°, and P'sfo 2 = 0 dB. Other 
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as in  Figure 67.
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when the desired signal is pulsed in accord with the normally 
configured TDMA system described in Chapter I I  (measurements 
for this case are presented in the next section), since the 
longest time constant was much smaller than the preamble in te rva l.*  
The results in Figure 66 indicate that excess noise due to j i t t e r  
degraded performance by two mechanisms. One effect of the excess 
noise was to decrease the effective bit-energy-to-noise density 
ratio  at the array output, as shown by the BEP measurements 
without down-link noise added. Although the analysis of the 
effects of weight j i t t e r  on DPSK detector performance were per
formed only for the d ig ita l implementation of the LMS algorithm, 
the measured result exhibits the same abrupt increase in the BEP 
predicted by the analytical result. For example, the detector 
performance measure D, as applied to a dig ita l LMS algorithm 
Implementation, was found to be approximated by [Equation (2560]

1 - aAtc o
1 + aAtc 1 + T. (404)

which, in the high-level interfering signal environment under 
consideration's approximated by

D £  h
i

aAt P 1 + T.
L 1 + 2 (1 - aAt Pj) T

(405)

The measurements given in Figure 66 can be compared with the 
theoretical performance of a digital LMS algorithm provided the 
effects of the bandpass lim ite r are taken into account. To make 
this comparison tractable, the bit-energy-to-noise density ratio  
at the output of the bandpass lim iter is in i t ia l ly  assumed pro
portional to the performance measure D. The result obtained 
under this assumption w ill be useful in demonstrating that the 
abrupt increase in the measured BEP is also predicted by the 
analytical result in Equation (405). When the weights were 
fixed at the optimum steady-state solution with Pj/Ps = 24 dB, 
the bit-energy-to-noise density ratio at the bandpass lim ite r 's  
output was aproximated by

*As w ill  be shown in the next section, the loop bandwidth for this 
case 1s much wider than that required for acceptable performance 
under pulsed desired signal conditions.
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N = 58.2 (17 .5  dB)

aAt Pj=0

Applying the assumption discussed above, the expression for 
which includes the effects of weight j i t t e r  becomes

1
aAt P

1 + 2 (1 -aAt Pj) Tc

(406)

where TQ -  1.2 (0 .8  dB)

and At =    z
1.7 x 10b

The noise process at the bandpass l im ite r 's  output is c learly  
not Gaussian since the excess noise due to j i t t e r  is not Gaussian. 
However, as to be shown, this makes l i t t l e  difference when re
lating Equation (405) to the BEP, since Eb/N0 increases very 
rapidly as aAt Pi approaches one. The calculated result shown in 
Figure 66 for the d ig ita l LMS algorithm was obtained by simply 
substituting Equation (406) into the expression for the BEP of an 
ideal DPSK detector:

where Pe represents the b it  error probability . The calculated BEP 
is similar to the measured BEP in that i t  exhibits an abrupt in 
crease when the loop parameter aAt Pj exceeds a certain value. 
However, the point at which the d ig ita l algorithm is predicted 
to " fa i l"  occurs for Pj/P$ = 24 dB, which is about 2.5 dB lower 
than the measured result. Also, the slope of the BEP versus 
Pg/Ps curve is s lig h tly  smaller for the measured result. The 
differences between the measured and calculated results under 
high loop gain conditions are roughly in accord with the ex
pected performance difference between the analog and d ig ita l  
LMS algorithms. For example, excess noise due to j i t t e r  was 
found in Chapter IV to be about a factor of two smaller fo r a 
given set of loop parameters when the analog LMS was used.
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The differerce can also be attributed to other factors, i . e . ,  the 
level of correlation between excess noise and the desired signal 
Is higher in the analog LMS case, as to be discussed subsequently.

When down-link noise was added to the bandpass lim ite r 's
output, as was the case in the second set of data points shown
in Figure 66, the effect of excess noise on the lim iter suppres
sion factor had to be considered. As previously mentioned, the 
relationship between excess noise power due to j i t t e r  and the 
l im iter suppression factor is d if f ic u lt  to determine since excess 
noise is not a Gaussian process and is in general correlated with 
the desired signal. Nevertheless, i t  is instructive to obtain an 
approximation for the lim ite r suppression factor by assuming that 
the lim iter suppression characteristic of Figure 44 is applicable. 
The total noise power Pj at the input of the bandpass lim iter can
be approximated (for aAt Pi < 0 .5 ) by summing the excess noise _2
power {Equation (403)) with the quiescent noise power T0{1 + T0)~ ,
i . e . ,

(1 + V

aAt PI (aAt Pj)'
2 - aAt PI

- i V  i (407)

aAt Pj < 0.5

Since Ps << Pi for the range of Pj/Ps and aAt  Pi under consideration, 
weight j i t t e r  negligibly affected the desired signal power at the 
ASP's output (see section IV D3). Thus, the signal-to-noise ratio  at 
the output of the ASP is approximated by

a ) - -

,+
opt s s w,— opt =

[~aAt _ I ___
aAt PI

(aAt Pj)2 i
(408)

1 + T.

The second calculated curve (with the highest BEP) shown in 
Figure 66 was obtained by assuming the lim iter suppression factor 
5 to be related to ( S/N)0 as in Figure 44 . Using this value 
for the BEP was then determined from Figure 58 and the relation
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Excess noise due to j i t t e r  is shown to have a smaller effect 
on the measured BEP relative to the calculated result. In 
addition to the approximations which were made regarding the 
l im iter suppression factor, the following factors also con
tributed to the difference between the calculated and meas
ured results for aAt Pj < 0.5 (the region over which Equation 
(403) was assumed applicable): ( 1) the thermal noise band
width was wider than the effective noise bandwidth of the in te r
fering signal; (2) Equation (403) represented an upper bound 
approximation to the excess noise power; and (3) the excess 
noise due to j i t t e r  was correlated with the reference (and thus 
the desired) signal. For the purposes of comparison, the cal
culated result is also shown for aAt Pi * 0.5. In this region, 
the slopes of the measured and calculated results were nearly 
the same, but the calculated result was displaced to the le f t  
by about 2.5 dB. Obviously, the calculated result does not 
apply in this case, since most of the measured performance 
degradation can be accounted for by adding the appropriate 
level of down-1 ink noise to the measurements obtained without 
down-1 ink noise. That is ,  the actual effects of excess noise 
on lim ite r suppression are secondary to the effects of weight 
j i t t e r  on DPSK receiver performance under these very high loop 
gain conditions.

Figure 67 shows the results of additional BEP measurements 
obtained when the input desired signal level was increased by 
4 dB re lative  to the desired signal level in Figure 66, and 
Figure 68 shows results for  ̂ = 60°. All other conditions, 
including the per-element thermal noise power, were the same as in 
Figure 66. Results calculated from the lim iter suppression factor, 
evaluated as in Figure 66, are also shown. The degree of degrada
tion (in  terms of the effective value of Eb/Ng determined from 
the expression - In Pe + In 0.5, where Pe is the measured BEP) 
due to j i t t e r  for a qiven value of aAt  Pj Was smaller in both 
Figures 67 and 63 re lative to the degree of degradation obtained 
in Figure 66. This is in accord with the theoretical results 
(Equation (407), for example) which showed that the ratio of 
excess noise power to quiescent noise power ( i . e . ,  when w = 
was proportional* to T '1 (1 + TQ).

*For Pj/Ps = 12 dB, the values for T0~^(l + T0) in Figures 
were 1.82, 1.33, and 1.30, respectively. These values were nearly 
constant for Pj/Ps > 12 dB.



As was the case in F’gure 66 , the measured performance degrada
tion due to j i t t e r  was less than that predicted by the calculated 
re su lt ,  with the largest difference between calculated and measured 
results occurring for a i t  Pt ^ 0 . 5 .  I t  is important to note, 
however, that the calculated resu lt, alona with the expression for 
(S/N)0 given in Equation (407), can be hinhly useful in establishing 
bounds on system performance. For example, when aAt Pj < 0.5,  the 
effect of weight j i t t e r  on the measured BEPs shown in Figures ( 66) -  
( 68) was re la t iv e ly  small. This contrasted sharply with measured per
formance when a i t  Py approaches a value of two — the value for 
which the analytical result for the output SNR becomes unbounded; 
under this condition, the extent of degradation due to weight j i t t e r  
was large enough to render the ASP ineffective for a ll  practical 
purposes. Whether intermediate values of aAt Pj — a value of one, 
for example — would yie ld  acceptable performance would depend upon 
the application. Suppose that, in a particular application, the 
maximum acceptable BEP is 4 x 10~3 and that the condition under 
which the measurements in Figure 66 were obtained is the expected 
worst-case condition in terms of Tq ( i . e . ,  T0 > 0.8 dB in al l  
expected input signal environments). In this case, the maximum 
value for aPj (proportional to the convergence rate) for which 
these requirements can be satisfied  is determined (using the 
measured results in Figure 66) by the relation

aPj £ 0 .4 (A t)-1 = 0.72/ysec

The main point here is that the expression for (S/N)0 can be used 
to establish reasonably t igh t bounds on worst-case system per
formance for a given value of a i f  the input signal bandwidth 
and the to ta l input signal power are known.

The preceding results and discussions apply in cases where 
i t  is appropriate to assume that the input thermal noise plus 
interfering signal bandwidth approximates an ideal bandpass process 
and the ra t io  of the bandwidth to the data b it  rate is large.
Figures 69 and 70 show the results of measurements obtained for  
the case where the interfering signal bandwidth was much narrower 
than the thermal noise bandwidth, but s t i l l  much wider than the 
data rate in the LRF. Spec ifica lly , the effective noise band
widths of the thermal noise and the interfering signal were about 
7.5 MHz and 563 KHz, respectively. The input signal spectra thus 
was s ign ificantly  d ifferent from an ideal bandpass process. The 
theoretical results cannot be d irec tly  applied in this case, since 
the interval between independent samples of the interfering signal 
was about 13 times longer than the interval between independent 
samples of the thermal noise processes; an examination of the steps 
used to derive Equation (207) in Chapter IV would verify  that the 
result would be significantly  altered under this condition. In 
particu lar, the excess noise due to j i t t e r  is smaller (th is can be
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Figure 69— Performance of the experimental system versus the 
input interference-to-signal ra tio  for ip = 30°. 
Interfering signal bandwidth = 563 KHz; thermal 
noise bandwidth = 7.5 MHz; Pj/a^ = 0 dB.
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Figure 70— Performance o f  the experimental system fo r  
Pe/o^ * -4  dB. Other co n d it io n s  as in  
F igure 69.
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v e r i f ie d  a n a ly t ic a l ly )  fo r  a given inpu t thermal noise power 
when the process has a wider bandwidth, because the percent of 
the to ta l  thermal noise power contained w ith in  the Lf^S loop response 
bandwidth is  sm a lle r. However, the impact th a t  a sm aller spectra l 
dens ity  due to  inpu t thermal noise has on noise w ith in  the loop is  
obv ious ly  secondary compared w ith  the e f fe c t  o f  loop noise due to  
a h ig h - le v e l ,  narrowband, in te r fe r in g  s ignal when the parameter 
a i t  Pi (where (A t ) - 1 -  563 x 10+^) approaches a value o f two. 
Therefore, the degree o f performance degradation due to  j i t t e r  
should be very la rge when a i t  Pi = 2 , where ( At ) equal s the 
e f fe c t iv e  noise bandwidth (double-s ided) o f  the in te r fe r in g  
s ig n a l.  Furthermore, the degree o f  degradation should be smaller 
( f o r  a given value o f a i t  P i) r e la t iv e  to  the degree o f  degrada
t io n  obtained in  Figures 66 - 6 8 . These statements are confirmed 
by the BEP measurements shown in Figures 69 and 70, obtained fo r  

= 30°. The values o f  Pj/Ps which correspond to the cond it ion  
a i t  Pi = 2 in  Figures 69 and 70 are 22.6 dB and 26.6 dB, respec
t i v e l y ;  a t  these leve ls  o f  in te r fe re n ce  power, the e f fe c ts  of 
weight j i t t e r  caused the measured BEPs to increase a t le a s t  an 
order o f  magnitude in  both cases.

For the purposes o f  comparison, l im i t e r  suppression charac
t e r i s t i c s  f o r  the two cases At = Bj and At = Bg , where B-j 
is  the in te r fe r in g  s ignal bandwidtn and B2 is  the thermal noise 
bandwidth, were ca lcu la ted  and tra n s la te d  in to  the BEP measure 
using the l im i t e r  suppression fa c to r  as in  Figures 66- 6 8 . The 
BEP, ca lcu la ted  using At = 6 2 * is  shown in Figures 69 and 70 
to  agree much more favo rab ly  w ith  the measured re s u l ts  fo r  
°® l"  **I * ^ * which ind ica tes  th a t  the e f fe c ts  o f  weight j i t t e r
on system performance were considerably reduced in  the w ider- 
band thermal noise environment. For aB ]_i Pj ^  1, the measured 
BEP increased sharply due to  the presence o f  the narrower-band 
In te r fe r in g  s ig n a l,  which was also in  accord w ith  the preceding 
d iscuss ion .

The re s u lts  presented thus fa r  have shown th a t  the p o in t a t 
which the ASP " f a i l s "  due to  weight j i t t e r  can be pred ic ted w ith

?ood accuracy by determining the p o in t where (S/N)o (Equation 
408)) becomes la rg e , i . e . ,  when aB" 1 Pi -  2, where B represents 
the e f fe c t iv e  noise bandwidth o f the in te r fe r in g  s ig n a l.  The 

expression fo r  (S/N ) 0 represents an upper bound on the degradation 
due to  weight j i t t e r  fo r  sm aller values o f  aAt Pi- In a l l  o f  
the previous cases, the inpu t thermal noise and/or in te r fe r in g  s igna ls  
approximated ideal bandpass processes which had bandwidths 
exceeding the desired s ignal bandwidth, thus f a c i l i t a t i n g  the 
se le c t io n  o f  an appropria te  value fo r  At. Of course, i t  is 
e n t i r e ly  possib le  fo r  an in te r fe r in g  s ignal to  be narrowband w ith  
respect to  the desired s igna l bandwidth (represented by the code 
ra te  in  the present system). In  order to  evaluate the e f fe c ts  o f
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weight j i t t e r  on system performance fo r  the narrowband case, BEP 
measurements were conducted under c.w. in te r fe r in g  s ignal cond it ions . 
The re s u lts  o f  these measurements w i l l  be o f g rea te r value in 
determining appropria te  loop gain parameters, s ince the e f fe c ts  
o f  weight j i t t e r  are more pronounced in  c.w. in te r fe r in g  s igna l 
environments. Again, Equation (408) may be used to approximate 
system performance even though i t  was derived assuming th a t the 
inpu t s igna ls  were wideband random processes. I f  the frequency 
o f  a s in g le  h ig h - leve l in te r fe r in g  s igna l is  (nea r ly )  equal to 
the desired s ignal c a r r ie r  frequency, then, in  ad d it io n  to  a d .c .  
term, the s igna ls  applied to  the inpu t o f the in te g ra to rs  (F igure 
38) conta in components o f  the desired signal converted to baseband 
(des ired s igna l by in te r fe r in g  s ignal c ross-te rm s). The in te rv a l 
between uncorre la ted samples o f  these cross-te rns  is  approximately 
equal to  the in te rv a l between uncorre lated samples o f the PN code.
Since the spectra l dens ity  o f  the thermal noise process was much 
sm aller than the desired s igna l spectra l dens ity  w ith in  the loop 
response bandwidth fo r  a l l  c.w. in te rfe rence  te s ts  conducted, the 
desired s igna l by in te r fe r in g  s ignal cross-term was the predominant 
source o f weight j i t t e r .  Based on th is  argument, Equation (408) 
may be used to estimate the e f fe c ts  o f  weight j i t t e r  on system 
performance by employing the inverse o f  the code ra te  as an 
approximation fo r  a t .  This assert ion  can also be deduced from 
the a n a ly t ic a l  expressions. L e tt in g  f r ( t )  represent the c.w. 
in te r fe r in g  s ig n a l,  & ( t)  the thermal noise process, and s_(t) the 
desired s ig n a l,  the d i f fe re n c e  between the instantaneous and 
average in p u t covariance m a tr ix  and c ro s s -c o r re la t io n  vector used 
in  the ana lys is  o f  Chapter IV become

* ( t )  = £ ( t )  xf ( t )  -  Kx (410)

“ Cu(t) + N ( t ) ]  If(t) + s ( t )  [u +( t )  + N+( t ) ]  + u ( t )  u+( t )  -  M

RA( t )  = x ( t )  r f ( t )  = [ u ( t )  + N ( t ) ]  r +( t )

where

M s E uf(t) £ +( t )

E<fr(t) = 0 

E RA( t )  = [0 ]

The above re s u lts  fo l low  from the assumption th a t  £ ( t ) ,  & ( t ) ,  and
f t ( t )  are uncorre la ted . An appropria te  value fo r  the in te rv a l
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between "independent" samples o f  $ ( t )  and R^(t)  can be determined 
by eva lua ting  the in te rv a l  between uncorre la ted samples o f  the 
s igna l by in te r fe r in g  s ignal cross-products (assumed to  be che 
la rg e s t terms in  $ ( t )  and R ^ ( t ) } .  I t  is  well-known th a t the 
a u to c o rre la t io n  fu n c t io n  o f  a PN code is  approximated by

b ( l  - J ) ; 0 < t  < A

RpN(T) = W  + f )  *■ -A < t  < 0

0 ; elsewhere

The in te rv a l  between independent samples is  thus approximately 
equal to  the inverse o f  the code ra te  ( a ) .  I t  w i l l  be shown 
th a t  th is  assumption leads to  an approximation to  measured 
re s u l ts  under c.w. in te r fe re n ce  cond it ions .

BEP measurements shown in  Figure 71 i l l u s t r a t e  system per
formance obtained under c.w. in te r fe r in g  s ignal cond it ions  fo r  

= 60°. The cond itions under which these measurements were 
performed d i f fe re d  from the wideband in te r fe r in g  s igna l measure
ments in  th a t  the loop gain (a) was reduced by a fa c to r  o f  about 
9 dB and the receive time base was estimated at the TOMA modem 
by lock ing  the SDDLL to  the NCS generated at the s a t e l l i t e  simu
la to r  (a lthough the tra nsm it time base was s t i l l  se t fo r  zero 
t im ing  e r r o r ) .  As in  previous measurements, the value o f a was 
held f ix e d .  For P j/Ps = 20 dB, the value o f aPj was about 
8 .3 x 10 per second; w ith  At set equal to the inverse o f the 
code ra te ,  the corresponding value fo r  the loop parameter aAt Pj 
was approximately 0.47. The BEP measurements show th a t  weight 
j i t t e r  was beginning to  cause performance to degrade a t th is  p o in t .  
As Pj/P$ was fu r th e r  increased, the BEP increased in  much the same 
manner as in  the wideband in te r fe r in g  s ignal case, w ith  the BEP 
increas ing  more than two orders o f  magnitude as aAt Pj approached 
a value o f  two.

The ca lcu la ted  re s u l t  shown in  Figure 71 was evaluated by 
assuming th a t  the e f fe c t  o f  excess noise due to  j i t t e r  was to 
suppress the desired s igna l power a t the output o f  the bandpass 
l im i t e r .  The agreement w ith  the measured re s u l t  was roughly 
comparable to  the agreement exh ib ite d  in  Figure 66 (wideband 
in te r fe re n c e  case). Agreement between the ca lcu la ted  and measured 
re s u lts  improved when the angular separation (i>) o f  the desired 
s igna l and the c.w. in te r fe r in g  s igna l was reduced to  t h i r t y  degrees 
( e le c t r i c a l )  per element, as shown in  Figure 72. I t  should be 
emphasized th a t  although favorab le  agreement between ca lcu la ted  and 
experimental re su lts  was obtained in  Figures 71 and 72, th is  does
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Figure 71— Performance o f  the experimental system versus the 
in p u t in te r fe re n c e - to -s ig n a l  r a t i o  fo r  ^ = 60°. 
The p ro te c t io n  a ffo rded  by waveform processing 
is a lso  shown. C.W. in te r fe re n c e  frequency 
*  70 MHz + 100 Hz; P^/o^ = 0 dB; biphase 
modulated desired s ig n a l .
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not imply th a t  s im i la r ly  c lose agreement would be obtained fo r  
o the r PN code s truc tu res  since an a n a ly t ic a l  re s u l t  was not 
derived to  support th is  a sse rt ion . In  p a r t ic u la r ,  the desired 
by in te r fe r in g  s igna l cross-terms in  Equation (410) e x h ib i t  non- 
random c h a ra c te r is t ic s ,  i . e . ,  the PN code used to modulate the 
desired s ignal contained long in te rv a ls  (up to  seven chips in  
length) during which no b i t  t ra n s i t io n s  occurred. The excess 
noise le ve l due to  j i t t e r  is  momentarily h igher durinn these 
in te rv a ls  since the e f fe c t iv e  in te rv a l between uncorre la ted 
samples is  momentarily h ig h e r .*  In o the r words, the data presented 
apply s p e c i f ic a l ly  to a length 127 PN code and a spectrum-spreading 
r a t io  o f  16. Improved re s u lts  would gene ra lly  be obtained by using 
h igher spectrum-spreading ra t io s  o r sh o rte r  length PN codes. In 
order to  determine whether the e f fe c ts  o f  weight j i t t e r  could be 
reduced by employing quadraphase modulation to  e l im in a te  these long 
in te rv a ls  between phase t ra n s i t io n s  o f  the desired s ig n a l,  measure
ments were obtained w ith  the SS/TDMA system operating in  the 
quadraphase modulation mode under c.w. in te r fe r in g  s ignal and high 
loop gain cond it ions w ith  the angular separation parameter set 
equal to  30° per element. Even though the two ( length  127) PN 
codes which were used to  modulate the desired s ignal were s truc tu red  
so th a t  the maximum in te rv a l  between phase t ra n s i t io n s  o f  the 
desired s ignal was two code chip in te rv a ls ,  quadraphase modulation 
provided on ly a small improvement in  performance under high loop 
gain co n d it io n s , as shown in  Figure 73. Apparently , the use o f  
quadraphase modulation is  on ly m arg ina lly  e f fe c t iv e  in  p rov id ing  
a d d it io n a l p ro te c t io n  in  c.w. in te r fe re n ce  environments (a t  le a s t 
w ith  regard to  DPSK de tec to r performance).

Previous re su lts  presented in  th is  section were obtained w ith  
the transm it t im ing f ixed  a t a value corresponding to zero t im ing  
e r ro r  between the NCS generated a t the SS and the desired s ignal 
applied a t the in pu t to  the SS. In these cases, the e f fe c ts  o f  
weight j i t t e r  and down-1 ink  noise on the tra nsm it time base co rrec 
t io n  c i r c u i t s  (the range tra ck ing  loop (RTL)) were e lim ina ted  from 
cons ide ra tion . In order to  evaluate system performance when the 
SS/TDMA system is  configured fo r  more normal operation (apa rt from 
the pulsed desired s ignal form at, which is  considered in  sec tion  E ) , 
BEP measurements were conducted w ith  the RTL enabled.

The BEP measurements shown in  Figure 74 i l l u s t r a t e  the e f fe c ts  
o f  weight j i t t e r  and down-link noise on de tec to r performance w ith  
and w ith o u t the RTL enabled**; a l l  o ther cond itions were the same

*That th is  e f fe c t  is  s ig n i f ic a n t  was noted from p re l im in a ry  e x p e r i
mental re s u lts  in  which the maximum in te rv a l between PN code 
t ra n s i t io n s  was reduced to  three ( leng th  seven PN code). However, 
documentation was in s u f f i c ie n t  to  m e r it  in c lu s io n  in  th is  re p o r t .

**When the RTL was d isab led , the tra n sm it  t im ing  e r ro r  was set 
equal to  zero.
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Figure 73— Perfornance o f  the experimental system versus the 
in p u t in te r fe re n c e - to -s ig n a l  r a t i o  fo r  i]j = 30° 
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Figure 74— Performance o f  the experimental system versus the 
inpu t in te r fe re n c e - to -s ig n a l r a t i o  fo r  ^ = 60° 
w ith  and w ithou t the range tra ck ing  loop enabled. 
When the range tra ck ing  loop was d isab led , the 
transm it time base e r ro r  was se t equal to  zero. 
C.W. in te r fe re n ce  frequency = 70 MHz + 100 Hz; 
P j/o^  = 0 dB; biphase modulation.
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as in  Figure 71. The BEP is  shown to be la rg e r  w ith  the RTL enabled 
and P j/Ps < 18 dB, which is  e s s e n t ia l ly  in  accord w ith  the measure
ments given in  Figures 58 and 59. The most im portant aspect o f these 
comparative measurements is  tha t the e f fe c ts  o f  weight j i t t e r  were 
more pronounced when the RTL was enabled. For example, the RTL 
o ccas iona lly  lo s t  lock when Pj/Ps -  23.2 dB (the data p o in t  shown 
was obtained during an in te rv a l when lock was maintained) and lock 
could not be maintained when Pj/Ps ~ 24.2 dB. As configured in  the
experimental te s ts ,  the loss o f  lock co nd it ion  was determined w ith in  
the modem based on the leve l o f the Dost-waveform processed signal 
( i . e . ,  a f te r  the c o r re la t io n  f i l t e r s )  measured during the range s lo t  
bu rs ts .  When th is  leve l dropped below a ce r ta in  sp e c if ie d  percent
age (50%) o f  the leve l measured during NCS b u rs ts ,  a possib le  loss 
o f  lock con d it io n  was flagged and the transm it time base co rrec t ions  
were in h ib i te d .  I f  the desired s ignal received a t the TDMA modem 
during range s lo t  bursts was less than th is  percentage in  m out o f  
n successive bursts (m < n) o f  the range pulses, a loss o f  lock 
con d it io n  was confirmed and the RTL attempted to  reacquire lock by 
incrementing the tra nsm it time base in  a prescribed manner. While 
the d e ta i ls  o f  th is  system w i l l  not be elaborated upon, i t  should 
s u f f ic e  to  say th a t  the above-described a lgo rithm  used fo r  v a l id a t in g  
the locked cond it ion  was necessary in  order to  minimize the poss i
b i l i t y  o f  lock ing  the RTL to  the wrong s ignal when the desired signal 
power received at the modem during range bursts dropped sharp ly . As 
applied to  the system being in v e s t ig a te d , a loss o f  lock cond it ion  
was flagged when the leve l o f  c o r re la t io n  between the s igna l received 
during range bursts and the coded LO generated w ith in  the modem 
dropped to  less than 50% o f  the leve l o f  c o r re la t io n *  between the 
NCS and the LO ( re c a l l  th a t  the system contains a bandpass l im i t e r ) .  
The e ffec t iveness  o f  th is  technique in  f la g g in g  a s ignal dropout con
d i t io n  was based on the assumption th a t  the le ve l o f c o r re la t io n  
between the coded LO and the excess noise a t the ASP's output was 
small r e la t iv e  to  i t s  c o r re la t io n  w ith  the desired s igna l component 
o f  the ASP's ou tpu t. The re la t iv e  leve l o f  c o r re la t io n  is  e a s i ly  
determined under cond it ions  o f  wideband (w ith  respect to  the code 
ra te )  in te r fe re n c e ,  low loop gain (aAt Pj << 1 ) ,  and zero t im ing 
e r ro r  between the LO and the desired s ig n a l,  by eva lua ting  the 
expression**

*Note th a t  the leve l o f  c o r re la t io n  between the s igna l received 
during NCS s lo ts  and the coded LO is  approximately p ropo rt iona l 
to  the received desired s ignal power.

**An idea l reference s igna l is  assumed.
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The f i r s t  term is  due to  c o r re la t io n  w ith  the desired  s igna l and 
the second term is  due to  c o r re la t io n  w ith  excess no ise . Note 
th a t  the e f f e c t  o f  excess noize is  to  increase the t o ta l  leve l o f  
c o r re la t io n ,  i . e . ,  i t  is  unc lear as to  whether the second term 
represents a measure o f  performance degradation. Much more 
fo rm idab le  d i f f i c u l t i e s  are encountered in  a ttem pting  to  determine 
a meaningful measure o f  these c o r re la t io n  e f fe c ts  under high loop 
g a in ,  narrowband in te r fe re n c e ,  o r  non-zero t im ing  e r ro r  c o n d it io n s ,  
o r when the re ference s igna l is  de rived  v ia  waveform processing.
The on ly  c e r ta in ty  is  th a t  the le v e l o f  c o r re la t io n  (between excess 
noise and the coded LO) increases as a i t  Pj increases, since the 
LMS a lg o r i th m  attempts to minimize the e r ro r  between the ou tpu t and 
the re ference s ig n a l .  I f  the le v e l o f  c o r re la t io n  is  s u f f i c i e n t l y  
la rg e  — s p e c i f i c a l l y ,  much la rg e r  than the leve l o f  c o r re la t io n  
between the des ired  s igna l and the coded LO — the RTL can " lo c k "  
to  the excess n o ise , thereby d e r iv in g  tra n sm it time base c o r re c t io n s  
from the t im ing  o f  the re ference s ig n a l ra th e r  than from the t im in g  
o f  the tra n sm it te d  range pu lse . That th is  mode o f  ope ra t ion  is  
p o ss ib le  was demonstrated expe rim e n ta lly  f o r  the case o f  a c.w. 
in te r f e r in g  s igna l centered on the desired  s ig n a l 's  c a r r ie r  
frequency. I t  was found th a t  i f  the loop gain parameter (aAt P j) 
was s u f f i c i e n t l y  high (near a value o f  two), the RTL would remain 
locked (prov ided i t  was i n i t i a l l y  locked) even when the desired 
s ig n a l was removed from the ASP's in p u t .  Operation a t  such high 
values o f  aAt Pi must th e re fo re  be avoided, since the loss o f  lock 
a lg o r i th m  does not sense the fa ls e  lo ck  co n d it io n  in  th is  case.

The measurements presented in  Table V were conducted to a id  
in  the s e le c t io n  o f  an app rop r ia te  value fo r  aAt Pi when the RTL 
is  enabled. The c.w. in te r fe re n c e  measurements were otherw ise 
performed under the same cond it ions  as Figure 71 except th a t  pos t
l i m i t e r  a d d i t iv e  noise le v e l was reduced to ob ta in  a h igher b i t
ene rgy -to -no ise  d e n s ity  o f  13.21 dB when Pj/Ps was se t to  0 ( -»  dB).
Measurements were a lso  obtained using a quadraphase modulated des ired  
s ig n a l .  The re s u l ts  show th a t  excess noise a f fe c ts  RTL performance 
in  a very abrupt manner. In the biphase case, fo r  example, the 
RTL re ta ined  lock  fo r  values o f  aAt Pj up to 0 .91 , but would not 
s tay  locked fo r  aAt Pi = 1.44. The e f fe c t  is  even more abrupt in  
the case o f  quadraphase m odula tion , where the d i f fe re n c e  between 
the locked and unlocked c o n d it io n  occurs fo r  1.14 % aAt Pi < 1.44.
These re s u l ts  a lso  show th a t  the loss  o f  lock a lg o r i th m  was
e f fe c t iv e  in  p reven ting  a fa ls e  lock  to  the re ference s igna l fo r
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Table V. Experimental Performance o f the Range Tracking Loop fo r  Several 
Values o f  Pj/Ps Under c.w. and Wideband (563 KHz bandwidth) 
Interference Conditions.

v ps
(dB)

a i t  P
B-Biphase 

I Q-Quadraphase

RTL
E-Enabled
D-Disabled

(e lec.
degrees)

Comment

c.w. in terference — = 13.2 dB

ro
cnro

21.8 0.72

22.8 0.91

23.8 1.14

24.8 1.44

25.8 1.81

26.8 2.27

B,Q

B

Q

B.Q
B

Q

B.Q

B,Q
B

Q
B

Q
Q

E.D

E

E

D

E

E

D

E

D

D

D

D

D

60°

60°

60°

60°

60°

60°

60°

60°

60°

60°

60°

60°

60°

No errors measured in  10 b i ts

BER = 9.2 x 10"6 , RTL reta ins lock
6No errors in  -10 b its

g
No errors in  10 b its

BER - 3.06 x 1 0 ~ \  almost a l l  e rrors 
occurred when the transm it time base 
e rro r  was momentarily large

No errors in  10^ b i ts

No errors in  10^ b its

Unable to  re ta in  lock 
, -6BER = 3 x 10 

BER = 2 x 10-6

BER = 8.7 x 10 

BER = 1.2 x 10"* 

BER = 2.56 x 10'



TABLE V (continued)

RTL i|i
P,/Ps B-Biphase E-Enabled (e lec.
(dB) PI Q-Quadraphasc D-Disabled degrees)

E.
Wideband (563 KHz) in te rfe rence , p  = 13.1 dB

o

£  28.8 1.10 B E,D 60°
GO

29.8 1.38 B E 60O

B 0 60°
30.8 1 .75 B E 60°

31.8 2.20 B D 60

32.8 2.78 B D 60

Q

Conment

No errors

BER = 4.4 x IQ" 5 u n t i l  loss o f lock 
which occurred a f te r  6 .8  x 105 
data b i t

BER = 2.5 x 10“ 5

Unable to re ta in  lock fo r  more than 
ten seconds

BER = 5.86 x 10"4

BER * 1.2 x 10" 3



aAt Pi as high as 1.44. Table V a lso  shows BEP measurements obtained 
when the c.w. in te r fe r in g  s igna l was replaced by a wideband 
(563 KHz) in te r f e r in g  s ig n a l .  That the RTL re ta ined  lock fo r  a 
s l i g h t l y  h igher value o f  aAt Pi ( *  1.75) may have been due to  the 
e f fe c ts  o f  random envelope f lu c tu a t io n s  which would tend to  reduce, 
a lthough not e l im in a te ,  the e f fe c ts  o f  c o r re la t io n  between excess 
noise and the coded LO.

The above cons ide ra t ions  regard ing the behavior o f  the RTL 
under high loop gain co n d it io n s  were obta ined to  i l l u s t r a t e  the 
e f fe c ts  o f  c o r re la t io n  between excess noise and the desired s ig n a l.  
Under lower loop gain co n d it io n s  (aAt Pj ^  0 .7 ) ,  the RTL was 
e f fe c t iv e  in  both a cq u ir ing  and m a in ta in in g  tra n sm it  time base 
synch ron iza t ion  under a l l  the te s t  co n d it ions  presented in  th is  
chapter w ith  the a rray  adapting. Moreover, the length o f  time 
requ ired  to  o b ta in  synch ron iza t ion  under h ig h - le v e l in te r fe re n c e  
co n d it io n s  was no longer than the time requ ired  in  the absence o f  
in te r fe re n c e .  As a general ru le  o f  thumb, based on te s ts  conducted 
in  a d d it io n  to  those presented, t ra n s m it  time base synch ron iza t ion  
can be acquired and mainta ined when the desired s igna l is  t ra n s 
m it te d  on a continuous bas is*  provided ( 1 ) the r a t io  o f  excess 
noise due to  j i t t e r  to  the ou tp u t des ired  s igna l power du ring  the 
range s lo t  does not exceed a value o f  approxim ate ly one, and 
(2) the power lervel o f  the NCS pulse does not exceed the power 
le v e l o f  the desired s igna l by more than 6 dB a t  the ou tpu t o f  
the bandpass l im i t e r .  The l a t t e r  c o n d it io n  is  necessary in  o rder 
to  insu re  th a t  the le ve l o f  c o r re la t io n * *  between the LO and the 
desired  s igna l was g re a te r  than 50% o f the le ve l o f  c o r re la t io n  
between the NCS and the LO. From the l im i t e r  suppression 
c h a ra c te r is t ic  (F igu re  44 ),  t h is  im p lies  th a t  the ou tpu t des ired  
s igna l to  to ta l  noise r a t i o  must exceed approxim ate ly -4 dB. In 
the te s ts  upon which the above -c ited  ru les  o f  thumb were based, 
the t im ing  e r ro r  between the tra n sm itte d  desired s igna l and the 
PN code used to  generate the waveform processed LO was i n i t i a l l y  
o f f s e t  by an in te g ra l  number o f  code ch ips . Under th is  c o n d i t io n ,  
the des ired  s ig n a l power a t  the a rray  ou tpu t was very small r e la t i v e  
to  i t s  value when the a rray  was beamformed to  the desired s ig n a l ,  
s ince  the des ired  s igna l was trea ted  as an in te r fe r in g  s ig n a l ,  i . e . ,  
the desired  s ig n a l was unco rre la ted  w ith  the re ference s igna l due to  
the code t im in g  o f f s e t .  In  the t im in g  a c q u is i t io n  phase, the t im ing

case where the desired  s igna l is  pu lsed, as i t  would be when 
the TDMA modem is  con figured  fo r  normal ope ra t io n , is  discussed 
in  the fo l lo w in g  s e c t io n .

**The term " le v e l  o f  c o r re la t io n "  has been app lied  lo o se ly  here and 
1n the previous d iscuss ion  to  inc lude  the e f fe c ts  o f  the received 
power le v e l on the c o r re la t io n  ou tpu ts .

264



o f  the PN code modulated desired s ignal was incremented in  steps 
o f  one (code) chip using a prescribed search a lgorithm  as described 
in  [1 9 ] .  A t some p o in t in  the search a lg o r i th m , the t im ing  e r ro r  
between the desired and reference s igna ls  was less than one-ha lf 
code c h ip .*  When th is  cond it ion  occurred, the array i n i t i a t e d  a 
response to beamform to the desired s ig n a l.  The in te rv a l o f  time 
between the increment and the transm ission o f the range s ignal 
pulse (used to  te s t  the t im ing  o f  th a t increment) was s u f f i c ie n t l y  
long ( in  a l l  cases tes ted) to  a llow the array to  s e t t le  to  i t s  
s teady-s ta te  con d it io n  ( i . e . ,  beamform to the desired s igna l and 
n u l l  the in te r fe r in g  s ig n a ls ) .  Even w ith  a t im ing e r ro r  o f  one-ha lf 
code ch ip , the LMS a lgo rithm  w i l l  converge to  the optimum output 
s ig n a l- to -n o is e  r a t io  under low loop gain co n d it io n s , although the 
leve l o f  the desired s ignal w i l l  be reduced in  p roport ion  to  the 
reduction in  the leve l o f  c o r re la t io n  between the reference and the 
desired s ig n a l.  However, the excess noise due to  j i t t e r  w i l l  not 
change appreciab ly fo r  a given set o f  loop parameters because o f  
reference s igna l by in pu t s ignal terms contained a t the output 
o f  the e r ro r  m u l t ip l ie r s  w ith in  the array feedback lo o p .* *  In 
o the r words, the excess noise due to  j i t t e r  (Equation (407)) should 
not exceed one -ha lf  the s teady-s ta te  output desired s ignal level

synchron ization can be acquired.

In  view o f the favorable agreement between measured and 
ca lcu la ted  re su lts  under low-loop gain co n d it io n s , i t  is  con
cluded th a t  an adaptive array processor which converges to  the 
optimum output s ig n a l- to -n o is e  r a t io  can be implemented using a 
waveform processed reference s ig n a l.  Moreover, i t  has been shown 
th a t  the expression fo r  excess noise power derived in  Chapter IV 
can be used to  ob ta in  an approximate upper bound on the loop 
parameter a i t  Pj required fo r  acceptable system performance, a is  
determined by c i r c u i t  gains w ith in  the LMS feedback loop. At is  
determined from the inpu t s igna l bandwidths. In cases where i t  is  
appropria te  to  assume the in te r fe r in g  s igna l bandwidth B is  wider 
than the code ra te  and approximates an ideal bandpass process, 
then At -  B- ' .  I f  the s ignal environment contains a narrowband 
(w ith  respect to  the code ra te )  h ig h - le ve l in te r fe r in g  s ignal 
centered on the desired s ig n a l 's  c a r r ie r  frequency, then an 
appropria te  value fo r  At was found to be the code chip in te r v a l .  
Note th a t  th is  im plies th a t the amount o f  degradation due to 
weight j i t t e r  is  g re a te r ,  fo r  a given inpu t s igna l power P j,  when

* In  the te s ts ,  the t im ing  e r ro r  was approximately zero since the 
i n i t i a l  t im ing e r ro r  was an in te g ra l number o f  code ch ips.

**Note th a t  the reference by desired s igna l cross-terms disappear 
when the desired s igna l DOA (o r i t s  estim ate) is  used to d is 
c r im ina te  the desired s igna l from in te r fe re n ce .

o rder to insure th a t transm it time base
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the in te r fe re n ce  is  narrowband. An e f fe c t iv e  method fo r  preventing 
large degradation due to weight j i t t e r  would be to co n tro l the 
to ta l  power applied at the inpu t to  the array processor, i . e . ,  
implement an AGC con tro l a t  each in p u t.  The AGC should have a 
rap id  onset/slow release c h a ra c te r is t ic  to  minimize the e f fe c ts  
th a t  a h ig h - le v e l ,  r e p e t i t iv e  pulsed, in te r fe r in g  s ignal would 
have on the co n tro l loops.

E. Experimental Performance Under
Pulsed Desired Signal Conditions

The combined e f fe c ts  o f f i n i t e  adaption time and weight j i t t e r
on SS/TDMA system performance were evaluated by a l te rn a te ly
sw itch ing between i n i t i a l  cond it ion  and in te g ra te  modes o f  opera
t io n  under program contro l {see Figure 45). The TDMA modem was 
set to operate in  the continuous tra n sm it mode as in  sec t ion  D, but
the p o s it io n  o f  the data and overhead s lo ts  in  Figure 1 were
selected so th a t they occurred one t im e -s lo t  a f te r  a reset 
pulse. The cond it ions  under which these tes ts  were performed 
were the re fo re  equ iva len t to  the cond it ions  encountered when 
the SS/TDMA system is configured fo r  opera tion  in  the TDMA 
pulsed desired s ignal form at, i . e . ,  a period o f  one t im e -s lo t  
dura tion  (preamble) was a lloca ted  to  precede each data o r over
head s lo t  f o r  the purpose o f e s ta b l is h in g  a s u f f i c ie n t l y  high 
s ig n a l- to -n o is e  r a t io  a t the ASP's output p r io r  to the onset o f  
data (o r  the l in k /ra n g e  pu lse ).

A l l  re s u lts  to  be presented were obtained w ith  the SS/TDMA 
system configured to operate in  the LRF mode. The average data 
ra te  was 2400 bps (e .g . ,  a vocoder channel). To accommoaate an 
average data ra te  o f 2400 bps employing an instantaneous ra te  o f 
10.95 K bps, data were transm itted  in  e ig h t  adjacent s lo ts *
( ra th e r  than a s in g le  s l o t ) ,  w ith  the f i r s t  s lo t  occurr ing  a t the 
end o f  the preamble (see d iscuss ion , Chapter I I ) .  In th is  mode, 
there was one adaption (one rese t)  per s ix ty - fo u r  data b i t s ,  as 
opposed to one adaption per e igh t data b i t s  had data been trans 
m itted  in  s in g le - s lo t  bursts ( i . e . ,  i f  data had been transm itted  
a t  an average ra te  o f  75 bps). Although the b i t  e r ro r  p ro b a b i l i t y  
in  these two cases w i l l  genera lly  d i f f e r  since adaption continues 
during data s lo ts  (except during the reference delay in te r v a l ) ,  
the BEP can be approximated in  the s in g le - s lo t - p e r - t r a n s ie n t  case 
by applying the th e o re t ic a l  r e s u l ts ,  as w i l l  be shown. The 
in te r fe r in g  s igna l in  a l l  tes ts  was generated using a 70 MHz 
+ 100 Hz c.w. source to  sim ulate worst-case cond it ions fo r  a given 
inpu t in te r fe r in g  s ignal power.

du ra tion  o f  the l in k  o r  range pulses remained equal to  one
time s lo t .
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I t  has been shown th a t  the convergence p rop e rt ie s  o f  the LMS 
a lg o r i th m  are g re a t ly  a f fe c te d  by the i n i t i a l  weight v e c to r .  Of 
the th ree i n i t i a l  weights considered in  Chatper IV , the most 
a p p ro p r ia te ,  as app lied  to  the experimental system being in v e s t i 
gated, are the zero i n i t i a l  co n d it io n  and the om n id ire c t io n a l 
i n i t i a l  c o n d i t io n ,  s ince the re ference s igna l was derived v ia  
waveform processing ; th a t  i s ,  an idea l re ference was not a v a i l 
able f o r  perform ing an estim ate  o f  the des ired  s igna l DOA in  the 
present equipment. Consequently, the experimental te s ts  focussed 
on e v a lu a t in g  system performance when th ree  o f  the fo u r  I n i t i a l  
weights were s e t  equal to  zero and the fo u r th  weight was non-zero.

The s e t  o f  measurements shown in  Figures 75 and 76 
i l l u s t r a t e  the dependence o f  the BEP on the re ference s igna l 
le ve l f o r  a f ix e d  value o f  the i n i t i a l  we ight vec to r

wt ( t Q) = (5 + j  5, 0 , 0 , 0)

when both b i t  t im in g  loops were enabled. The measurements th e re fo re  
r e f l e c t  system performance when the SS/TDMA system was con figured
fo r  normal ope ra t ion . The BEP was measured as a fu n c t io n  o f  the
in p u t  in te r f e r in g  s igna l power under the fo l lo w in g  co n d it io n s :

Ps/ a 2 = 0 dB

ip = 60°/e lement

/ F  = 7.07 mv p -  p = /P 77m = /0 .25 ' "p

(a Ps ) - ] -  7 .5  T,.

where

Ts -  0.82 msec = one t im e -s lo t  in t e r v a l .

The loop time constants under h ig h - le v e l in te r fe re n c e  co n d it ions
th e re fo re given by

(a * , ) * 1 * 7.1 Ts

/ 2 \ - l(cto ) 30.4 Ts

(a P j ) " 1 * (a P j ) ' 1
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Figure 75--Performance o f the experimental system versus the in p u t 
in te r fe re n c e - to -s ig n a l  r a t i o  f o r  ^ = 60°. TDMA/adaptive 
a rray  system configured fo r  normal opera tion  in  the LRF. 
The i n i t i a l  a rray pa tte rn  was o m n id ire c t io n a l.  -
10.9 dB when the desired s ig n a l- to - th e rm a l noise r a t i o  
(no in te r fe re n c e )  a t the bandpass l im i t e r ' s  in p u t was 
6 dB. Input desired s igna l vo ltage  = 2.5 mv rms;
= 0 dB; C.W. in te r fe re n ce  frequency = 70 MHz + 100 Hz; 
w +(U ) = [5  + j 5 ,  0, 0, 0 ] v o l t s ;  reference s igna l 
leve l = 97.2 mv rms; output desired s ignal leve l during  
rese t = 25 mv rms; thermal noise bandwidth -  2 MHz. 
a&tPj = 0 . 5  fo r  P j /p s = 2.71 dB.
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Figure 76— Performance o f  the experimental system w ith  Eh/N0 
^  11.9 dB and a re ference s igna l le v e l o f  68.5 mv 
rms. Other co n d it io n s  as in  F igure 75.
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That i s ,  the longest time constant was much grea te r than the 
preamble in te r v a l .  As was shown in  sec tion  IV B, the longest 
time constant can be e lim ina ted  from the weight t ra n s ie n t  by 
i n i t i a l i z i n g  the weights to  zero. However, since th is  r e s u l t  
was derived under the assumption th a t  weight j i t t e r  e f fe c ts  are 
n e g l ig ib le ,  some caution must be exercised in  applying the a l l  
zero i n i t i a l  con d it io n  under high loop gain cond it ions . The 
s im u la tion  re s u l ts  presented in  Chapter V D show th a t r e la t i v e ly  
poor performance is  obtained when ( 1 ) the output desired s igna l 
power is  small r e la t iv e  to  i t s  optimum value and ( 2 ) an idea l 
reference s igna l is  used to  provide desired s ignal d is c r im in a t io n  
( ra th e r  than an estimate o f  the DOA). This same behavior was also 
noted in  the experimental re s u l ts .  When the weights were 
i n i t i a l i z e d  to  zero under the te s t  cond it ions  o f  Figures 75 and 
76, the ou tpu t desired s igna l leve l was about 20 dB sm alle r than 
the reference s ignal le v e l*  a t  the beginning o f  the f i r s t  data 
s lo t  ( i . e . ,  a f te r  the preamble adaption in te r v a l ) ,  and thus 
20 dB less excess noise could be to le ra te d .  Since the leve l o f  
excess noise caused by reference s ignal by inpu t in te r fe r in g  
s ignal cross-terms is  approximately constant fo r  a given value 
o f  aAt Pt regardless o f  the output desired s ignal power, 
r e la t i v e ly  poor performance was obtained when the weights were 
i n i t i a l i z e d  to  zero. The obvious s o lu t io n  is  to  increase the 
magnitude o f  one o f the i n i t i a l  weights so th a t  the desired 
s ignal has a h igher leve l a t  the end o f  the preamble in te r v a l .
Of course, th is  cannot be done w ithou t increasing the i n i t i a l  
e r ro r  along eigenvectors orthogonal to  the desired s igna l DOA, 
thereby reducing the output s ig n a l- to -n o is e  r a t io  during the 
t ra n s ie n t .  Moreover, the output SNR may not converge monotonic- 
a l l y  to  i t s  optimum value i f  the output desired s ignal power 
exceeds i t s  s teady-s ta te  value at some p o in t in  the t ra n s ie n t .
The se le c t io n  o f  an i n i t i a l  weight vec to r there fo re  requ ires a 
compromise between m in im iz ing the e f fe c ts  o f weight j i t t e r  under 
high loop gain cond it ions  and maximizing the output SNR during 
weight t ra n s ie n ts .  The experimental re su lts  in  Figures 75 and 
76 i l l u s t r a t e  th is  t r a d e -o f f .  During the reset in te r v a l ,  the 
r a t i o  o f  the output desired signal power to the reference s ignal 
power was -11.8  dB in  Figure 75 and -8 .3  dB in  Figure 76. At 
the end o f  a preamble adaption in te r v a l ,  the output desired 
s igna l le v e l* *  was about 9.1 dB sm aller than the reference s ignal 
in  the cond it ions  o f  Figure 75, whereas i t s  leve l was on ly  about

*The ou tpu t desired s igna l power was a lso about 17 dB below i t s  
optimum value.

**These values were determined th e o re t ic a l ly  under h ig h - le v e l 
in te r fe r in g  s igna l cond it ions  using a c a lc u la t io n  technique 
as in  Equation (409). Although an accurate measurement was 
d i f f i c u l t  to  ob ta in  due to the low output s ig n a l- to -n o is e  
r a t i o ,  the actual values appeared to  be close to the 
th e o r e t ic a l .
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6 . 8  dB sm a lle r  in  Figure 76. A comparison o f  the two sets o f  BEP 
measurements reveals th a t  3 dB more in p u t in te r fe re n c e  power was 
to le ra te d  when the ou tpu t des ired  s igna l was h igher. The r e s u l t  in  
F igure 76 a lso  ind ica tes  th a t  a fu r th e r  reduc tion  in  the re ference 
s igna l le v e l (e qu iva le n t to  an increase in  the i n i t i a l  weight 
va lue) would not have s ig n i f i c a n t l y  increased the to le rance  to  
h ighe r le ve l in te r fe r in g  s ig n a ls  since a i t  Pj = 0.94 when 
P ./Ps = 30 dB — the reg ion where abrupt f a i lu r e  begins to  occur 
regard less o f  the desired s igna l le v e l .

The e f f e c t  o f  a slower response to  n u l l in g  o f  the in te r f e r in g  
s igna l is  shown in  both Figures 75 and 76 to  cause an increase in  
the measured BEP fo r  lower values o f  Pj (and a i t  P i ) .  As an a id  in  
de term in ing  the reason f o r  th is  behav io r, the output s ig n a l- to -n o is e  
r a t i o  was ca lcu la te d  as a fu n c t io n  o f  adaption time f o r  each o f  the 
co n d it io n s  o f  Figures 75 and 76; the re s u l ts  are given in  Figures 77 
and 78 fo r  a number o f  se lec ted  in p u t in te r fe re n c e  to  des ired  s igna l 
r a t io s .  The abscissa represents the ac tua l adaption time normalized 
to  Ts and thus does not account f o r  the re ference delay in t e r v a l ,  
du r ing  which adaption was ha lted  (except during  the preamble) in  the 
experimenta l system. Since the re ference delay in te rv a l  was 
about one-quarter o f  a data b i t ,  the re s u l ts  in  Figures 77 and 78 
can be ap p lie d  by a p p ro p r ia te ly  s ca lin g  the abscissa. Using th is  
method, the ou tput s ig n a l- to -n o is e  r a t i o  during  the range pulse 
is  approximated by the s ig n a l- to -n o is e  r a t i o  o f  Figures 77 and 78 
in  the in te rv a l  1.75 Ts < t  < 2.5 Tg. S im i la r ly ,  the o u tpu t 
s ig n a l- to -n o is e  r a t io  d u r ing  data s lo ts  ( t o t a l  o f  e ig h t )  is  
determined using the in te rv a l  Ts < t  < 7 Ts . Because the ou tpu t 
SNR is  not constant du r ing  these in te r v a ls ,  i t  is  d i f f i c u l t  to  
r e la te  to  the BEP in  a p rec ise  manner. However, the fo l lo w in g  
observations can be made:

(1) The measured BEP was h ighest ( f o r  Pj/Ps ^  22 dB) fo r
- 6  dB ^  P j/P s ^  6 dB because o f  a slow response to
n u l l  the in t e r f e r in g  s ig n a l .  The ca lcu la te d  ou tpu t
des ired  s igna l to  in te r fe re n c e  r a t i o ,  shown in  Figures 
79 and 80 as a fu n c t io n  o f  time (normalized to  one 
time s lo t  in t e r v a l )  f o r  the te s t  co nd it ions  in  Figures 
75 and 76, re s p e c t iv e ly ,  i l l u s t r a t e s  th is  slow response 
f o r  several values o f  P j/P s . Figure 80, f o r  example, 
shows th a t  the ou tpu t desired s igna l to  in te r fe re n c e  
r a t i o  is  as low as 0.3 dB a t  the end o f  the preamble 
in te rv a l  when Pj/P$ = 6 dB, a lthough the r a t i o  increases 
r a p id ly  as the adaption in te rv a l  increases. This 
r e s u l t ,  toge the r w i th  the waveform processing gain 
measurement in  F igure 56, in d ic a te s  th a t  a low ou tpu t 
des ired  s igna l to  in te r fe re n c e  r a t i o  was a predominant 
source o f  degradation . Although the des ired  s igna l 
to  in te r fe re n c e  r a t i o  is  i n i t i a l l y  low ( 3 dB) fo r
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same conditions as in Figure 75.
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Figure 79—The output signal-to-interference ratio versus the 
normalized adaption time for several values of 
Pj/P$ under the same conditions as in Figure 75.
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Pj/Pc = 9 dB and t  = T^, th is  r a t io  improves ra p id ly  
to  10 dB w i th in  the f i r s t  data s lo t  in te r v a l ,  and 
thus only a s l ig h t  increase in  the measured BEP 
( re la t iv e  to  the Pj/Ps = 15 dB case, fo r  example) 
resu lted  in  th is  case. The slower response fo r  Pj/P$ =
6 dB, 3 dB, and 0 dB ,exh ib ited  by both the output SNR
in  Figures 77 and 78 and the desired s ignal to  in te r fe re n ce  
r a t io  in  Figures 79 and 80, caused the measured BEP, 
which represents an average over the in te rv a l Ts < t  <
7 Ts , to  increase. In order to  show th a t an inadequate 
output desired s ignal to in te r fe re n ce  r a t io  was the 
predominant source o f  degradation, ra th e r  than l im i t e r  
suppression due to  a low output s ignal to  thermal noise 
r a t io ,  the BEP was measured under cond itions id e n t ia l  to 
those in  Figure 76 except th a t  the loop gain (a) was 
doubled. Since th is  corresponds to doubling the adap
t io n  ra te ,  Figures 78 and 80 can be applied by doubling 
the adaption time ( i . e . ,  the end o f  the preamble 
corresponds to  an adaption in te rv a l o f  two ra th e r  than 
one). The measured BEP, shown in  Figure 81, was 
considerably lower when Pj was near P$ compared to
the measurements in  Figure 76. Because the output 
desired s igna l to in te rfe rence  r a t io  increases 
s ig n i f i c a n t l y  fo r  t > Ts when the adaption ra te  is 
doubled, whereas the output SNR does n o t,  i t  is  con
cluded th a t  the h igher BEP in  Figure 76 was p r im a r i ly  
caused by an inadequate desired s ignal to  in te rfe rence  
r a t io .  This conclusion is  a lso in  accord w ith  the 
re s u l t  in  Figure 75, which shows th a t  the BEP is  high 
when the r a t i o  approaches 0 dB. I t  should be noted 
th a t  the average BEP would have been s ig n i f i c a n t ly  
h igher in  Figure 76 — up to  a t  most a fa c to r  o f  
e ig h t  — i f  only one data s lo t  had been used to  convey 
data. The BEP would have a lso increased in  Figure 81, 
but to  a much lesser ex ten t since the output desired 
s ignal to  in te r fe re n ce  r a t io  is  less than -5 .5  dB fo r  
t  >TS.

(2) B e tte r performance was obtained ( f o r  a i t  Pj small) in  
Figure 75 compared to  Figure 76 because the magnitude 
o f the i n i t i a l  weight was sm a lle r. (Note th a t  Ep/N0 , 
measured in  the absence o f  in te r fe re n ce  and w ith  the 
array continuously  adapting, is  1 dB lower in  Figure 75.) 
This r e s u l t  is  a lso  in  accord w ith  the ca lcu la ted  re s u l ts  
o f  Figures 77-80. The reason fo r  the improved per
formance is  th a t  the e r ro r  introduced by the i n i t i a l  
cond itions in  Figure 75 was smaller both i n i t i a l l y  and 
during the weight t ra n s ie n t .  For the purposes o f  
comparison, ca lcu la ted  values o f the output SNR and the
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F igure 81— Performance o f  the experimental system versus the 
in p u t in te r fe re n c e - to -s ig n a l  r a t i o  w ith  and w i th 
out the range tra ck in g  loop enabled- Input 
des ired s igna l le ve l = 3.5 mv rms; P$/o2 =
0 dB. Other co n d it io n s  as in  F igure 75.
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desired s igna l to  in te r fe re n c e  r a t io  are shown in  
Figures 82 and 83 fo r  the two cases w ( t0 ) = [0 ]  and 
w^Cto) = B Rxd» where 3 was se lected so th a t  the 
ou tpu t des ired  leve l equa lled  the re ference s igna l 
le ve l when the weights were i n i t i a l i z e d .  The re s u l ts  
show th a t  some improvement in  performance (under 
worst-case values o f  P j/P s ) would be obta ined by 
i n i t i a l i z i n g  the weights to zero (assuming the e f fe c ts  
o f  weight j i t t e r  are n e g l ig ib le ) .  I n i t i a l i z i n g  the 
weights to  the desired s igna l DOA, however, would have 
re su lte d  in  s ig n i f i c a n t l y  improved performance. More
ove r, the ou tp u t desired s igna l le ve l is  nearly  as 
la rge  as the re ference s igna l leve l in  t h is  case, so 
th a t  h igher le v e ls  o f  excess noise could be to le ra te d  
during  the t ra n s ie n ts .

F igure 81 also shows BEP measurements conducted w ith  the e r ro r  
between the reference s igna l and the tra n sm it  time bases se t equal 
to  zero (RTL d is a b le d ) .  The comparative re s u l ts  in d ic a te  some 
improvement in  performance w ith  the RTL d isa b le d , although the 
d i f fe re n c e  is  small in  terms o f  Pi/Ps under high le ve l in te r fe re n c e  
c o n d it io n s .  Under lower leve l in te r fe re n c e  c o n d it io n  (a i t  Pj << 1 ), 
t im in g  accuracy achieved by the RTL depended p r im a r i ly  on the s ig n a l-  
to -n o is e  r a t io  o f  the s igna l received (a t  the TDMA modem) during  the 
range t ra c k in g  pu lse. Since the preamble to the range tra c k in g  
pulse was n e a rly  two t im e -s lo ts  in  d u ra t io n ,  the s ig n a l- to -n o is e  
r a t i o  was h igher du r ing  the range t ra ck in g  pulse than during the 
f i r s t  data s lo t  in  Figures 75, 76, and 81. In p a r t ic u la r ,  the 
r a t i o  o f  the NCS s ig n a l power and the range tra c k in g  s igna l power 
a t  the bandpass l i m i t e r ' s  ou tpu t was less than approxim ate ly 3 dB, 
which was w e ll w i th in  the 6 dB range o f  the loss o f  lock  a lg o r i th m . 
Thus, no d i f f i c u l t i e s  in  acq u ir ing  o r  m a in ta in ing  tra n sm it  time 
base synch ron iza t ion  were encountered in  the te s ts  f o r  Pj sm a ll.

The r e s u l t  in  F igure 76 has shown th a t  the adaptive a rray  is  
capable o f  p rov id ing  g re a te r  than 2 9 dB o f  in te r fe re n c e  p ro te c t io n  
f o r  gj =■ 60° when the in te r f e r in g  s igna l was c.w. and centered on 
the des ired  s igna l c a r r ie r  frequency. Based on the s tead y -s ta te  
measurements presented in  sec tion  C, h igher le ve ls  o f  in te r fe re n c e  
could be e f f e c t i v e ly  processed i f  the in te r f e r in g  s igna l is  w ider 
band.* A lso , BEP performance would improve fo r  la rg e r  values o f  
the angular separa tion  parameter ip. The theory p re d ic ts  th a t  
system performance degrades, however, as the angular separa tion  
is  reduced. Suppose, f o r  example, th a t  the i n i t i a l  co nd it ions  
and the in p u t  des ired  s igna l and thermal noise powers are the same 
as in  F igure 76, bu t the angular separa tion  between the des ired

* The in  t  e r  f  e r  i  "n g s i  g n a 1 bandwidth must s t i l l  be sm alle r than the
l . f .  a m p l i f ie r  bandwidths (10 MHz).
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and in te r fe r in g  s igna ls  is  reduced to 30°/element. One e f fe c t  o f  
the c loser angular separation is  to reduce the optimum ou tpu t 
s ig n a l- to -n o is e  r a t io  by 4.3 dB when Pj/Ps is  la rge . A second 
e f fe c t  is  to  reduce the ra te  a t which the desired signal power 
converges to  i t s  optimum value. The th i r d  e f fe c t  is to  reduce 
to  output desired s ignal power under t ra n s ie n t  as well as steady- 
s ta te  cond it ions . These e f fe c ts  can combine to  s ig n i f i c a n t l y  
degrade system performance. In order to  ob ta in  performance 
comparable to  Figure 76 fo r  4* = 30° under high loop gain con
d i t io n s *  the desired s ignal leve l a t the end o f  the preamble 
in te rv a l must be increased by about 4 dB and the input desired 
s ignal to  thermal noise r a t io  must be about 4.3 dB sm alle r. 
Assuming the same inpu t desired signal power as in  Figure 76, 
these requirements are s a t is f ie d  i f  the naanitude o f  the i n i t i a l  
weight vec to r is  increased 4 dB, and the element thermal 
noise is  decreased 4.3 dB, re s p e c t iv e ly .  The ca lcu la ted  
response o f  the output SNR and the output desired s ignal to  
in te rfe rence  r a t io  is shown in  Figures 84 and 85 fo r  4 = 30° 
under these m odified cond it ions . Comparing these re su lts  w ith  
Figures 78 and 80 shows th a t  system performance fo r  4 = 30° 
would be poor re la t iv e  to the 4> = 60° case, even though the 
element thermal noise power is  4.3 dB sm alle r. However, these 
re s u lts  also in d ica te  th a t the BEP would be lower (assuming 
“ At  Pi small) than the measured re su lts  in  Fiaure 76 i f  the 
loop gain parameter a is  increased by only a fa c to r  o f  two. 
Moreover, the e f fe c ts  o f  excess noise on performance under 
h igher loop gain cond itions would not be s ig n i f i c a n t ly  d i f f e r e n t  
during  weight tra n s ien ts  s ince the output desired s ignal power 
is  nearly  as large in  the t  = 30° case as in  the tests  o f  
Figure 76. Therefore, based on the c.w. measurements o f  
Figure 76 and on the ca lcu la ted  re su lts  in  Figures 78, 80,
84, and 85, i t  is  concluded th a t  system performance fo r  a 
close angular separation o f  30° per element would be comparable 
or b e t te r  than the measured performance in  Figure 76 fo r  
Pj/Pc 2* 24 dB i f  (1) the per element thermal noise power is  
4 .3 dB sm a lle r, (2) the magnitude o f the i n i t i a l  weight is  
4 dB la rg e r ,  and (3) the loop gain is increased by 3 dB. With 
these system parameters f ix e d ,  i t  is  e a s i ly  shown tha t b e t te r  
performance would be obtained in  a l l  cases i f  > 30° o r i f  
the inpu t desired s ignal power is ,  i . e . ,  worst-case system 
performance occurs a t the c losest angular separation and the 
minimum in p u t desired power.

The above re s u lts  and discussions re la te d  to  in te r fe re n c e  
re je c t io n  c a p a b i l i t ie s  o f  the SS/TDMA system may appear inap
p ro p r ia te  in  tha t AGC can be used to e lim in a te  slow response to 
a lower le ve l in te r fe r in g  s ig n a l ,  thereby s ig n i f i c a n t ly  (by orders 
o f  magnitude) increasing the Pj/Ps c a p a b i l i t y .  This technique 
can indeed be used to  improve system performance provided only 
one in te r fe r in g  source is  present in  the environment. The
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presence o f  two o r  more in te r f e r in g  sources, however, a l te rs  the 
e igenvectors  and eigenvalues o f  the in pu t covariance m a tr ix .
Depending on the r e la t i v e  magnitude and angular separa tion  o f  
the in te r f e r in g  sources, one o f  the eigenvalues can be small 
r e la t i v e  to  A x , y e t  la rg e  (o r  o f  the same order o f  magnitude) 
r e la t i v e  to  tne e igenvalue associated w ith  beamforming to  the 
desired  s ig n a l .  O bv ious ly , response to  th is  sm a lle r  eigenvalue 
cannot be improved beyond a c e r ta in  p o in t  as determined by the 
c o n s t ra in t  aAt Pj = aAt Amax < 1. The e f f e c t  o f  the longer 
tim e constant associated w ith  th is  sm a lle r e igenvalue on 
system performance is  represented by performance obtained in  
Figures 75, 76, and 81 fo r  sm a lle r values o f  P j/P s ( in  the range 
- 6  dB to  12 dB, fo r  example). That system performance degraded 
f o r  - 6  dB ^  P j/P s ^  6 dB in d ica te s  th a t  the poss ib le  presence 
o f  a small e igenvalue (o th e r  than the eigenvalues associated 
w ith  beamforming to  desired  s igna l and m in im iz ina  the output 
thermal noise power) could not be ignored in  eva lu a t in g  o v e ra l l  
system performance.

In  the present a p p l ic a t io n ,  the s iqna l environment is  unknown 
a p r i o r i .  Consequently, i t  is  u n r e a l is t i c  to  assume th a t  an 
' 'o p t im a l" i n i t i a l  we ight can be used in  a l l  cases. One approach 
would be to  determine an i n i t i a l  weight which y ie ld s  good perform
ance f o r  most expected s ig n a l in g  s i tu a t io n s  in  a g iven a p p l ic a t io n .  
This could be ra th e r  ted ious and perhaps im possib le  when the 
a r ra y  s ize  is  la rge  and when the a rray  is  sub jected to  a la rge  
number o f  in te r f e r in g  sources. A more fe a s ib le  approach would be 
to  es tim ate  the desired  s igna l DOA and use the estim ate  to p rov ide  
des ired  s igna l d is c r im in a t io n  w i th in  the feedback loop (see 
F igure 6 ) .  The r a t i o  o f  excess noise to the ou tpu t desired s ig n a l 
power could thus be e lim in a ted  from c o n s id e ra t io n ,  i . e . ,  the 
i n i t i a l  weights could be se t to zero. The weights could a lso  
be i n i t i a l i z e d  to  the desired  s igna l DOA, which was shown in  
Chapter IV and in  Figures 84 and 85 to  fu r th e r  improve the 
convergence p rop e rt ie s  o f  the LMS a lg o r i th m . A subsystem fo r  
perfo rm ing the DOA estim ate  could re a d i ly  be implemented in  the 
p resent system w ith  on ly  a moderate increase in  c i r c u i t  com plex ity  
by app ly ing  a re ference s igna l to  the e r ro r  s igna l leg o f  the 
e r r o r  by in p u t s ig n a l m u l t ip l ie r s  and then averaging the e r ro r  
m u l t i p l i e r ' s  ou tpu t ( a f t e r  i t  has been down-converting to  baseband) 
using an in te g ra to r  o r  low-pass f i l t e r .  This p a r t ic u la r  method 
o f  o b ta in in g  the estim ate  has the added advantage th a t  the e f fe c ts  
o f  non-idea l c i r c u i t s  and small phase e r ro rs  w i th in  the e r ro r  
m u l t ip l ie r s  and down-converters are compensated. The reference 
s ig n a l could be generated autonomously w i th in  the s a t e l l i t e  du r ing  
the preamble — even during  the pre-lockup phase. The re s u l ts  o f  
the a n a lys is  in  Chapter V have shown th a t  an adequate estim ate o f  
the DOA can be obta ined in  a r e la t i v e l y  sh o rt  in te rv a l  o f  time 
( r e la t i v e  to  the convergence ra te  o f  the LMS a lg o r i th m , fo r  example), 
when the in te r fe r in g  s ig n a ls  approximate zero-mean Gaussian 
processes. I t  would appear th a t  th is  estim ate  could be obtained
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ra p id ly  in  c.w. in te r fe re n c e  environments as w e l l ,  although 
a d d it io n a l s tud ies  would be re qu ire d  to  con firm  t h is .  Thus, 
o n ly  a p o r t io n  o f  the preamble may be requ ired  to  perform 
the es t im a te , w ith  the remaining p o r t io n  used fo r  adaption. A l t e r 
n a t iv e ly ,  an in te r v a l  preceding the preamble could be a l lo c a te d  
f o r  perform ing the estim ate  by u t i l i z i n g  a d i f f e r e n t  PN code 
s t ru c tu re  to  d is t in g u is h  the des ired  s igna l from o the r des ired  
s ig n a ls .  E s t im a ting  the DOA has a t  le a s t  one a d d it io n a l advant
age. In systems where i t  is  app ro p r ia te  to  assume a constant 
des ired  s igna l DOA, the DOA es tim a te  can be used to  prov ide 
des ired  s igna l d is c r im in a t io n  du r ing  data s lo t s ,  thus e l im in a t in g  
the need fo r  a waveform processed re ference s ig n a l and re fe rence  
delay compensation. In view o f  these c o n s id e ra t io n s ,  fu r th e r  
s tud ies  o f  the DOA e s t im a t io n  technique are in d ic a te d .
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CHAPTER V II  

SUMMARY AND CONCLUSIONS

The purpose o f  t h is  research was to  determine the c h a ra c te r 
i s t i c s  and l im i ta t io n s  o f  the t ra n s ie n t  response o f  adaptive  arrays 
in  coded communications system a p p l ic a t io n s .  To th is  end, the 
response o f  an adaptive array which employs the LMS a lg o r i th m  to 
a d ju s t  the w e igh ting  c o e f f ic ie n ts  was evaluated both a n a ly t i c a l l y  
and exp e r im e n ta lly .  An ana lys is  o f  the convergence p ro p e r t ie s  o f 
the d i r e c t  m a tr ix  in ve rs io n  a lg o r i th m  was a lso  performed in  order 
to  e s ta b l is h  a basis fo r  comparing LMS a lg o r i th m  response w ith  the 
response o f  an a lgo r ithm  in which optimal adaptive  processor para
meters are d i r e c t l y  computed.

In  the a n a lys is ,  loop parameters which r e s u l t  in  maximizing the 
convergence ra te  o f  the LMS a lg o r i th m  in  a s ta t io n a ry  s igna l e n v ir 
onment were determined. Maximizing the ra te  o f  convergence in  a 
s ta t io n a ry  s igna l environment was shown to  maximize the ra te  a t 
which the a rray  can respond to  a t im e -va ry ing  s igna l environment 
( e .g . ,  due to  pulsed desired  s ig n a ls  in  a TDMA communications 
system). I n i t i a l l y ,  an id e a l ize d  model o f  the LMS a lgo r ithm  was 
analyzed under the assumption th a t  the e f fe c ts  o f  j i t t e r  in  the 
a r ra y  w e igh ting  c o e f f ic ie n ts  may be neglected to  a f i r s t  o rder ap
p rox im a tion . This assumption is  v a l id  when the loop response band
w id th  is  much narrower than the in pu t s igna l bandwidth. The ra te  
a t  which the weights converge to  t h e i r  optimum values was shown to 
be p ro p o rt io n a l to  the product o f  the loop gain constant and the 
eigenvalues o f  the in p u t covariance m a tr ix .  This im p lies  th a t  the 
adaption in te rv a l  requ ired  fo r  the weights to  converge is  long when 
one o r more o f  the eigenvalues is  very sm all. The e f fe c t  o f  th is  
show convergence ra te  on adaptive  a rray performance can be m in i
mized by proper s e le c t io n  o f  the i n i t i a l  w e igh ts . I n i t i a l i z i n g  the 
weights to  the desired s igna l d i r e c t io n  o f  a r r i v a l  vec to r was 
shown to  improve the ou tpu t s ig n a l- to -n o is e  r a t i o  during t ra n s ie n ts  
compared to  performance when a l l  the i n i t i a l  weights except one were 
se t equal to  zero (o m n id ire c t io n a l case). Some improvement was 
a lso  noted fo r  the a l l  zero i n i t i a l  c o n d it io n .  The next s tep in  
the ana lys is  consis ted  o f  m odify ing the id e a l iz e d  model to inc lude 
the e f fe c ts  o f  weight j i t t e r .  The e f fe c ts  o f  weight j i t t e r  on the 
s te a d y -s ta te  performance o f  both the analog and d ig i t a l  (sampled 
da ta ) approaches fo r  implementing the LMS a lg o r i th m  were considered 
in  the a n a lys is .  Two approaches fo r  d is t in g u is h in g  between the 
des ired  s igna ls  and in te r fe r in g  s igna ls  - -  us ing an idea l re ference 
s ig n a l o r  an accurate estim ate  o f  the des ired  s igna l d i r e c t io n  o f 
a r r i v a l  vec to r — were a lso  considered. The excess noise power a t 
the a r ra y  ou tpu t due to weight j i t t e r  was used as one measure o f
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performance. The excess noise power was shown to  increase very 
a b rup tly  when the loop response bandwidth exceeds approximately 
two-tenths o f  the inpu t s igna l bandwidth in the analog LMS a lgorithm  
and approximately one-tenth in  the d ig i t a l  LMS a lgo rithm . The loop 
response bandwidth, which is  approximately p ropo rt iona l to  the pro
duct o f the loop gain constant a and the to ta l  input power P j ,  must 
not exceed these values fo r  proper a rray opera tion . The upper 
bound on a Pj im plies a c o n s tra in t  on the maximum r a t io  o f inpu t 
in te r fe r in g  s igna l power to  desired s ignal power which can be 
e f fe c t iv e ly  processed. The excess noise power due to weight j i t t e r  
was also shown to depend on the parameter T0 and the method used to 
d is t in g u is h  the desired s ignal from undesired s igna ls  {see Equations 
(139), (158), and (206)). The parameter T0 represents the optimum 
output s ig n a l- to -n o is e  r a t io  which can be achieved w ith an adaptive 
array in  a given s ignal environment, and the re fo re  re f le c ts  the 
dependence o f  the excess noise power on the inpu t s ignal le v e ls ,  
th e i r  r e la t iv e  angles o f  a r r i v a l ,  and the a rray  geometry.

I t  was shown by analys is  tha t weight j i t t e r  in  the d ig i t a l  LMS 
a lgorithm  does not s ig n i f i c a n t ly  increase random f lu c tu a t io n s  o f 
the desired s ignal phase in  most cases o f  in te re s t :  thus, an accu
ra te  estimate o f  the c a r r ie r  r hase required in  coherent de te c t io n , 
e .g . ,  PSK d e te c t io n , can be obtained when the weights are near th e i r  
s teady-s ta te  so lu t io n s .  Some caution must be exerc ised, however, 
in  e x tra p o la t in g  th is  r e s u l t  to  array t ra n s ie n t  cond it ions . In th is  
case, i t  may not be possib le  to  acquire and/or maintain c a r r ie r  
phase track ing  a t a l l ,  s ince the output desired s ignal can undergo 
ra d ica l phase and amplitude f lu c u ta t io n s  during weight t ra n s ie n ts .
I t  is  p a r t ly  fo r  th is  reason th a t  d i f f e r e n t ia l  (DPSK) de tec t ion  and 
envelope de tec t ion  techniques, such as those employed in the p ro to 
type TDMA/adaptive a rray system fo r  de tec t ing  data and e s ta b l ish in g  
time base synchron iza tion , are recommended in  adaptive array a p p l i 
ca t ions . An expression in d ic a t in g  the e f fe c ts  o f  weight j i t t e r  on 
the performance o f  a PSK d e tec to r (w ith  the weights near t h e i r  
s teady-s ta te  s o lu t io n s )  was derived fo r  the case o f the d ig i t a l  LMS 
a lgorithm . The re s u lts  ind ica ted  th a t  increasing the r a t i o  o f  the 
code ra te  to  the data ra te  (spectrum-spreading fa c to r )  by increasing 
the code ra te  perm itted an increased ra te  o f  convergence and also 
reduced the leve l o f degradation due to  weight j i t t e r .  This re s u l t  
was shown to apply as we ll to  d i f f e r e n t ia l  de tec tion  i f  appropria te  
(reasonable) cond it ions are s a t is f ie d .

In communications systems, desired s ignal c h a ra c te r is t ic s  ( e .g . ,  
an ideal reference s ig na l)  are g e n e ra lly  presumed known a p r io r i  
w ithou t assuming p r io r  knowledge o f  the a n g le - o f - a r r iv a l . In some 
cases o f  in te re s t ,  however, i t  was shown th a t  the performance ob
ta ined w ith  the LMS a lgorithm  can be improved i f  an accurate estimate 
o f  the desired s igna l d i re c t io n  o f  a r r iv a l  vec to r, ra th e r  than an 
ideal reference s ig n a l,  is  used w i th in  the feedback loop to  d is 
c r im ina te  between desired and undesired s ig n a ls .  A procedure fo r  
estim ating  the desired s igna l d ire c t io n  o f  a r r iv a l  v e c to r ,  based on
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a maximum l ik l ih o o d  p r in c ip le ,  was in ves tiga ted  a n a ly t ic a l ly  under 
the assumption th a t  an ideal reference s ignal is  a v a i la b le  a t the 
a rray processor. The re s u l ts  showed th a t  an adequate estimate can 
be obtained w ith in  a time in te rv a l which is  short compared to  the 
adaption time requ ired fo r  LMS a lgorithm  convergence. Therefore, 
w ith  a small percentage increase in  processing tim e, the desired 
s igna l d ire c t io n  o f  a r r iv a l  vector can be estimated and used to 
i n i t i a l i z e  the weights and/or provide desired s ignal d is c r im in a t io n  
w i th in  the feedback loop, thereby improving adaptive a rray perform
ance.

A procedure fo r  es tim ating  the inpu t s ignal convariance m atr ix  
was also s tud ied. This estim ate, together w ith  the estimate o f  the 
desired s igna l d ire c t io n  o f  a r r iv a l  ve c to r ,  formed a basis fo r  im
plementing the d i r e c t  m atr ix  inve rs ion  a lgorithm  mentioned p rev ious
l y .  The d i r e c t  m atr ix  invers ion  a lgorithm  d i f f e r s  from the LMS 
a lgorithm  in  th a t  the array weights are computed d i r e c t l y  from these 
estimates. The ana lys is  o f the convergence p rope rt ies  o f  the d i r e c t  
m a tr ix  inve rs ion  a lgorithm  the re fo re  represented a problem in e s t i 
mation ra th e r  than feedback con tro l theory. The ra te  a t which the 
output s ig n a l- to -n o is e  r a t io  converges to  i t s  optimum value was 
found to  depend on the parameter T0 , but does not depend e x p l i c i t l y  
on the eigenvalues o f  the covariance m atr ix  as in  the case o f  the 
LMS a lgorithm . A comparison w ith  the LMS a lgorithm  showed th a t the 
d i r e c t  m atr ix  inve rs ion  a lgorithm  gen e ra lly  converges much more 
ra p id ly ,  p a r t ic u la r ly  when the spread in  eigenvalues is  la rge ( i . e . ,  
when h ig h - leve l in te r fe r in g  s ignals are in c id e n t on the a rra y ) .  
However, the h igher convergence ra te  a fforded in  theory by the d i r e c t  
m a tr ix  inve rs ion  a lgorithm  is d i f f i c u l t  i f  not impossible to  achieve 
in  p rac t ice  since the required d ig i t a l  computer speeds are beyond 
present techno log ica l c a p a b i l i t ie s  in  a l l  but very narrowband, small 
a rray  s ize  a p p l ic a t io n s .  In p a r t ic u la r ,  the LMS a lgo rithm  imple
mentation described herein (Chapter IV) can achieve much higher 
ra tes o f  response in  p ra c t ic e  than could have been achieved w ith  
the d i r e c t  m a tr ix  inve rs ion  a lgorithm . The LMS a lgo r ithm  has add i
t io n a l advantages in  th a t i t  is  r e la t i v e ly  simple to implement and 
i t  tends to  compensate fo r  c i r c u i t  im perfections ( re fe r  to  the a n a l
y s is  o f  the e f fe c ts  o f  c i r c u i t  im perfections on LMS a lgo rithm  per
formance presented in  Chapter V I-C ). Although the comparison be
tween the d i r e c t  m atr ix  inve rs ion  and LMS a lgorithm s presented here
in  are based in  theory ra the r than p ra c t ic e ,  a p p lica t io n s  o f  the 
"e s tim a tion "  a lgorithm s are expected to  broaden w ith  increased com
pu te r speeds, lower cost c i r c u i t  components, and the fu r th e r  develop
ment o f a lgorithm s which solve some o f  the d i f f i c u l t i e s  encountered 
when implementing the d i r e c t  m atr ix  inve rs ion  a lgo r i thm  (e .g . ,  the 
recurs ive  a lg o r i th m s [3 4 ]} .

Experimental te s ts  were conducted to  evaluate the accuracy o f 
the approximate a n a ly t ic a l  re s u l ts  and to  demonstrate more conclu
s iv e ly  th a t  adaptive arrays can be u t i l i z e d  to suppress undesired 
s igna ls  in  coded conmunications systems and TDMA communications
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systems in  p a r t ic u la r .  The experimental system consisted o f  a fo u r  
element IF implementation o f  an adaptive array and a processor simu
la t in g  a b a n d - l im it in g  s a t e l l i t e  repeater. This adaptive a r ra y /  
s a t e l l i t e  s im u la to r ,  together w ith  the prototype TDMA modem, was 
used to sim ulate a TDMA/adaptive array s a t e l l i t e  communication system. 
To achieve the re a l- t im e  adaption ra tes requ ired , the analog LMS 
a lgorithm  was employed. The reference s ignal was generated by 
waveform-processing the array output s ig n a l,  which perm itted array 
adaption to  occur simultaneously w ith  data re cep tion .

I n i t i a l  experimental te s ts  were conducted w ith  continuous received 
s igna ls  ( i . e . ,  the s igna ls  received a t the array processor had con
s ta n t power le v e ls )  and w ith  the weights near t h e i r  s teady-s ta te  
so lu t io n s .  Among the re s u lts  presented, i t  was shown th a t  the 
experimental adaptive array suppresses a c.w. in te r fe r in g  signal 
43 dB la rg e r  than the desired signal by more than 70 dB and s im ul
taneously forms a beam on a properly-coded, p roperly -t im ed  desired 
s ig n a l.  An ana lys is  ind ica ted  th a t  a maximum in te r fe re n ce  to s igna l 
r a t io  o f up to  60 dB could be accommodated w ith  the present equip
ment by an appropria te  choice o f loop parameters. Performance o f 
the system was fu r th e r  evaluated by conducting b i t  e r ro r  p ro b a b i l i ty  
(BEP) measurements on the d i f f e r e n t ia l  de tec to r contained w ith in  the 
TDMA modem. The experimental performance was shown to agree c lo s e ly  
w ith  the corresponding a n a ly t ic a l  re s u lts  when the e f fe c ts  o f con
t r o l  loop noise were n e g l ig ib le .  A la rge increase in  the measured 
BEP occurred w ith  h ig h - le v e l ,  wideband (^  10 MHz) in te r fe re n ce  as a 
r e s u l t  o f mismatched bandpass c h a ra c te r is t ic s  o f  the IF a m p l i f ie rs  
preceding each weight c o n tro l .  B a s ic a l ly ,  t h is  degradation occurred 
because the in te r fe r in g  s igna l could not be adequately nu lled  over 
i t s  f u l l  bandwidth by simply forming a l in e a r  combination o f the 
inpu t s ig n a ls .  Performance under wideband in te r fe re n ce  cond itions 
could be g re a t ly  improved i f  a reasonable attempt is  made to match 
the IF bandpass c h a ra c te r is t ic s .  This is  an area recommended fo r  
fu tu re  study. Add it iona l experiments were conducted to evaluate 
the e f fe c ts  o f  con tro l loop noise on system performance w ith  the 
weights near t h e i r  s teady-s ta te  va lues. I t  was shown th a t  the 
a n a ly t ic a l  re s u l ts  can be used to  e s ta b lish  an upper bound on the 
leve l o f  degradation caused by weight h i t t e r  when the in te r fe r in g  
s igna l is  c.w. o r wideband.

F in a l ly ,  BEP measurements were conducted under cond it ions  simu
la t in g  the TDMA pulsed desired s ignal format. In order to  allow 
for adaption p r io r  to  the transm ission o f  data, each desired signal 
pulse transm itted  from a TDMA modem contained a preamble o f  one 
t im e -s lo t  du ra t ion  in  which a known code was transm itted . Adaption 
was in i t ia t e d  a t the beginning o f the preamble and continued during 
the transmission o f data. With an i n i t i a l l y  om nid irec tiona l p a t te rn ,  
i t  was shown th a t time base synchron ization could be success fu lly  
estab lished and an acceptable b i t  e r ro r  p ro b a b i l i t y  obtained even 
when the level of a c.w. interfering signal centered on the desired
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s igna l c a r r ie r  frequency exceeded the in p u t s igna l power by 30 dB. 
Higher le v e ls  o f  in te r fe re n c e  could have been e f f e c t i v e ly  suppressed 
i f  ( 1 ) the preamble adaption in te rv a l  were increased, ( 2 ) the code 
ra te  were increased, (3) the in p u t des ired s ig n a l- to - th e rm a l noise 
were h iq h e r ,  and/or (4 ) a more favo rab le  i n i t i a l  p a tte rn  were
se lec ted . The leve l o f  suppression was also shown to  depend on the 
angu la r separa tion  between the desired s igna l and the in te r f e r in g  
s ig n a l .

In view o f  the fa c t  th a t  both the a n a ly t ic a l  and experimental 
r e s u l ts  in d ica te d  high le v e ls  o f  excess noise due to  weight 
j i t t e r  when the loop bandwidth approached one- or two-tenths 
o f  the in p u t s igna l bandwidth, an a d d it io n a l subsystem may be 
requ ired  to  c o n tro l the loop parameters. U t i l i z i n g  AGC a t  each 
antenna element was proposed as a method f o r  c o n t ro l l in g  the 
loop bandwidth which is  r e la t i v e l y  easy to  implement.

I t  is  concluded th a t  an adaptive  a rray  can prov ide a s ig n i f i c a n t  
c a p a b i l i t y  f o r  soppressing undesired s igna ls  in  coded communications 
systems in  general and TDMA systems in  p a r t ic u la r ,  and th a t  the 
a n a ly t ic a l  and experimental re s u l ts  presented in  th is  study can be 
used to  design such systems.
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APPENDIX I

Each term in  Equation (118) is  eva lua ted  in  t h is  appendix 
using the p ro p e r t ie s  o f  complex Gaussian processes. From 
Equation (102 ), the f i r s t  term in  Equation (118) may be w r i t t e n *

E[Rflj R4J] - E (uj = 1*1* HJt • 0-1)

The la s t  step fo l lo w s  from the assumption th a t  the complex 
envelope o f  r ( t )  [and £ ( t ) ]  is  co n s ta n t.  The procedure f o r  
e v a lu a t in g  the second term in  Equation (118) is  much more i n 
vo lved. Before proceeding, i t  w i l l  be convenient to  express <j> 
in  the form

* ( t )  = ! ( t )  x+ ( t )  -  Kx (1-2)

= [S ( t )  + | ( t ) ]  [ u ( t )  + £ ( t ) f  -  M - s s+

-  u(E) u+( t )  + s ( t )  uf ( t )  + u ( t )  s[+ ( t )  -  M

The la s t  step follows from the re la t io n  s[(t) ( t )  -  ^  s / . The
j t h  component o f  the ve c to r  <J>P_1 y ^ is  g iven by

[*p y]j - I  [p yJi 0-3)

Thus, the second term in  Equation (118) is  expressed as

*The e x p l i c i t  time dependence o f  v a - ia b le s  w i l l  be om itted  from 
the n o ta t io n  except when i t  is  re qu ire d  fo r  c l a r i t y .
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((♦P_1y ) j  U P"1 y ) * j (1-4)

= E
m m

X  * j i  \ ' k  y k .  X  + f i  Pq f  y q

m m

j i1=1 k=l 

m m m m
I  I  I  I

f = l  g=l 1=1 k=l

A f = l  g=l

l  l  . 1  _ l _ l Et̂  *fl)l (P-’)ik (P)gf

E(yk. yg 1A 9A

The la s t  step fo l lo w s  from the independence o f the processes <t> 
and y^ a t the sampling in s ta n ts .  The c ro s s -c o r re la t io n  o f  the 
j i t h  component o f 4>(t) and the f i t h  component o f  4>(t) is  given 
by

(1-5)

* [ u f  U 4 + Sf  U + U ,  s 0 -  M * „ )'f "a "fr
From the assumption th a t  the inpu t s igna ls  are unco rre la ted , and 
using the p rope rt ies  o f  zero-mean Gaussian processes [Equation 
(11)3* Equation (1-5) reduces to

n j j t
( 1- 6)

S u b s t i tu t in g  Equation (1-6) in to  Equation (1-4) y ie ld s

e { ( * P " 1y4) j  (4-P"1yA>I> (1-7)

- KX., E P M P V  + Mjl E {yI p 5.S.+P V
J

Using the same procedure, the t h i r d  term in  Equation (118) 
becomes
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The steps used to  evauate the fo u r th  term in  Equation (118) are 
as fo l lo w s :

+ " l m
«  R.J “opt), J ■ E *11 wiopt »-»>

f _ i
J  r  <1 i f  r''< ‘'‘t  . ^  ''-t , ^  M  "1  V= E W  Uj r  [u, u* + u, st  + Sl Uj - Mu ]

= I  (Mu  r  s . w. }
i= l  1 op t

m +
= J MU  (Rxd>i W11=1 xa 1 nop t

Mj) i  Rxd wopt

S im i la r ly ,

E < < ♦ " o p t ’ j  RI , } = Mj * % t Rxd * <r - 10>

S u b s t i tu t in g  Equation ( I -1 ) and Equations (1 -6 ) - ( I - 1 0 )  in to  
Equation (118) y ie ld s  the f i n a l  r e s u l t



E [C, < ]  = | r l 2 M.a + Kx> E [ y j  P M P_1 y fi]  (1 -11)-1
JA JA

,-1+ Mj£  E [ y j  P s s P- 1 y A]  + K* w jp t  M wQpt
J A

+ Mj *  " o p t  5 .1 + wop t -  Mj i  Rxd wopt -  Mj t  % t  Rxd

■ l ? l Mj t  +  KX . „  E [ y I  A y A ]  ■ Sj  * t  E ( y I  P ^  p y )  J *

+  KX . (, WO p t  KX WO p t  "  S j  S JL WO p t  - - + Wo p t
J **

Mj a  Rx d  wo p t  ” Mj n  wo p t  Rxd

294



APPENDIX I I

-1 /2This appendix de fines the expression M , where M is  an 
mxm, p o s i t iv e  d e f in i t e ,  Hermitian m a tr ix .  Let P' represent the 
u n i ta ry  trans fo rm a tion  which d iagona lizes M; i . e . ,

P' M P' " 1 = A' ( I I - 1 )

P' M" 1 P' " 1 = A 1' 1

The diagonal elements o f  A ' "  are rea l and non-negative. There fore , 
the square roo t o f  each element is  de fined. I f  A* = a '* 1 ,  then 
a s o lu t io n  fo r  the m a tr ix  A is  given by

A = A , _ 1 / 2  ( I I - 2 )

- 1 / 2where A* '  is  a diagonal m a tr ix  w ith  the square ro o t o f  the e le 
ment o f  A ' " 1 as i t s  elements. Define M~V2 as

M 1 / 2  = P' " 1 A ' " 1 / 2  P' ( 11-3)

I t  fo l lo w s  th a t

„ - l / 2+ .  m- 1 / 2 ( IT-4)

and th a t

M- ^ 2^ M- ^ 2 = M- ^ 2 M- ^ 2 -  P’ -  ̂ A ' ~ ^ 2 P' P ' -  ̂ A ' ~ ^ 2 P1

= P' " 1 A ' " 1 / 2  A ’ " 1 / 2  P' = P,_1 A ' " 1 P' = M"T. ( 11-5)
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The fo l lo w in g  s p e c i f ic a t io n s  apply to  the c o n f ig u ra t io n  o f  F ig . 20 
when the 30 MHz gain ad jus tab le  a m p l i f ie r  is  set to  w i th in  one dB o f 
maximum ga in . A l l  vo ltages are m s values unless o therw ise noted.

Measurement
PointParameters

EACH IH-PHASE OR QUADRATURE WEIGHT LOOP

Maximum recommended in p u t s ignal le ve l A

Two-tone th i r d -o rd e r  in te m o d u la t io n  
in te rc e p t ;  Height = 5 v A

Ambient noise re fe r re d  to  inpu t 
(B.W. = 10 Mllz)

Stable in p u t s igna l bandwith A

Gain; weight = 1 v A to  C

Gain @ weight = 1 v A to  B

Feedback d .c .  vo ltage  B
2 mv p-p in p u t ,  200 mv p-p output A,C

d .c .  vo ltage  d r i f t  B

Baseband gain B to  J
HRF 
LRF

Looo gain constant (a ) B to  B
HRF 
LRF

Weight t in e  constant @ 600 mv p-p in p u t J
HRF 
LRF

Ratio o f  maximum output to  minimum C
output versus weight co n tro l vo ltage
(300 mv p-p c.w. s igna l applied a t A)

Range o f  weight vo ltages J

Range o f  reset vo ltages J

Minimum pulse d u ra t ion  requ ired to  re se t J,H 
HRF 
LRF

Value

650

10

5 x l0 ' 6

13.5 

1.7

12.5

421

15

6.4x10*?
8 , 0x10

8 . 0x1oL 
1 .OxlC

2 . 8x 10
2 . 2x 10

-7
-6

32

±10

±5

2
20

Units

mv. p-p

dBm

v o lts

MHz

v o l t s / v o l t  

d .c .  v o l ts  

( v o l t s ) 2

u v o l ts  

u V/C°

(s e c ) ' ]
(sec)

( s e e ) " ! ( v o l t s ) '?  
(see)* ( v o l t s )

(sec)
(sec)

dB

d .c .  v o l ts  

d .c .  v o l ts

usee
usee
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T ra n s it io n  time to  hold weights J 1 u sec

T ra n s it io n  time to  shut o f f  e r ro r
feedback E 200 nsec

0 200 nsecT ra n s it io n  t in e  to  shut o f f  re fe rence  
s ignal
1AXIMUM OUTPUT VOLTAGE f no l i n i t i n n  
in  c o n tro l  loop (600 mv p-p s igna l
apn lied  a t  A, re fe rence  le v e l = 0 v ) .  C 0 .6  v o l ts  p-p

UT (FOUR IN-PHASE PLUS FOUR QUADRATURE) WEIGHTS If) LOOP

Minimum loop t in e  constan t J
(w ith  600 mv p-p in p u t  a t  A)

HRF 68  nsec
LRF 550 nsec

Ratio  n f  maximum ou tp u t to  
minimum ou tpu t (600 mv p-p
c.w. s ig n a l a pp lied  a t  A) C >70 dB

Minimum in p u t  des ired  s igna l le v e l
re qu ire d  to  o b ta in  200 mv p-p o u tp u t A 3 mv p-p

Minimum in p u t  s igna l le ve l re qu ire d
fo r  time cons tan t o f  one time s l o t  A 17,2 mv p-p

In p u t s ig n a l le v e l requ ired  f o r
t in e  constan t o f  one code ch ip  A 207 mv p-p

Maximum l in e a r  ou tp u t C 3.5 v o l t s  p-p

Maxinum s ta b le  loop bandwidth 2 MHz

Code ra te  1.4016 Mbps
Data ra te  87.6 Kbps
T in e - s lo t  leng th  103 '•usee

Code ra te  175.2 Kbps
Data ra te  10.95 Kpbs
T in e - s lo t  leng th  0 .83  m sec
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REFERENCE NETWORK

Maximum output

Minimum in p u t ,  l im i t in g

Processing f i l t e r s

HRF 6 dB bandwidth

Envelope delay (HRF)

Processing gain to  70 MHz 
c.w. in te r fe r in g  s igna l (HRF)

LRF 6 dB bandwidth

Envelope delay (LRF)

Processing gain to  70 MHz 
c.w. in te r fe r in g  s igna l (LRF)

D 350 mv p-p

C 10 mv p-p

Double tuned bandpass 

240 KHz

C to  D 2.5 usee

C to  D 8 dB

28 KHz

C to  D 20 usee

C to  D 8.3 dB
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FROM T OTHER
WEIGHTS

WEIGHT
MULTIPLIER70 MHz IF 

INPUT ARRAY OUTPUT 
f >■ MONITOR

QUADRATURE HYBRIOS 
ANO POWER COMBINERS

REFERENCE

ERROR

O.C.
AMPLIFIER

PASSIVE
MIXER

DRIVE
AMPLIFIER

INTEGRATOR

MIXERS ANO 
POWER 
DIVIDERS

WIOEBANO 
AMPLIFIER 
GAIN * 60 dB

MULTIPLIER

Figure 8 6 . LMS loop showing points referenced in  the sp e c if ica t io n s .
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