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Abstract. Key derivation refers to the process by which an agreed upon
large random number, often named master secret, is used to derive keys
to encrypt and authenticate data. Practitioners and standardization bod-
ies have usually used the random oracle model to get key material from
a Diffie-Hellman key exchange. However, formal proofs in the standard
model require randomness extractors to formally extract the entropy
of the random master secret into a seed prior to deriving other keys.
Whereas this is a quite simple tool, it is not easy to use in practice —or
it is easy to misuse it—.

In addition, in many standards, the acronym PRF (Pseudo-Random
Functions) is used for several tasks, and namely the randomness ex-
traction. While randomness extractors and pseudo-random functions are
a priori distinct tools, we first study whether such an application is cor-
rect or not. We thereafter study the case of Z; where p is a safe-prime
and the case of elliptic curve since in [PSec for example, only these two
groups are considered. We present very efficient and provable random-
ness extraction techniques for these groups under the DDH assumption.
In the special case of elliptic curves, we present a new technique —the so-
called "Twist-AUgmented’ technique— which exploits specific properties
of some elliptic curves, and avoids the need of any randomness extractor.
We finally compare the efficiency of this method with other solutions.

1 Introduction

Key exchange is an important problem in practice and several schemes have been
designed to solve it since the seminal work of Diffie and Hellman [13]. Recently,
different works have been published in order to analyze the security of those
schemes in various settings (password, public-key, hybrid setting) and security
models (random oracle, common reference string, standard model). But for sev-
eral years, efficiency and security in the standard model have become the main
goals to achieve in cryptography. The most widely used network security pro-
tocols nowadays are TLS [34], a.k.a SSL, SSH, and the Internet Key Exchange
(IKE) protocols [18, 24] from the IPSec standard of the IETF. In all the descrip-
tions, the extraction of the master-key from a common (random) secret element



is performed using a PRF, which is often instantiated by HMAC [5] (this is for
example the case in IKE). However, it is well-known that such a primitive is not
a priori well-suited for such a task [15], and the formal analysis requires unusual
assumptions.

1.1 The Key Derivation Problem.

Diffie-Hellman (DH) based key exchanges establish a secure communication
channel between two parties by securely negotiating a large random element in
a given cyclic group, called pre-master secret. Then, this secret is used to derive
keys for encrypting and authenticating data. These keys must be bit-strings of
some specific length uniformly distributed and used as input parameters to sym-
metric ciphers (for privacy), message authentication codes (for authentication),
and pseudo-random functions (for expansion of a seed into a longer bit-string).
However, they cannot be initialized with the simple bit-string encoding of the
pre-master secret. Even though this secret is indistinguishable from a random el-
ement in the cyclic group under some classical computational assumptions, such
as the Decisional Diffie-Hellman assumption (DDH), its encoding is not indis-
tinguishable from a random bit-string with a uniform distribution. The entropy
of the bit-string encoded secret is indeed high but not high enough to immedi-
ately obtain an almost uniformly distributed random bit-string: pseudo-entropy
generators are not pseudo-random generators even when only considering the
property of computational indistinguishability [19].

Most of the cryptographic protocols do not take into account this practi-
cal problem since it only appears during the implementation. Cryptographers
indeed use “elements in sets” when designing their algorithms while standard-
ization bodies represent and encode these elements. Engineers are left clueless
when elements in a given set do not necessarily admit a compact encoding —in
bijection with a set of ¢-bit strings— even for a well-chosen ¢. Practitioners have
no choice but to make educated guesses on which encoding to use and so, may
introduce security breaches. This is the case of the Diffie-Hellman version of the
SSL protocol [34] where the binary encoding of the random element is used as
it. IKE raises this problem too. It explicitly deals with the extraction issue via a
mechanism analyzed in [15], and follows the general framework described below.

1.2 Randomness Extraction and Key Derivation

In order to correctly derive several keys from a common (random) secret element
—the so-called pre-master key—, two steps are required, with two different tools:

Randomness Extraction — in a first stage, one uses a family of functions F
keyed by random and public nonces and applies it to the pre-master secret,
to get the master key;

Key Derivation — in the second stage, the output is used as a key to a family
of functions G, with known inputs in order to derive further key material to
create a secure channel.



This two-phase protocol also appears in the random generator architecture of
Barak and Halevi [2]. The aim of the randomness extractor phase is to generate a
short seed concentrating the entropy of the source and then in the key derivation,
this seed will be used to generate keys. It is important to separate these stages,
since different cryptographic primitives are needed. However, in many specifi-
cations, F and G are asked to be Pseudo-Random Function Families (with the
same notation prf, such as in IKE [18,24]).

Before going into more details, let us review informally the main difference
between randomness extractors and PRF. A PRF is a family of functions, from
a set D on a set R, such that it is computationally hard to distinguish the
inputs/outputs of a function taken at random from the set of all functions from
D to R and of a function taken at random in the PRF family. It is important
to note that the key, or the index of the function taken in the PRF family, must
be kept secret, otherwise the distinction becomes easy. A randomness extractor
has the property that the output distribution is close to the uniform one, if the
input distribution has enough entropy. If the index is known, the randomness
extractor is called a strong randomness extractor. Hereafter, we only look at
strong randomness extractors, where the index is implicitly made public, and we
thus simply call them randomness extractors.

As a consequence, one can easily note that the notation prf has two different
purposes: (1) first stage, prf is used as a randomness extractor, with a public
and random key and a high-entropy input (but not as a PRF); (2) second stage,
prf is used as a PRF, to build a PRG. The HMAC function [5], designed and
analyzed as a secure MAC, is furthermore the default prf in several standards.

In this article, we primarily focus on the randomness extraction phases for
DH-based protocol and we show efficient and provable techniques for this task.
The key derivation phases can be solved by using techniques coming from the
random oracle methodology (see the recently proposed internet draft by Dang
and Polk in [12]) or by using a PRP in the counter mode.

1.3 HMAC as a Randomness Extractor

HMAC, as well as some other constructions, have been recently studied as ran-
domness extractors by Dodis et al. in [15]. This is the first formal analysis of
practical randomness extractors. They namely prove that variants of these con-
structions are almost universal hash functions under various assumptions. They
basically show how to construct a variable-input length almost universal hash
function family from a fixed-input length almost universal hash function family
(or even random functions/permutations). Thereafter, a little modification of
the Leftover Hash Lemma (LHL) [20] with a randomly chosen function from a
family of (almost) universal hash functions can be used to extract the entropy
of a random source.

Therefore, if the key of the (almost) universal hash function is correctly
chosen (not biased by the adversary), the whole construction is correct. But
the latter remark is important and not trivial in practice, since this key is not



always (cannot always be) authenticated [10]. Finally, although this solution can
be proven in the standard model, it is overkill compared with our solutions.

1.4 Randomness Extractors

The notion of a randomness extractor is thus very important from a practical
point of view and is often ignored or misused by cryptographers, since solutions
are quite theoretical and requirements are strong.

In complexity theory, randomness extraction from a distribution has been
extensively studied (see [28] for a survey). For certain random sources, it has
been shown that it is impossible to extract even one bit of randomness [26]. One
way to solve this last problem is to use a small number of uniformly random
bits as a catalyst in addition to the bits from the weak random source as in the
LHL as said in [23]. However, in some cases, we can eliminate the need for the
random catalyst by restricting the class of weak random sources. Trevisan and
Vadhan and later Dodis [35, 14] have called such functions deterministic extrac-
tors. In cryptography, randomness extractors have been studied under different
adversaries to construct truly random generators [3], and deterministic extrac-
tors have been used to built All-Or-Nothing-Transforms (AONTS) schemes and
Exposure-Resilient Functions (ERF) [9, 16].

In the key exchange setting, the problem is to transform the random common
secret of small entropy rate into a common secret of entropy rate 1, where the
entropy rate is the ratio k/n of a random source of block-length n and of min-
entropy k (basically the number of random bits). For example, under the DDH
assumption in a 160-bit prime order g subgroup in Zj, we know that the input
random source (in a DH-based key exchange protocol) has 160 bits of min-
entropy. So, for a 1024-bit prime p, the entropy rate of the initial source is
160/1024. Because of the specific structure of the source, deterministic extractors
(which exploit the algebraic structure) may be used to derive cryptographic
keys. They would avoid problems with probabilistic randomness extractors if
the key of a universal hash function can be controlled by the adversary. On the
other hand, as we will see, large groups may be required, which would make the
overall protocol too inefficient. We will thus introduce a new technique to avoid
extractors, which takes advantage of the specific structure of elliptic curves.

1.5 Contribution and Organization

In this paper, we first focus on various techniques to derive a uniformly dis-
tributed bit-string from a high-entropy bit-string source. We explain their ad-
vantages and drawbacks. Then, we apply Kaliski’s technique [22], with quadratic
twists of elliptic curves, to avoid them. It is quite well-suited to authenticated
key exchange, since it already works on cyclic groups. Therefore, it is more effi-
cient than the Leftover Hash Lemma while retaining the same security attributes
(and namely, no additional assumption).

The basic idea is to run twice in parallel, an authenticated Diffie-Hellman
protocol on an elliptic curve E and on the quadratic twist E of E. This produces



two points K and K uniformly distributed on E and E respectively. With well-
chosen elliptic curves, the random choice of the abscissa of either K or K is an
£-bit long random string. Randomness extractors are thus not needed anymore.

This “Twist AUgmented” (TAU) technique is provably secure assuming only
the intractability of the decisional Diffie-Hellman problem on elliptic curves.

Even though quadratic twists were previously introduced in the literature [7,
8] in other contexts or with binary curves, we also show here that appropriate
prime order curves can be efficiently generated.

2 The Leftover Hash Lemma

In this section, we focus on the most well-known randomness extractor, which
makes use of the Leftover Hash Lemma [21,20]. It provides a probabilistic ex-
tractor, which is optimal in general. Whereas in theory, (almost) universal hash
functions (AUH) should be used, in practice, one often asks for pseudo-random
functions (PRF). Let us see whether the practical way to do it is correct or not,
from a theoretical point of view. The definitions are given in the full version [11].

Lemma 1 (LHL [21]). Let D be a probabilistic distribution over {0,1}"™ with
min-entropy at least o. Let e be an integer and m = o — 2e. Let H = {hi}k,
with hy € Fp.m for any k € {0,1}*, be an almost universal hash function family.
Let H be a random variable uniformly distributed on H, X denotes a random
variable taking value in {0,1}", and H, X are independent. Then, (H, H(X)) is
2~ (D) yniform on H x {0,1}™.

Impagliazzo and Zuckerman in [21] prove the lemma with an almost universal
hash function where ¢ = 1/2". In [15], it is proved for any e-almost universal
hash function family for £ < 1/2™. See also [31] for a proof. Therefore, combined
with the analysis of NMAC as an e-AUH function, this may justify the design of
IKE when HMAC is used under a specific assumption on the independence of
the two keys in NMAC. We show in the following that the same result holds for
some PRFs provided € be taken into account to estimate the size of the output.
However, we begin to prove a slight generalization of the LHL, similar to [15].

Lemma 2 (LHL with e-AUH). Let D be a probabilistic distribution over
{0, 1}™ with min-entropy at least o. Let e be an integer and m < «a — 2e where
a = min(o, logy(1/€)). Let H = {hi}x, with hy, € Fpm for any k € {0,1}¢, be a
e-almost universal hash function family. Let H be a random variable uniformly
distributed on H, X denotes a random variable taking value in {0,1}"™, and H, X
are independent. Then, (H, H(X)) is 2~ ¢-uniform on H x {0, 1}™.

Proof. The proof relies on two claims. The first one comes from [31]. It applies
to a random variable X distributed according to a distribution D, taking values
on the finite set S and of collision probability x = x(X). If X is d-uniform on
S, then k > (1 +462)/|S).

The second claim studies the collision probability k = x(H, H(X)) where H
denotes a random variable with uniform probability on H, X denotes a random



variable on the set {0,1}", and H and X are independent. We can easily adapt
the proof of [31] to prove that the statistical distance between the distribution
of (H, H(X)) and the uniform distribution on H x {0, 1} is ¢, which is at most
(1/2) - /2™ - (k +€). So it can be upper-bounded by (1/2) - /2™ - (277 +¢),
since the collision probability & is less than the guessing probability v as noted
in [11]. If we denote by o = min(o,log,(1/¢)), then we can upper-bound ¢ by

(1/2) - v2m - 2.2 and so if we want a bias of 27¢ we need m < a — 2e. O

Remark 3. This requires € < 1/2™ as it is observed in [15], but ¢ < 1/2m+2¢ g
enough. Anyway, this definitely excludes function families where the key-length
is the same as the output-length (as compression functions), unless they are
completely balanced, with e = 0, which is quite a strong assumption.

2.1 Pseudo-Random Functions vs. Almost Universal Hash
Functions

We have already discussed the practical meaning of the universal hashing prop-
erty for compression functions. However, many standards (such as IKE [18, 24])
use the acronym prf at several places, for different purposes: randomness extrac-
tors and actual PRF. Let us recall here the crucial difference between pseudo-
random functions and randomness extractors: the former use random secret keys,
while the latter use random but known keys. We thus show below that the strong
assumption of PRF implies the almost universal hashing property. Therefore, the
Leftover Hash Lemma 2 applied with some PRF (namely keyed with uniform
random bit-strings and with advantage sufficiently small) provides a good ran-
domness extractor.

Theorem 4. If a family of functions F is a (2,¢,2T%)-PRF in Fp ., then it is
an e-AUH function family, where Ty denotes the mazimal time to evaluate an
instance of F for all x € {0,1}".

Proof. We want to show that if the hash function family F is not e — AUH, i.e.
there exist ,y such that Pri[fi(z) = fr(y)] > 1/2™ + ¢, then there exists an
adversary against the PRF property with advantage at least ¢.

Let us consider the following family of distinguishers, D, ,, for each pair (z,y)
of elements in {0,1}". The distinguisher D, , queries the oracle (either fj for
a random k or a random function) to get X = f(x) and Y = f(y), and simply
answers 1 if X =Y and 0 otherwise.

Suppose that F is not an e-AUH function family. It means there exists a pair
(x,y) for which Prg[fe(z) = fe(y)] > 1/2™ + ¢. Let us consider the advantage
of the corresponding distinguisher D, ,: if f is a truly random function in F, ,,
the set of all functions from {0,1}" to {0,1}™, then Pr[D, , = 1] = 1/2™; if f
is a randomly chosen fj, in F, then Pr[D,, = 1] > 1/2™ + €. As a consequence,
the advantage of D, , is not less than €, which is in contradiction with the above
PRF property. a

Therefore, we have the following corollary by combining lemma 2 with the
previous theorem.



Corollary 5. Let F be a family of functions in F, n, and Ty denote the maxi-
mal time to evaluate an instance of F on any x € {0,1}". If F is a (2,¢,2Ty)-
PRF, when applied on a random source with min-entropy at least o, then it is a
good randomness extractor, of bias bounded by 1/2¢, as soon as

m < min(o,log,(1/¢)) — 2e.

Remark 6. This result is not in contradiction with the example described in [15],
since if € = 1/2™ with m bits of output, then clearly min(o,log,(1/€)) < m. The
above corollary just claims that the bias is less than 1. As a consequence, we
cannot extract m bits.

2.2 The Leftover Hash Lemma in Practice

Even if there exist efficient universal hash functions, practitioners and designers
usually apply pseudo-random functions, or HMAC, which are clearly less efficient
than a simple linear operation. Anyway, a correct application would be valid in
both cases (according to the analysis for HMAC [15] — incomplete because of the
above problem with compression functions). However, the Leftover Hash Lemma
requires the key of the function family to be uniformly distributed, which is not
an easy task, since it may be (partly) chosen by a malicious user. This is the
case in IKEv1 [18], for compatibility reasons, and thus nothing can be formally
proved.

A simple way to guarantee such a uniform distribution is for the users to sign
this key (as done in IKEv2). However, such a signature is not always possible,
or available, according to the context such as in password-based authenticated
key exchange.

Another solution to cope with the randomness extraction error is, as noticed
by Shoup [31] and also by Barak et al. in [3], to use the same “certified key” or
the same hard-coded key in the software. Indeed, they suggest an extension of
the LHL which allows the derivation of many random bit-strings with a unique
random key, and thus a public and fired hash function. However, the quality of
the extracted randomness decreases linearly with the number of extractions —
due to the hybrid technique. Nevertheless, this is often the unique solution.

3 Deterministic Randomness Extractors

Other alternatives to the LHL are also available, namely when no certification is
available, as in the password-based setting, by using deterministic randomness
extractors. Several of them exist in the literature and have already been employed
by standardization bodies to convert a random element of a group into a random
bit-string as in [29].

3.1 Hash-Diffie-Hellman

The simplest one, and perfectly reasonable in practice, is the use of a cryp-
tographic hash function. In the random oracle model [6], this gives a perfect



random bit-string, under the so-called computational Diffie-Hellman assump-
tion. In the standard model, a weaker assumption has been defined, the Hash
Diffie-Hellman assumption [1,17]. But this assumption is, in some sense, the
assumption that a hash function is perfectly suited to this goal, while this is
not the applications that designers of hash functions have in mind. Everybody
may agree on the practical validity of such a construction, but it definitely re-
quires non-standard assumptions, from a theoretical point of view. We would
thus prefer to avoid this solution.

3.2 A Simple Deterministic Extractor

Basically, when we want an extractor of the entropy from a random (uniformly
distributed) element in a cyclic group G of order ¢, a bijection from G to Z,
would do the job, since it would transfer the uniform distribution G into a
uniform distribution in Z, (an appropriate choice for ¢ thereafter allows the
truncation to the log g-rightmost bits to get an almost uniformly distributed
bit-string). Let us briefly review such a well-known bijection in the specific case
where G is the group of the quadratic residues modulo p, for a safe prime p,
close enough to a power of 2. This result is in the folklore, but some lemmas are
useful for the following, we thus briefly review the whole technique.

Theorem 7. There is an efficient bijection from a subgroup G of prime order
q in Zy, to Lq, when p=2q+ 1.

Proof. Let us use a finite field Z,,, with p = 2¢+1 (a safe prime) and work in the
cyclic group of order g: the group G of the quadratic residues modulo p. Since
p = 3 mod 4, this is a Blum prime, and thus —1 does not lie in G.

We can define the following extractor, for any y € G: if y < ¢, then f(y) =
fiy) =y, else f(y) = fa(y) = p —y. Since —1is not in G, and p —y = —y =
(—1) xy mod p, f1 maps G to G (the identity function) and fo maps G to Z,\G.
Therefore, f is an injective mapping and for y € G, fi(y), f2(y) are in Z,. A
simple counting argument proves that this is a bijection. O

The following lemma analyzes the security when truncation is used in order
to get ¢ bits uniformly distributed. The proof of the lemma is done in the full
version [11].

Lemma 8. Let us denote by U, the uniform distribution on the space Z, and
by Uye the uniform distribution on the space {0,1}¢ ~ {0,...,2* —1}. If |q| = ¢
and |q — 2¢| < 2Y/2, then the statistical distance is bounded by 1/v/2¢.

Therefore, the truncation of f gives a deterministic randomness extractor
from G onto Z,. However, this requires the use of a safe prime, and thus quite
large groups, which make DH-protocols quite inefficient.



4 The “Twist-AUgmented” Technique

In this section, we describe a new mechanism which excludes all the above draw-
backs: it does not require any authenticated random value (needed for proba-
bilistic extractors); it is provably secure in the standard model, under classical
assumptions; it works in small groups (contrary to the above deterministic ex-
ample.)

In the early 90’s, Kaliski [22] used elliptic curves and their twists for making
a random permutation from a random function. This construction can be used to
make a uniform distribution in Zy, from points uniformly distributed on a curve
or its quadratic twist, both on the finite field FF,. More recently, quadratic twists
have also been used in the context of password-authenticated key exchange [8].
The goal was to make the Bellovin et al.’s encrypted key exchange protocol [4]
immune to partition attacks but did not explain how to specify the key-derivation
function. It has also been applied to the context of public-key encryption [7].

We can take advantage of elliptic curves and their quadratic twists, as done
by Kaliski [22], to come up with a technique that does not require stronger
assumptions. This technique, called “Twist-AUgmented” (TAU), uses the fact
that a random point on a curve over F, has an abscissa uniformly distributed
in a set F and that a random point over its twist has an abscissa uniformly
distributed in the set E as well, i.e. it is the complementary set of E in F,.
Therefore by choosing one of the two abscissae at random, we will get an element
almost uniformly distributed in F,. For well-chosen fields, we thus efficiently
get an almost uniformly distributed bit-string, which may be 256 bits long: it
is enough to derive two keys (for privacy and for authentication) without any
pseudo-random function by simply splitting this bit-string. As a consequence,
it avoids the requirement of randomness extractors, and even pseudo-random
functions, since we directly get a uniformly distributed bit-string, large enough.

4.1 Quadratic Twist of an Elliptic Curve

Let p > 3 be a prime number. An elliptic curve is a set of points E = E,;, =
{(z,y) : y* = 2 + ax + b} U{oog}, where a and b are elements of F,, and oo, is a
symbol for the point at infinity. It is well known that an elliptic curve E can be
equipped with a group law —the so-called chord and tangent group law— such
that the computational and decisional Diffie-Hellman problems are believed to
be hard problems in general.

Let ¢ be a quadratic non-residue in F,, and define the quadratic twist of
Eq» to be the curve given by the following equation: Ea,b = {(z,y) : cy? =
23 + ax + b} U {ooz}.

The change of variables ' = cx and ¢y’ = c?y transforms the equation of
Emb into 2 = 23 + ac®z’ + bc3. This demonstrates that Emb is isomorphic to
an elliptic curve and can therefore be equipped with a group law. The main
interest of the introduction of the quadratic twist here follows directly from the
definition: if = is not the abscissa of a point of E,p, then 3 + az + b is not



a square in F,, and therefore (2 + azx + b)/c is a square in F,. Then it is the
abscissa of a point of E, ;. The converse is also true.

Note 9. In the cryptographic application we have in mind, this is crucial to keep
the equation of E in the non-Weierstrass form. For the internal computations,
of course, we apply the above-mentioned transformation so that we can use the
classical algorithms, but the result of any computation should be transformed
back to the previous representation before usage in cryptographic primitives.

Cardinalities. Hasse-Weil’s theorem gives a good bound on the group order of
an elliptic curve [33]. Let us write ¢ = #E = p + 1 — ¢, then we have [t| < 2,/p.
We could apply the same result to E, but in fact the number of points of a curve
and its twist are far from being independent. Starting with the fact that a scalar
is either a point on I or a point on E, it is easy to derive that § = #E = p+1+t.
For maximal security, it is desirable that the group orders are prime numbers.
Hence, since p is odd, this implies that ¢ is odd. Then both ¢ and § are odd.

Choice of the Prime Field. We have restricted ourselves to curves defined
over prime fields. The notion of a quadratic twist of an elliptic curve also exists for
more general finite fields and in particular for fields of characteristic 2. However,
they are of less interest in our context where we want to use the property that
the abscissae of the points of the groups we are dealing with cover the whole
finite field. In characteristic 2, all the non-super-singular curves have a group
order that is divisible by (at least) 2. Hence keeping the covering property would
imply to work with non-prime order groups. Even if it looks feasible to patch the
protocol for that situation, it is certainly less elegant than using a prime-order
group with curves over prime fields.

To achieve our goal, we need that the abscissa of a point taken randomly in
E or in E behaves like a random bit-string of length ¢. Since all the elements of
F, are obtainable as abscissae of points of E and I~E, we will be able to show that
the random abscissa in E or E gives a random element in F, (see Lemma 10, the
proof appears in the full version [11].) To convert this element to a bit-string of
length ¢ without any further device and keeping the randomness unbiased, it is
necessary to have p very close to 2¢. Hence we propose to use a prime p which
can be written p = 2¢ — ¢, where ¢ is an integer less than 2¢/2 (see previous
Lemma 8, which proof appears in the full version [11].)

This extra-condition on p is not a practical inconvenience. In fact, the primes
that are used in practice are almost always of this form, because they allow a
faster arithmetic than more general primes. For instance, the curves proposed
by the NIST are defined over a finite field with primes which are often suitable
to our case (the prime field, not the curves!).

Finding a Suitable Elliptic Curve and Twist. The basic approach for con-
structing a curve E over [F), such that both ¢ and ¢ are primes is to pick random



curves, count their cardinalities with the SEA algorithm, and keep only the good
ones. With this strategy, if numbers of points were completely independent and
behaved like random numbers in the Hasse-Weil interval, we would expect to
have to have to build 0(10g2 p) curves before finding a good one. If log p ~ 200,
it means that we have to run the SEA algorithm about 20000 times to construct
a good curve, which is prohibitive.

Fortunately, the SEA algorithm [27] is suited for this kind of search, since it
computes the order of E modulo small primes and recombines the group order by
Chinese Remaindering. Hence as soon as we know the order of E modulo a small
prime ¢, we abort the computation if this is zero. Furthermore, the group order
of E modulo ¢ is readily deduced from #E mod ¢, and similar abortion can be
played also with the twist. As a consequence, most of the curves are very quickly
detected as bad curves, because either the curve or its twist has a non-prime
group order.

In fact, the situation is more tricky, since the order of the curve and of its twist
are not independent. For instance, imagine that p = 2 mod 3, then the condition
#E = 0 mod 3 is equivalent to ¢t = 0 mod 3, which in turn is equivalent to
#E = 0 mod 3. A rigorous estimation of the running time of the SEA algorithm
equipped with the early-abort strategy is out of the scope of this work. We just
propose some numerical experiments to justify the claim that the construction
of secure pairs of curve and twist is easily feasible on a reasonable computer.

We picked randomly about 30000 200-bit primes, and for each of them we
picked a random curve and computed its cardinality and the cardinality of its
twist. In the following table, we summarize the percentage of the curves for which
both number of points are not divisible by all primes up to Ppqz-

Pros 1 2 3 5 7 11 13 17 19
remaining curves|100 %(33 %|12 %|7.2 %|4.9 %|3.9 %|3.3 %|3.0 %|2.7 %

From this data, we see that for 97.3 % of the curves, the SEA algorithm
will be stopped at a very early stage, thus spending only a tiny fraction of the
running time of the whole computation. With usual reasonable heuristics, it is
expected that about 500 full computations are required on average before finding
a good pair of curve and twist. A single full SEA computation takes about 20
seconds for this size on a personal computer, hence in about 3 hours, we expect
to build good parameters for a key-size of 200 bits. An example curve is given
in Appendix A.

If there is a need to construct the curves in a constraint environment, then it
is probably a better idea to use the theory of Complex Multiplication. We will
not give the details here, since the construction is well described both in the
literature and in the standards. For our purpose, it suffices to choose a group
order and a twisted group order which are both primes.

4.2 TAU Distribution

Now, we show that the distribution of the master secret key K, if we take it at
random either on the curve E or E, is uniformly distributed on {0,1}¢, in a sta-



tistical way. On the one hand, we prove that it is statistically indistinguishable
from the uniform distribution on {0,...,p — 1} and then that the latter distri-
bution is statistically indistinguishable from the uniform distribution on {0, 1}
by using lemma 8 by replacing ¢ by p. The proofs of the following lemmas are
done in the full version [11]. Let us denote by D the distribution of K:

D = {K = [Rylaws|b & {0,1}, Ry & B, Ry £ B}
= (K = 2|0 & (0,1}, 20 & [Elapss 21 2 [E]as).

Lemma 10. The distribution D is statistically close to the uniform distribution
Uy in Ty~ Zy:

1 1
0=-X E Pr [K=z]- Pr [K=1z] < .
2 & Ik Ey, K&D 271

i

Corollary 11. The statistical distance between the uniform distribution on U,
and the TAU technique if |p — 2¢| < 2¢/2, is upper bounded by (1 + \/i)/\/Z_Z
according to Lemmas 10 and 8.

Note 12. However, in an actual scheme, the bit b many not be perfectly uni-
formly distributed, but biased in a negligible way. Anyway, it will be important
to show that such a bias will not impact much the distribution of the key (see
the proof of Theorem 13.)

4.3 Working using Abscissae Only

In the basic description, even if only the abscissa of a point is used at the end
to derive the key, we worked all along with points on the elliptic curves. In fact,
this is not necessary. Let P be a point on an elliptic curve, then to compute the
abscissa of a multiple of P, only the abscissa of P is required. This is a very
classical result, that is used for instance in fast versions of the ECM factoring
algorithm [25].

As a consequence, it is possible to improve the TAU protocol as follows (see
figure 1): each time there is a point on a curve, we replace it by just its abscissa.
In particular, now Xg, X1, ¥y and Y7 are just elements of I, which are abscissae
of points on the curve or on the twist. We then denote by x o X the abscissa of
the point Y which is x times a point X whose abscissa is X. The space saving is
tiny (namely just the one bit that was used to code the ordinate), but this has
the advantage to put in light the fact that ordinate’s role is irrelevant in the TAU
protocol. Furthermore, this improves the time complexity by more than 30%, at
least from Bob’s view point. Indeed, while in the basic Diffie-Hellman protocol
both Alice and Bob have to compute 2 exponentiations, in the TAU version, Alice
has to compute 3.5 on average (an additional cost of 75%), and Bob still 2 only
(just a negligible additional cost due to the computation with abscissae only.)
The use of the 2 coordinates of the points would require an additional square



root computation, and thus an exponentiation in the field. Such an operation
is much less expensive than the computation of the multiple of a point in the
curve, but its cost is not negligible.

Note that not all EC-based protocols can be transformed to work only with
abscissae. For instance, El-Gamal signatures involve additions in the elliptic
curve, and this cannot be done only with the input of abscissae of the points;
only an exponentiation is feasible. TAU can use this improved technique.

4.4 Efficient and Unconditionally Secure Pseudo-random Functions

Roughly, our TAU technique runs twice the basic scheme (but with an actual cost
of only 37% more), and provides a long bit-string which is uniformly distributed,
under the Elliptic Curve Decisional Diffie-Hellman assumption. Such a long bit-
string K allows an efficient and secure key re-generation, to get both a key
confirmation k,, and a session/master key sk, without any additional assumption
about pseudo-random functions: K can be simply split into k,, and sk, with
convenient sizes.

For the same security level, the LHL would require a group of order around
¢, and thus with a complexity exactly twice as much as the basic scheme. With
the above improved technique using abscissae, our technique does not double
the whole basic scheme, but the complexity is just increased by a factor 1.38.
We thus get an average improvement of 30% if we compare to the LHL.

5 The “Twist-AUgmented” Authenticated Diffie-Hellman
Protocol

5.1 Description

Using the properties of “Twist-AUgmented” deterministic randomness extrac-
tor, we then convert any Diffie-Hellman-like protocol, which provides a random
element in a cyclic group, into a protocol which provides a random bit-string,
without any additional assumptions. See figure 1 for the description, which im-
plements the above improvement using abscissae only.

5.2 Semantic Security

On Figure 1, we present the TAU-enhancement of a classical authenticated Diffie-
Hellman key exchange: basically, some flows are doubled, on each curve. However,
Bob randomly chooses the curve which will be used for the Diffie-Hellman com-
putation, and compute correct values on this curve only. For the other part, he
plays randomly. This protocol achieves the property of semantic security under
the elliptic-curve decisional Diffie-Hellman assumption and does not use ideal-
hash functions. In order to prove this claim (the full proof is postponed to the
the full version [11]) we consider games that have distances that can be measured
easily. We use Shoup’s lemma to bound the probability of events in successive



Alice

Bob

Common twisted curves Eo, E1 over the finite field F,
of respective prime orders qo, q1
Xi = [E; = (Pi)]abs = (Pi)abs, where P; = [P]aps, for i = 0,1

Signing Key : ska
Verification Key : vk4
accept « false
terminate « false

S £ {0, 1}*,1'0 £ ZqO,XO = X0 © Po
1 <£Zq1,X1 =x10P
o4 = AUTH.Sign(ska; (s, Xo, X1))

Check op

d<E {O,l},K:deYd

km = MacKey(K)

Try to check pp : in case of failure
dzl—d,K:.TdOYd

km = MacKey(K)

Check up

ua = MAC.Sign(kn, (0", s, Alice))

accept < true

terminate < true

sk = SessionKey(K)

Alice, s

Xo0,X1,04

Bob, s
Pt R

Yo,Y1,08, 1B

A, LA

Signing Key : skp
Verification Key : vkp
accept — false
terminate « false

Check o4
B & 40,1}
Ys ¢ Ly, Y5 =13 0 Py

Vieg & X

Kp =yso Xg,

km = MacKey(Kpg)

OB = AUTHSlgn(skB, (57X07X17Y07 Yl))

up = MAC.Sign(km; (“1", s, Bob))

Check pa
accept < true

terminate < true

sid = s, Alice, Bob, Xo, X1,Y0,Y1,04,0B, pta, LB

where

SessionKey(K) = PRFk(0), MacKey(K) = PRFx (1)

[R]abs is the abscissa of the point R in F,

x o P is the abscissa of x times a point P whose abscissa is P
and when a check fails whithout being caught, one stops the
execution: terminate « true

Fig. 1. An honest execution of the “Twist-AUgmented” Authenticated Diffie-Hellman

protocol.



games [30,32]. The first game G goes back to the less efficient, but equivalent,
protocol using abscissae and ordinates, and the second game Go allows us to
avoid active attacks, granted signatures, so that in the following games we only
have to worry about replay attacks. Proving the claim boils down to coming
up with the appropriate games Ggs through Gg, in which we obtain a random
master key K uniformly distributed in {0, ...,2¢ — 1}. The game Gy, providing
random session keys, is then easy to come up with and therefore the proof of the
claim easily follows. In the last game Gg, the adversary has indeed clearly no
means to get any information about the random bit involved in the Test-query
except to flip a coin.

Theorem 13. For any adversary A running within time bound t, with less than
qs different sessions

AdviRy(A) < 4 - Succalri™ (21, g5, ¢s) + 10 - Succiiac ™ (2¢,1,0)
+2- AdVESR, (1) + 2 AdvEYG) (1)
20 + 5¢,
Vo

where t' <t + 8 x q;T},, and T, is an upper-bound on the time to compute the
multiplication of a point by a scalar.

+2q AdVE (,2) + 20AdVET (26, 1) +

Conclusion

This paper presents a new technique in order to get an appropriate session key
with Diffie-Hellman key exchanges. It provides the best efficiency, since it is more
than 30% more efficient than using the Leftover Hash Lemma, while it does not
require any authenticated randomness.
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A An Example 200-bit Pair of Curve and Twist

We give a pair of curve and twist suitable for implementing the TAU protocol.
This curve was produced using the method sketched in Section 4.1. We choose
a curve with a = —3, to allow the use of the fast projective group law.

Let ¢ = 200, and let p = 2¢ — 978579. Let b in F,, be given by

b = 386119362724722930774569388602676779780560253666503462427823.
The trace of the curve E of equation y? = 23 — 3z + b, is
tg = —1864972684066157296039917581949.

Hence, the group orders of E and of its twist E are p + 1 + tg, which are both
prime numbers.



