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ABSTRACT

Interactions between the upper-level outflow of a sheared, rapidly intensifying tropical cyclone (TC)

and the background environmental flow in an idealized model are presented. The most important finding

is that the divergent outflow from convection localized by the tilt of the vortex serves to divert the

background environmental flow around the TC, thus reducing the local vertical wind shear. We show that

this effect can be understood from basic theoretical arguments related to Bernoulli flow around an ob-

stacle. In the simulation discussed, the environmental flow diversion by the outflow is limited to 2 km

below the tropopause in the 12–14-km (250–150 hPa) layer. Synthetic water vapor satellite imagery

confirms the presence of upshear arcs in the cloud field, matching satellite observations. These arcs, which

exist in the same layer as the outflow, are caused by slow-moving wave features and serve as visual

markers of the outflow–environment interface. The blocking effect where the outflow and the environ-

mental winds meet creates a dynamic high pressure whose pressure gradient extends nearly 1000 km

upwind, thus causing the environmental winds to slow down, to converge, and to sink. We discuss these

results with respect to the first part of this three-part study, and apply them to another atypical rapid

intensification hurricane: Matthew (2016).

1. Introduction

Unlike the lower- and midlevel dynamics of a tropical

cyclone (TC), a topic that has appeared frequently in the

literature for nearly 60 years (e.g., Palmén and Riehl

1957), the upper levels and the outflow of TCs have not

been as active an area of study until very recently be-

cause of insufficient upper-level observations (Jordan

1952). With the advent of satellite and satellite-track

winds, now more commonly known as atmospheric

motion vectors (AMVs; Velden et al. 1997), the upper

levels of the TCwere able to be analyzedmore carefully.

Black and Anthes (1971) were able to describe, both

quantitatively and qualitatively, the flow around five

TCs out to a radius of 1000km from the storm center.

They demonstrated, via Fourier analyses, that the out-

flow layer of an observed TC is very asymmetric.

Qualitatively, they also showed that outflow is favored

in jets emanating from the core of the storm. Merrill

(1988a) provided a significant step forward in the un-

derstanding of TC outflow by compositing the upper-

level environment of 37 TCs. He found that upper-level

TC structures can be grouped into four categories, each

with its own outflow jet, and he also indicated that the

upper-level environment could play a significant role in

assisting these outflow jets or forming additional ones.

There has been a renewed interest in the outflow layer

of a TC, as a recent field campaign, Tropical Cyclone

Intensification (TCI), has focused on the evolution of

TC outflow (Doyle et al. 2017). Emanuel and Rotunno

(2011) and Emanuel (2012) have hypothesized that TC

outflow stratifies itself based on inflow characteristics.

This stratification is based on the outflow potential
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temperature profiles relative to a critical Richardson

number and can be related to the intensity of the TC.

Several studies have attempted to relate outflow be-

havior to intensification rates. In a series of papers,

Molinari and Vollaro (1989, 1990), Molinari et al.

(1995), Hanley et al. (2001), and Ditchek et al. (2017) all

focused on the dynamical evolution and eddy fluxes at

upper levels of TCs in their respective outflow layers.

Their work indicates that given a sufficiently large eddy-

flux convergence aloft, the TC can intensify (DeMaria

et al. 1993). Specifically, the work byHanley et al. (2001)

indicates that there are differences between favorable

and unfavorable locations for TC intensification, as the

proximity of a TC to a passing upper-level trough may

play a key role in the intensification of a TC by influ-

encing its outflow. Schematically, Merrill (1988a) ob-

served only one outflow jet, but a passing trough could

assist a TC by helping to create a second outflow jet

(Merrill and Velden 1996), thus allowing for more mass

evacuation as a result of TC convection. Rappin et al.

(2011) and Komaromi and Doyle (2018) both tested this

hypothesis directly and found that a passing trough

could aid in the focusing of an outflow channel, which in

turn aids in the development of a simulated TC. Various

other studies have attempted to quantify the extent to

which an upper-level synoptic system can aid or inhibit

the growth of a TC (Shi et al. 1997; Bosart et al. 2000;

Persing et al. 2002; Möller and Shapiro 2002; Shapiro

and Möller 2003; Davis and Bosart 2003; Rappin et al.

2011; McTaggart-Cowan et al. 2013).

As Hanley et al. (2001) discussed, and a fact to

which many previous works allude, there are noticeable

differences among ventilating TCs, inducing a poten-

tial vorticity–related spinup, and outright shearing of

the TC, depending on the proximity of the upper-level

synoptic forcing. Vertical wind shear (VWS) is gener-

ally a negative influence on TC intensification (Merrill

1988b; Wang and Wu 2004). Recent studies on wind

shear’s negative effects have focused on the thermody-

namic effects of VWS, such as the midlevel ventilation

(Tang and Emanuel 2010; Tang and Emanuel 2012;

Ge et al. 2013) or the flushing of the boundary layer

by low moisture air (Riemer et al. 2010; Riemer and

Laliberté 2015). Despite those thermodynamic effects,

Onderlinde andNolan (2016) and Finocchio et al. (2016)

have demonstrated that given the correct environmental

setup, the helicity of the background flow or the depth

of the background winds can drastically change the

evolution of a simulated TC. It is the depth of the

background flow that Ryglicki et al. (2018a, hereafter

Part I) have argued is instrumental for explaining why a

subset of TCs overcome the prevailing negative effects

of shear to not only intensify but also undergo rapid

intensification when the large-scale 200–850-hPa verti-

cal wind shear would climatologically indicate inhibited

intensification. They argued that this ‘‘atypical’’ path-

way to rapid intensification (RI) is distinct from classical

understandings of TC rapid intensification (Ooyama

1982; Rotunno and Emanuel 1987; Montgomery et al.

2009) given the evolution of the vortex tilt.

This work serves as a numerical model-based com-

panion to Part I and as a follow-up to Ryglicki et al.

(2018b, hereafter Part II). In the satellite observations

presented in Part I, they noted two key identifying fea-

tures: tilt-modulated convective asymmetries (TCA),

which appear prior to RI and with a period of 4–8 h and

upper-level arcs, which appear in the water vapor (WV)

satellite imagery. Part II demonstrated that these TCAs

are associated with the nutation1 of the tilt of the vortex.

The analysis of Part II focused on the tilt and the

structure of the TCAs. This work will focus on some of

the effects that the TCAs have on the TC and its envi-

ronment. Part I alluded to the fact that the outflow

serves to divert the upper-level flow (‘‘E’’ from Fig. 1 of

Part I). This study focuses on the blocking characteris-

tics, including why the depth of the environmental flow

is so important and how the environment is in turn af-

fected by the block.

Section 2 provides an overview of the simulations,

general diagnostics of the simulations, and the TC

center-finding methods. Section 3 presents the physical

characteristics of the outflow and also explores the

outflow–environment boundary and the far-field re-

sponse. Section 4 relates the findings back to observa-

tions from Part I in addition to presenting an example of

how this analysis would be useful in an operational

setting. Section 5 provides a summary of the findings

herein, synthesizes the results and discussions of this

series, and presents ideas for future work.

2. Experiment description, general diagnostics,

and methodology

a. Experiment description

The model used for this work is a slightly modified

Cloud Model 1 (CM1; Bryan and Fritsch 2002) re-

lease 18. Full details of the simulations can be found in

Part II. A thermally balanced background is specified

for a prescribed environmental flow. Four simulations

are run: three sheared and one nonsheared control.

The thermodynamic base state is the Dunion ‘‘moist

tropical’’ sounding (Dunion 2011). The tropopause

1A periodic variation in the inclination of the axis of a rotating

object (i.e., the vortex).
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(N2
5 2 3 1024 s21) is at 14 km. SSTs are horizontally

homogenous and invariant in time with a value of

27.58C (Part I). An f plane at 208N is used. Three

background wind profiles are used: a Gaussian profile

with a 13–1.5-km (proxy for 200–850 hPa) shear value

of 7.5m s21 (hence, G7.5), a cosine profile with a shear

value also of 7.5m s21 (C7.5), and an additional

Gaussian profile with a shear value of 11.5m s21

(G11.5). The background environmental winds for the

control are zero everywhere. As a reminder, 7.5m s21 is

the average shear value from the six TCs in Part I. The

two profiles are meant to mimic, in an idealized sense,

the depth of the flow from an upper-level anticyclone

(Gaussian) and an upper-level trough (cosine). Please

FIG. 1. (top) Minimum pressure, (middle) maximum mean tangential wind, and (bottom) radius of maximum

winds, all at the lowest scalar model level, for the four simulations. Dark red lines correspond to the first rapid

intensification period, the levelling off of intensification, and the second abrupt rapid intensification of the

Gaussian-7.5 TC.
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refer to Part II for more details, although we would note

that the TCs are initialized only up to 10-km height.

b. General diagnostics

Aspects of the simulations have been discussed in

Part II; however, this section will provide a brief review

of the results particularly relevant for this study. Figure 1

(reproduced from Part II) illustrates the minimum

pressure, maximum mean tangential wind, and RMW

of the four simulations from Part II. As noted in Part II,

the control develops, the G7.5 TC develops, the C7.5 TC

does not develop, and the G11.5 TC does not develop.

c. Center-finding and shear-calculating methodology

As in Part II, multiple center-finding methods were

used. Table 1 documents all of the center-finding

methods discussed in this manuscript. They are a tilt-

relative wind method that seeks to maximize the mean

tangential wind at the RMW (MAVWBS), a tilt-relative

PV-vorticity hybrid centroid (PVV120), and a storm-

relative (surface-centered) minimum of a smoothed

pressure field (PMIN-SM9). See Part II for more

description.

In section 3, a localized, storm-relative (i.e., centered

on the low-level pressure minimum) vertical wind shear

is computed. We average over the two closest levels to

1.5 and 13.0 km. The zonal and meridional components

are averaged individually before creating a wind vector

for a given layer from the mean components. This ef-

fectively removes the mean vortex circulation. Each

layer is then given a mean wind magnitude, and the

shear magnitude is the subtraction of the lower layer

from the upper layer. This shear measure is used as a

diagnostic in section 3.

d. AMV analysis

In section 4, we analyzeAMVdata directly for a select

case. AMVs, provided on a 3-hourly basis by the Co-

operative Institute for Meteorological Satellite Studies

(CIMSS), are interpolated to a storm-centered grid

using a Cressman-style (Cressman 1959) analysis. For

simplicity, all AMVs at 250 hPa and higher are treated

as being on the same vertical level. The AMVs are

horizontally interpolated using inverse quadratic radial

basis functions:

f(d)5
1

11 (d/«)2
, (1)

where d is the great circle distance between a grid

point and an observation, and « is a weighting factor.

After trial and error, « is set to 50 km in order to smooth

the wind field, thus preserving features with scales of

20–200km. Only the nearest 20 observations to a grid

point are used. All AMVs are transformed relative to

the TC center as per the method of Ahern and Cowan

(2018) to account for the curvature of Earth.

3. Upper-level model results

a. Conceptual overview

A schematic, summarizing the findings of this manu-

script, of the entire outflow–environment complex in

the G7.5 simulation is shown in Fig. 2. We would remind

the reader that this depiction is only a two-dimensional,

top-down perspective of the physical processes occur-

ring at approximately 200-hPa or 12.5–13-km height.

This setup is not what is normally expected of outflow

based on previous studies (e.g., Merrill 1988a; Merrill

and Velden 1996; Sears and Velden 2014), where the

outflow of a TC undergoing RI is expected to expand in

practically all radial directions. The primary assumption

in Fig. 2 is that the strongest winds of the outflow are

aligned vertically in opposition to the strongest winds of

the environment. In addition, Fig. 2 depicts outflow’s

being expelled during a TCA, so this upper-level struc-

ture forms prior to vertical vortex alignment and RI.

There are three primary upshear regions of interest

(I, II, and III), and two upshear radii of interest (A and

B). Starting from the TC, (I) is TC outflow. Outflow is

simply characterized as air that is ejected from the

convection in the TC. Initially, it can be characterized

as primarily divergent flow. The first boundary (A),

which is henceforth referred to as the ‘‘outflow front,’’ is

where the outflow and the environment meet. The out-

flow front is delineated by a density gradient, a reversal

of the radial flow, a large (.40%) decrease in relative

TABLE 1. All of the center-finding methods used in this paper,

including their classes (Ryglicki and Hart 2015): minimization of

azimuthal variance (MAV), local extreme (LE), and weighted grid

points (WGP).

Abbreviation Class Description

MAVWBS MAV Brute force check for maximum mean

tangential wind at each grid point in

100-km box around first guess out to a

radius of 150 km, then Hurricane

ResearchDivision simplex (Marks et al.

1992). Annulus size of 4O2 km (inner-

domain dx multiplied by 2O2)
PMIN-SM9 LE Minimum of the smoothed pressure field

PVV120 WGP Blended vorticity and potential vorticity

centroids, 120 km 3 120 km weighting

box: vorticity centroid up to 500m,

Hermitian blend to 4 km, potential

vorticity centroid to top of storm
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humidity, and a deformation line (cf. Bluestein 1992,

p. 239). This front typically exists 200–300 km radially

outward upshear of the low-level center. This front can

be traced left-of-shear, where it eventually ends in an

outflow jet (blue oval) as the outflow and the environ-

mental flow merge together.

Beyond the front lies a large area (250–1000km ra-

dially outward) of convergence where the environ-

mental flow is slowed down by ancillary effects of the

block (II; betweenA and B). In this region, our analysis

shows that the wind is subgeostrophic, and the envi-

ronmental flow both curves to the left and slowly de-

scends, acknowledging the limitations of geostrophic

balance in the tropics. A bow wave is located;1000 km

beyond the outflow front. It represents the farthest

extent of the TC where environmental winds return to

geostrophic balance.

As with the entire ‘‘atypical’’ RI process (Part I), this

is a complex physical structure. As a result, we are going

to perform a detailed analysis of the key physical com-

ponents: the outflow itself (region I) and the regions (II

and III) beyond the outflow front. Section 3b focuses on

boundary A (the outflow front) and how Regions I and

II interact around the boundary; section 3c examines

Regions II and III.

b. Outflow–environment interface

Asymmetric tilt-modulated convection dominates the

evolution of the G7.5 TC until the second RI period at

90 h (Part II). This convection serves an important role

FIG. 2. Schematic illustrating the outflow of a TC that distorts the environmental winds.

Large thick arrows are environmental flow; thin arrows are TC outflow.Outline of lavender and

teal colors indicates satellite imagery. The blue-shaded oval is the outflow jet. The letters (A

and B) and roman numerals (I, II, and III) indicate the various boundaries and regions, re-

spectively. Region I is strictly the outflow, and it is defined as having density lower than that of

the surrounding atmosphere at a given level. A is the outflow front, where the outflow and the

environment collide. Beyond the outflow front lies Region II, where the environmental winds

become subgeostrophic, decelerate, converge, slowly sink, and turn to the left. B indicates the

bow wave, which is the farthest boundary where the outflow affects the environmental winds.

Region III is the unaffected free atmosphere in geostrophic thermal wind balance. Spatially,

radially from the core, A exists approximately 200 to 250 km upshear and B exists approxi-

mately 1000 km upshear. Top line is radial wind at different radii. Shear vector is coincident

with environmental winds (easterly).
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at the upper levels of the TC. Figure 3 is a collection

of snapshots from the G7.5 simulation of smoothed

streamlines of the storm-relative winds at 12.6 km.

These images indicate that the outflow from the con-

vection of the TC is creating a region that diverts the

environmental wind. Themodel TC is only initialized up

to 10 km in the vertical (Fig. 3a); therefore, convection

and the secondary circulation is required to further de-

velop the TC in the vertical and divert the environ-

mental flow (Fig. 3b). Following Bernoulli flow theory,

we introduce a concept from this literature: the stagna-

tion point, which is defined as where the winds reduce

to zero. As shown throughout Fig. 3, the stagnation

point (cyan-colored cross) is steadily pushed upwind

beginning downshear-left (Figs. 3c,f) as the TC builds

itself. This is not a constant forcing, however, as the

minimum moves outward to 200 km (Fig. 3g), moves

inward to 150 km (Fig. 3h), and then returns to 200 km

(Fig. 3i). To quantify this behavior in time, the outflow

front is henceforth defined as the radius at which

the radial wind, averaged from 2308 to 308 upshear,

changes sign.

Figure 4 presents the 6-km tilt angle, convection, 6-km

tilt magnitude, and upshear radial winds at 12.6-km

height. We switch to a tilt-relative perspective for the

radial winds to account for the tilt movement and to

identify local effects at upper levels. The 6-km tilt is used

to document the location of the midlevel center (see

Part II). Convection is quantified by the total condensed

water in the column (TCWC; see Part II for definition).

The upshear outflow front, marked by the radial wind

zero line, initially only extends to 50km for the first 42 h

(Fig. 4c). From 42 to 54h, as the tilt angle moves coun-

terclockwise, or cyclonically, 458 (Fig. 4a), the outflow

pushes the environmental winds back considerably,

from 50 to 200km in 12h (Fig. 4c). We would note here

that it is during this time frame that the precession

component of the tilt reaches left-of-shear (see Part II).

FIG. 3. Streamlines of the storm-relative 12.6-kmwinds (m s21), smoothedwith a 2.5-h runningmean and colored

by magnitude (m s21), (a) at initial time, (b) 16 h 15min, (c) 28 h 00min, (d) 35 h 00min, (e) 40 h 00min, (f) 44 h

45min, (g) 53 h 15min, (h) 62 h 15min, and (i) 68 h 15min. Gray circles are 100-km intervals. Cyan cross is the

stagnation point (winds approach zero at outflow front).
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The front then oscillates with the strongest convection

between 150 and 250km upshear of the 12.6-km center.

The outflow emanates from the convection and interacts

with the upper-level winds. Conceptually, this matches

with discussions by Black et al. (2002) and Eastin et al.

(2005) where the convection initiates downshear left—

or, more accurately in this case, down-tilt, as identified

by Jones (1995)—rotates cyclonically with the mean

storm motion, and the resultant outflow exits the storm

on the upshear side.

The extent of the outflow can also be identified using

synthetic satellite observations. To calculate simulated

WV brightness temperatures, the CM1 output was

passed to the Community Radiative Transfer Model

(CRTM; Van Delst 2013; Grasso et al. 2008; Bikos et al.

2012; Jin et al. 2014). Given the relatively unrealistic

clear-sky radiation properties of the idealized simula-

tion, we are only going to focus on qualitative similari-

ties between satellite observations and the model

results. In Part I, we documented very thin arc-like

features on the upshear side of the TCswhich underwent

RI in the synthetic WV imagery. Figure 5 illustrates that

similar features appear here as well. Hernan (Fig. 5a),

Joaquin (Fig. 5b), and Hilda (Fig. 5c), all display very

thin arcs (identified as the red 3 in the figures) whose

brightness temperatures are between 2408 and 2608C

on their upshear sides with a thin warm region separat-

ing them from the main cirrus shield. This is also present

in the G7.5 simulation (Fig. 5d). In contrast, the control

simulation (Fig. 5f) demonstrates that the cloud shield

(and outflow) expands in all directions, and temper-

ature gradients in outer clouds are more diffuse, which

is similar to the ‘‘classic RI’’ case in light shear (Rick,

Fig. 5e).

One of the contributing elements to synthetic

brightness temperature is number concentration of

scattering particles (ice, graupel, snow). To gain an

understanding of the vertical structure of the clouds,

Fig. 6a presents a 2D perspective of the number

concentration of all ice particles at 12.6-km height at

62 h into the simulation (as in Fig. 5d). There is a gap

in the nuclei field on the eastern side of the TC be-

tween the arc and the main cloud shield, which in-

dicates why the CRTM perceives a warm gap [Fig. 6a;

the gap can be seen at coordinate (500.0, 2100.0)]. A

vertical cross section shows that this arc is due to the

number concentration of ice particles between 12.5-

and 14.0-km height [Fig. 6b; the gap can be seen here

at (500, 13)], or just under the tropopause in the mean

moist tropical sounding (Dunion 2011). As seen in

Fig. 6b, these arcs are visual indicators approximating

the outflow front.

FIG. 4. Storm-relative total condensed water of the column (TCWC, kgm22), (a) radially summed from 0 to

100 km, with the 6-km tilt angle overlaid (white crosses), where the tilt is calculated using the potential vorticity

hybrid method; (b) the 6-km tilt magnitude; and (c) the tilt-relative upshear radial wind (m s21), with zero con-

toured in black, at 12.6-km height. All fields are smoothed with a 2.5-h running mean except the gray line in (b). In

(a), azimuthal angles are math convention, where 08 is east (upshear), 908 is north, and so on.

AUGUST 2019 RYGL I CK I ET AL . 2925

Unauthenticated | Downloaded 08/28/22 12:46 AM UTC



Physically, these arcs manifest as wavelike features

passing through the outflow, and we must stress that the

arcs are not the outflow front itself: they are only ap-

proximate indicators. Figure 7 presents various quanti-

ties centered on the arc at 525km. The winds decelerate

in the outflow toward the front where there is a local

pressure maximum (Fig. 7a) on the TC-side of the out-

flow front. The density and potential temperature fields

(Fig. 7b) oscillate out of phase with each other.What the

moisture variables indicate (Fig. 7c) is that the air

remains near saturation before the wind changes di-

rection. A wave-like feature of sufficiently large ampli-

tude, centered at 500 km (Fig. 7b), modulates the

environment sufficiently to create a warm gap in the

cloud field and a local cold region where the arc is. Prior

to reaching the outflow front, these features propagate

with a speed of 8ms21 (not shown). Based on the

thermal field, the radial wavelength of this feature is

approximately 50 km, which would indicate that the arc

(which is due to the trough) is approximately 25 km in

FIG. 5. Enhanced water vapor satellite imagery (8C) for (a) 2008 Hernan, (b) 2015 Joaquin,

(c) 2015 Hilda, (d) the sheared CM1 simulation (synthetic), (e) 2009 Rick, and (f) the con-

trol CM1 simulation (synthetic). Magenta arrows are shear direction only. Red ‘‘3’’ in

(a)–(d) identifies the arc. Cyan crosses indicate either the best track center (a)–(c),(e) or the

low-level center (d). Units of the abscissa and ordinates of the CM1 simulations are km.
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length. Both characteristics—the wavelength and the

propagation speed—are very similar to values described

in Part I.

Materially, the outflow serves the purpose of reducing

the shear on the vortex. From the radial wind analyses,

the farthest radius that the outflow front reaches is be-

tween 200 and 250 km. This would suggest that many

other shear calculations that use annuli far outside the

core or that attempt to remove the vortex may be

missing a critical component of localized shear re-

duction. Figure 8a illustrates this point by analyzing the

shear around the low-level center in the G7.5 simulation

three ways: a 0–200-km circle, a 0–500-km circle, and a

200–500-km annulus. The shear in the inner circle re-

duces from 7.5m s21 to approximately 3.5m s21. While

the shear does decrease using the other two calculations,

the shear decrease is much more modest using the two

larger areas: ;1ms21 reduction. When comparing the

shear reduction of the three sheared TCs using the small

circle (Fig. 8b), the shear is not reduced in the C7.5

simulation at all. Interestingly, there is shear reduction

in the G11.5 TC, but this reduction is only, on average,

2m s21, which still leaves the shear value at 9.5m s21. In

the G11.5 case, there are repeating convective events

(Fig. 8c) whose cumulative effects are tied to the local

shear reduction. The key difference between the two

nondeveloping simulations is that in the G11.5 simu-

lation, a midlevel structure remains coherent (not

shown) but does not precess upshear. In the C7.5 sim-

ulation, the TC reduces to a low-level swirl, and any

coherent midlevel structures that do form are advected

away by the environment. Convection thus remains

minimal (Fig. 8c).

Since the environmental flow must be rerouted, the

most important interactions are taking place upshear.

To analyze this, we perform aHelmholtz decomposition

to compute the divergent (x) and rotational (c) com-

ponents of the horizontal wind. We perform the wind

transformation spectrally using fast Fourier transforms.

Since the background winds are by definition initialized

as both irrotational and nondivergent, they are com-

pletely filtered out of the resultant fields. Ignoring iso-

lated, short-lived convection, nearly all of the rotational

and divergent winds are due to the TC itself. Figure 9 is a

FIG. 6. (a) Number concentration of frozen condensation nuclei

at 12.6-km height at 62 h and (b) vertical cross section of radial

winds (m s21) and number concentration, where the magenta line

in (a) indicates location of cross section.White ‘‘3’’ in (a) indicates

low-level center.

FIG. 7. (a) Radial wind and pressure, (b) density and potential

temperature, and (c) number concentration of frozen condensation

nuclei and relative humidity with respect to ice through the arc at

12.6 km identified in Fig. 7. Dashed yellow line is the gap; dashed

blue line is the center of the arc; dashed black line is the outflow

front (where radial winds change sign).
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snapshot at 12.6 km of both divergent (Fig. 9a) and ro-

tational (Fig. 9b) winds. The strongest divergent winds

are focused upshear and are the main source of the

blocking, while the rotational winds are deformed.

We quantify the portion of the outflow pushing back

the environment as the mass-weighted divergent kinetic

energy (DKE), defined thusly

DKE5

ððð
r

2
(u2

x 1 y2x) dx dy dz . (2)

The limits of integration are the innermost 2000km (x)

by 1000km (y) and between 9 and 16km in height,

ignoring inflow layers and concentrating on TC outflow.

The divergent kinetic energy over the first 90 h, which

is the critical time period between genesis and the

abrupt second intensification, is consistently two to three

times larger in the G7.5 TC than in the control TC

(Fig. 10a).

Increased divergent kinetic energy alone is not enough

to describe the interaction between the TC’s outflow and

the environment because the outflow has to divert the

environmental flow. Upshear outflow causes destructive

interference with the environment, while downshear

outflow results in constructive interference with the

environment to create an outflow jet. Figure 10b shows

the difference between upshear and downshear di-

vergent kinetic energy for the G7.5 TC and further

FIG. 8. (a) Storm-relative, 13–1.5-km shear (m s21) calculated

three different ways: 0–200-km circle (red), 0–500-km circle (gold),

and 200–500-km annulus (blue) for the Gaussian-7.5 TC. Dark

red lines indicate same time periods as Fig. 2. (b) Shear change

(relative to initial time) using the 0–200-km circle for each of the

three sheared simulations, smoothed with a 2-h running mean.

(c) Volume-integrated total condensate in a cylinder of 100-km

radius around the low-level center; black line is the control.

FIG. 9. (a) Divergent and (b) rotational winds at 12.6-km height

at 64 h, 15min into theGaussian-7.5 simulation. Black3 is the low-

level center.
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illustrates the relationship between the outflow front

(characterized as the radial windminimumupshear), the

near-core shear, and the upshear–downshear divergent

kinetic energy difference. Figure 10b demonstrates that,

beginning at approximately 48 h, as the precession rea-

ches left-of-shear (see Part II), the energy difference

skews upshear, and the shear reduces. Performing a

correlation of the shear with the energy difference yields

a correlation coefficient of 20.66. This is a fairly strong

inverse correlation, which is higher than the correlation

between the total energy and the shear (20.52) and

between the difference and the total energy (0.20). As

the divergent kinetic energy difference then skews

downshear again after 108 h, the local shear then in-

creases and the intensification also ceases (see Fig. 1b).

This local reduction in shear partly explains why the

G7.5 TC intensified; however, the overall sensitivity

of the TC to the vertical profile of the environmental

winds needs further diagnosis. To address this particular

aspect, a trajectory analysis was performed. A series of

trajectories were initialized in a 600-km wide line due

east of the TC from 10- to 14.5-km height with 0.5-km

vertical spacing and 5-km horizontal spacing, resulting

in 120 trajectories per level, at 48 h into the simulation.

The temporal output of the trajectories is 5min.

Figure 11 shows the trajectories of the parcels ini-

tialized at four different levels between 48 and 96h

of the G7.5 simulation. At 10.5-km height (Fig. 11a), the

trajectories are entrained upshear-left of the center.

Some of the parcels are forced downward and encircle

the eyewall. Most of those parcels that are entrained are

ejected into the outflow. At 12.0-km height (Fig. 11b),

while there are still indications of entrainment and

ejection, there is also evidence of deflection on the

southern side of the storm, as evidenced by the tra-

jectories that remain between 10.5- and 12-km height

and enter the outflow jet. A notable shift takes place

at 13.0 km (Fig. 11c), as only four of the 120 trajec-

tories are entrained. At the highest level shown here,

14 km (Fig. 11d), all of the trajectories indicate de-

flection. While previous studies (Elsberry and Jeffries

1996; Finocchio et al. 2016) indicate that TCs are

sensitive to the depth of the environmental flow, we

build on these studies and demonstrate the key as-

pects of the sensitivity related directly to the outflow

interaction with the environmental winds. Figure 11

shows that blocking only occurs in the narrow (;2 km)

150–250-hPa layer.

When viewed in storm-relative radius–height cross

sections, Fig. 12 further shows how themoisture and wind

FIG. 10. (a) Volume-integrated divergent kinetic energy (DKE) of the outflow of the

sheared (blue) and control (orange) simulations; (b) upshear–downshear differences of DKE

(green; where positive, upshear is greater), 13–1.5-km vertical wind shear using a 200-km

circle (red), and radial windmagnitudeminimum averaged between 13.4 and 12.6 km (black).

For the threeDKE time series (blue, orange, green), thin lines are raw values; thick, dark lines

are 6-h running means. The shear and the wind minimum time series (red and black, re-

spectively) are unfiltered. The vertical integrations of DKE are between 9 and 16 km.
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fields differ around the TC among upshear-right and

downshear-left quadrants for both 7.5 TCs and the

control. Figure 12a indicates that, downshear-left, out-

ward motion dominates everywhere. In the upshear-

right quadrant of the G7.5 TC (Fig. 12b), outflow is

confined between 12 and 14.5 km. For reference, Fig. 12e

illustrates how the outflow is structured in the control

simulation. In the C7.5 TC (Figs. 12c,d), there is no ra-

dial outflow upshear, and the convection (indicated by

higher values of specific humidity change), is 140 km

downshear at this time (48h). It is ultimately advected

away completely.

Of note here is the localized outflow at 13 km in the

upshear-right quadrant of the G7.5 TC (Fig. 12b) very

close to the core in the sheared TC. In terms of vertical

velocities and moisture, there is descent at midlevels

on the upshear side (Fig. 12b). On both sides of the

storm (Figs. 12a,b), and in the control (Fig. 12e),

there is drying located beneath the outflow associ-

ated with descent. The important distinction among

the three figures can be found on the upshear side of

the G7.5 TC (Fig. 12b). The descent region begins

higher in the environment—13.5 km upshear com-

pared with 11.5 km downshear and in the control—

and is also of larger magnitude. Of great importance

is the moisture profile. Figure 12b shows that the

moistening is only occurring at 14-km height (i.e., the

tropopause) beyond the outflow and drying virtually

everywhere else. This tropopause moistening radi-

ally beyond the outflow is very small (;10%). The

drying also occurs much closer to the storm on the

upshear side in the G7.5 TC than in the control, and

the magnitude of the drying is twice as large as the

downshear location. This appears to be associated with

environmental sinking and not TC outflow, since ac-

cording to the trajectories, when the parcels are ejected

into the outflow, they remain at a high altitude in the

troposphere.

c. Remote upshear effects

Wenow examineRegions II and III from Fig. 2, which

is also the region of the WV clearing discussed in Part I.

Figure 13 shows divergent and rotational winds aver-

aged over 2.5 h, when the radial wind zero line is near its

greatest extent (Fig. 4c), of winds and pressure. These

fields are also averaged over a 20-km meridional band

due east of the vortex center; therefore, zonal winds are

de facto radial winds. The total zonal wind changes di-

rection at approximately 280 km from the low-level

vortex center. This figure also clearly shows that the

TC affects the environmental flow 1000km upstream:

this is the bow wave.

Deceleration beyond the outflow front is due to a

small outward pressure gradient force. A dynamic high

pressure exists near the outflow front. The existence

of this higher pressure region can be explained using

Bernoulli’s equation:

p
t
5 p

s
1 p

d
, (3)

where p is pressure and the subscripts abbreviate total

(t), static (s), and dynamic (d). Static pressure is the

hydrostatic background. The dynamic pressure is simply

the change in kinetic energy of the flow: (1/2)r (Dy)2.

Using environmental values at 13-km height in (3)

FIG. 11. Evolution of the trajectories with time from 48 to 96 h of

the simulation, launched at (a) 10.5 km, (b) 12.0 km, (c) 13.0 km,

and 14.0 (km). Trajectories are shaded by height (km) in time.
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results in a dynamic pressure perturbation of approxi-

mately 10 Pa from the environment. To determine the

dynamic pressure on the outflow side, we use a value of

6m s21, since that is the value at which the divergent

winds and the total winds diverge 150 km away from

the center. This results in a pressure increase of 5 Pa,

for a total increase of 15 Pa. The total increase in

pressure from the environment to the peak at the

outflow front is approximately 17 Pa. We realize that

the winds change direction rather than strictly reduce

to zero, and there is an inherent incompressibility as-

sumption in (3) (Darrigol and Frisch 2008); nonetheless,

FIG. 12. Percent change in specific humidity from initialization time (%, shaded), tropo-

pause (N2
5 2 3 1024 s21, thick gray line), radial wind zero line (blue contour), vertical

velocity 20.02 m s21 contour (dashed red), and radial-vertical wind vectors for the

(a) downshear-left and (b) upshear-right quadrants for the Gaussian-7.5 TC, for the Cosine-

7.5 TC’s (c) downshear-left and (d) upshear-right quadrants, and (e) for the symmetric fields

for the control. For the vectors, vertical winds are multiplied by 20. All are averaged with a

2.5-h runningmean.Gaussian-7.5 andControl images are taken fromwhen the twoTCs are of

equivalent low-level strength: 63 h 00min for the sheared TC, 72 h 00min for the control TC.

Cosine-7.5 images occur at 48 h.
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this simple analysis accounts for the pressure increase.2

The bow wave can then be described as the farthest

outward extent of the pressure gradient force caused by

this high pressure.

To separate this feature from the larger anticyclone

typically associated with a TC and then advected away

in shear (Wu and Emanuel 1993, 1994), we refer to this

upshear local increase as a ‘‘Bernoulli high’’ whose

magnitude is not static in time. Figure 13 illustrates the

high at 68 h when the outflow front is at a local maxi-

mum. Figure 14 is a planar view of the pressure field

1 h 15min earlier in order to demonstrate three things:

the dual-lobe nature of the higher pressures aloft, the

Bernoulli high’s magnitude change in time, and the

Bernoulli high’s location. When the outflow front is

expanding (the divergent kinetic energy is increasing),

the high strengthens and moves inside the front, which

we have simply approximated with the zero-radial-wind

line. While the environmental portion of the pressure

increase remains fairly constant, the outflow portion will

change, and that changes the structure of the pressure

field as the kinetic energy dissipates.

As noted in Fig. 13, the environmental winds slow

down as they approach the outflow front. This results

in a large area of convergence upwind of the front.

Owing to the fact that this interface is buttressed against

the tropopause, this convergence results in subtle

sinking that increases in magnitude the closer it gets to

the outflow front (Figs. 12b and 13). Based on the tra-

jectory analysis in section 3b, it has been shown that

parcels in the outflow maintain their heights and do not

sink upwind, further confirming our assertion that it is

the environment – and not the outflow—sinking on the

upshear side of the TC.

Since the environment is initialized in geostrophic

thermal wind balance, ageostrophic theory dictates that

when the zonal geostrophic wind decelerates, it is

deflected to the left; hence, the meridional wind be-

comes negative (Holton 1992, 175–176). Mathemati-

cally, this can be expressed by themeridional momentum

equation, neglecting subgrid-scale terms:

FIG. 13. Upshear total zonal winds, divergent zonal winds, rotational zonal winds, vertical

velocity (scaled by a factor of 100), total meridional winds (all left axis), and pressure (right

axis) at 12.6 km at 68 h into the model simulation. Fields are time averaged over 2.5 h and are

meridionally averaged over 20 km due east of the low-level TC center. Distance is from low-

level center location. Vertical black line indicates the location of the outflow front (where

total zonal winds change direction). Vertical dashed gray line is the bow wave (where envi-

ronmental winds begin decelerating).

FIG. 14. Planar view of pressure perturbation (Pa) at 66 h 45min

at 12.6 km. Contour is zero radial wind line. All fields are smoothed

with a two-hour running mean. ‘‘3’’ is low-level TC center. Axes

are km from domain center.

2This phenomenon is a divergent-outflow-specific manifestation

of the Magnus effect, which itself is a special case of Bernoulli’s

principle. We investigate this phenomenon further in a future

manuscript.
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Dy

Dt
1 fu52

1

r

›p

›y
. (4)

The prescribed easterly shear creates a high pressure on

the northern side of the domain (not shown). Since the

Coriolis acceleration of the now-decelerated zonal en-

vironmental winds no longer balances the pressure

gradient imposed by the thermal wind balance, there

will be a southward acceleration quantified as 2fu0,

where u0 is the positive and eastward deviation from the

negative andwestward background as far as the pressure

gradient extends into the flow. A possible explanation

for the radial scale of the pressure gradient can be de-

termined by using the definition of the baroclinic Rossby

deformation radius:

L
R
5

NH

npf
. (5)

The radius of the n 5 1 mode, given the environmental

parameters of our simulation (N5 0.01 s21,H5 14 km,

f 5 0.000 05 s21), is 891km. This is approximately the

distance at which the environmental wind decelerates

and deviates from geostrophic balance upwind of the

Bernoulli high. While not absolutely definitive, this

calculation does indicate a potential reason for why the

environmental winds begin slowing 1000km upwind of

the TC.

4. Verification and operational applications

a. Part I ‘‘verification’’

In Part I, two features of the atypical RI class of TCs

identified inWV imagery were upshear arcs and upshear

clearing/warming. The most significant finding in this

manuscript of the upper-level behavior is that the out-

flow serves to divert the environmental winds, thus re-

ducing the local shear felt by the core of the vortex. The

arcs, which are slow-moving wavelike features, serve

as visual approximations of this flow diversion. We

have shown that the shear actually was reduced by the

TCs themselves, but the shear calculation methods

used operationally, which use much larger areas for

shear and divergence calculations, were probably not

capturing this effect. Our analysis has identified weak-

nesses in such approaches, as the block is directly related

to the divergent wind and occurs within 300 km radially.

Furthermore, outflow far upshear is not required, as

upshear outflow only needs to divert the upshear envi-

ronmental winds sufficiently to allow for vortex re-

alignment. Historically, outflow for TCs undergoing RI

is generally thought to organize itself into two different

outflow jets (Merrill and Velden 1996), but atypical RI

TCs only require one.

Part I documented a nearly stationary wavenumber-1

Fourier anomaly in the far-field WV brightness tem-

peratures in Norbert and Joaquin (Fig. 18 from Part I).

We can now explain why this anomaly persists. The

near-permanent wavenumber-1 asymmetry observed in

far-field WV imagery is a manifestation of the slowed

and sinking environmental wind at upper levels on the

upshear side described herein associated with conver-

gence due to the Bernoulli high.

b. Additional operational application

All of the features presented in section 3 are physi-

cally relevant to explain atypical RI and the associated

evolution on satellite, but some features (the blocking

and the arcs) are easier to observe than others (the bow

wave). Since this series was motivated by satellite ob-

servations, it is worthwhile to demonstrate how this

work would apply to an operational forecast. For dem-

onstration, we choose a high-impact atypical RI TC that

was not part of the original six from Part I but never-

theless underwent RI in moderate vertical wind shear:

2016 northern Atlantic (NATL) Matthew (Stewart

2017). For this analysis, we use SHIPS and CIMSS shear

analyses, GOES-13 WV observations, CIMSS AMVs,

and 0.58GFS analyses. We use the GFS analyses here in

an attempt to simulate operational conditions more

closely. The decomposition of the GFS analyses into

rotational and divergent components is performed using

SPHEREPACK (Adams and Swarztrauber 1997).

Matthew intensified in shear ranging between 9 and

11ms21 according to operational shear calculations

(Fig. 15). Of note here is that the shear possesses a

westerly component, which we will illustrate shortly, a

fact that is unique when compared with the easterly

FIG. 15. Intensity (left axis) and shear (right axis) time series of

2016 NATL Matthew. SHDC and SHRD are from the SHIPS

database. Gray box indicates time from genesis to appearance of

eye in IR imagery.
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shear of the northeastern Pacific (EPAC) TCs, and even

NATL Joaquin, from Part I. Operationally, Brown

(2016) noted on 29 September: ‘‘Given the current shear

and structure of Matthew, only slight strengthening is

predicted during the next 24 h.’’ Approximately 24 h

later on 30 September, after an intensity increase of

20ms21, Brennan (2016) noted, ‘‘I am reluctant to

show a decrease in intensity given that the environment

around the cyclone does not appear to change much.’’

In the postseason Tropical Cyclone Report, Stewart

(2017) wrote: ‘‘The aforementioned remarkable RI

period, which has only been exceeded a few times in

the Atlantic historical record, occurred during appar-

ently unfavorable environmental conditions consisting

of west-southwesterly 850–200-mb vertical wind shear of

18–22kt.’’ The high shear appears to be the source of

uncertainty in physically explaining Matthew’s behavior.

For our discussion, we bypass the IR/tilt analyses of

Parts I and II in order to focus on the outflow blocking

described within this manuscript. Figure 16 is a series of

successive WV satellite images of a TCA early on

30 September and the warm gap plus the arc on the

western (upshear) side of the TC (see section 3b). By

0315 and 0345UTC (Figs. 16c,d), the gap/arc, marked by

the series of red 3s, indicates that the outflow has

pushed back at least 250 km from the center of Matthew

to the west-southwest. Conclusive AMV proof of how

far the outflow reaches can be seen at 1800 UTC

30 September. Figure 17a illustrates the wind barbs and

the zero radial wind line at this time. Southwest of the

FIG. 16. Storm-relative WV satellite imagery of 2016 NATL Matthew at (a) 0145, (b) 0245, (c) 0315, and (d) 0345 UTC 30 Sep. Red 3s

mark the outward propagating arc/gap. Angles are math convention (08 is east, 908 is north, etc.); radial distances are in km.
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TC, the outflow has pushed the oncoming environ-

mental winds back approximately 500 km. 12 h earlier,

using a more sophisticated data assimilation system, the

GFS demonstrates a rotational-divergent wind structure

at 200hPa that is similar to the analyses presented in

section 3b. Specifically, Fig. 17b illustrates a divergent

wind maximum on the upshear (western) portion of the

TC, where the cyan 3 marks the best track position.

The rotational winds indicate that Matthew was under

the influence of a large upper-level anticyclone,

FIG. 17. (a) Interpolated AMVs from 250 hPa and higher around Matthew’s center at

1800 UTC 30 Sep. Black line is radial wind zero line. (b) Divergent wind magnitude (shading)

and rotational winds (streamlines) at 200 hPa near Matthew (cyan 3) derived from the GFS

analyses at 0600 UTC 30 Sep. All units are m s21.
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fulfilling a necessary environmental condition of Part I,

whose center was to Matthew’s southeast. Most impor-

tantly, the rotational winds also indicate that Matthew’s

divergent outflow is rerouting the environmental winds

around the storm, as the bifurcation of the environ-

mental flow exists where the divergent winds from the

outflow are at their near-core local maximum. This flow

diversion occurs approximately 150–200 km away from

the TC center and suggests that the shear calculations all

missed this effect (Fig. 15). Given this analysis, we assert

that Matthew underwent atypical RI, and the earliest

indication that it is conclusively happening is 0600 UTC

30 September when Matthew was a borderline hurri-

cane. While we realize this is and was a challenging

forecast, we recommend that forecasters use the ana-

lytical tools available to make these difficult decisions

when nearly all of the model guidance is incorrect.

5. Summary and discussion

a. Summary

The upper levels of a rapidly intensifying tropical

cyclone (TC) in hostile environmental wind shear con-

ditions have been analyzed using a compressible, non-

hydrostatic model (CM1). Upper-level wind analyses

indicate that the outflow from convection, quantified as

the kinetic energy of the divergent wind, serves to divert

and to block the environmental flow at upper levels. This

happens in two phases. The first part requires a small

region (on the order of 50 km upshear) be diverted up-

shear until the TC tilt reaches left-of-shear. Following

that, the nutations become the dominant modulator of

convection, and the cumulative effect of the repeating

convective events is to push the upshear environmental

winds back out to a radius of 200km from the TC center,

thus reducing the local shear felt by the vortex. These

effects allow for this TC to realign itself. After pro-

cessing the CM1 output through the Community Radi-

ative Transfer Model (CRTM), we demonstrated that

the CM1 produces thin cloud arcs that are separate from

the main cloud shield on the upshear side, phenomena

that are also present in satellite observations. These arcs

exist between 12 and 14 km, and they serve as visual

guidance for the extent of the blocking. They are caused

by slow-moving wavelike features with a radial wave-

length of 50 km and a speed of 8m s21.

The upper levels upwind of the TC center can be di-

vided into three regions: the outflow, the environmen-

tal deceleration region, and the free atmosphere. The

outflow front is where the outflow and the environ-

ment meet, and it can be defined by where the radial

wind changes direction and by a sharp drop in relative

humidity. Beyond the front lies a large area (250–

1000km radially outward) of convergence where the

environmental flow is decelerated by a dynamic (Ber-

noulli) high created by the block. Physically, the wind

here curves to the left and slowly sinks. This is the source

of the far-field WV temperature anomaly identified in

Part I. Far beyond the outflow front (;1000 km) is the

bow wave, which is the extent of the dynamic high

pressure upshear, beyond which are unaffected envi-

ronmental winds.

Finally, the trajectory analysis indicates why the depth

of the flow is so critical to modulating TC intensification:

the outflow can only block winds in a narrow layer below

the tropopause that is 100 hPa, or 2 km, deep. Elsberry

and Jeffries (1996) hypothesized that due to the diurnal

forcing, the outflow of Typhoon Omar acted to divert

the environmental winds around it. Here, we have re-

lated the flow diversion to outflow from convection as-

sociated with the tilt of the TC, but this effect is only

valid under certain conditions: specifically, when the

shear is due to vertically shallow upper-level anticy-

clones. Conversely, winds associated with troughs ex-

tend more deeply into the atmosphere, and the outflow

blocking mechanism described herein can do nothing

about environmental winds between 300 and 500 hPa,

for example. Operationally, we believe that Velden and

Sears (2014) and Knaff et al. (2018) performed impor-

tant steps in attempting to account for this issue by using

layer averages instead of singular levels and by vertically

integrating environmental winds, respectively, but a

deeper analysis of the issue may still be necessary.

b. Synthesis, discussion, and future work

Over the course of this set of three articles, we have

endeavored to describe the phenomenology and mor-

phology of a class of TCs that undergo a moderate-

shear-induced, ‘‘atypical’’ pathway to RI, focusing on

the broader key physical concepts and operational util-

ity in lieu of mathematical rigor. Generally speaking,

using the parlance of Kaplan et al. (2010), Rozoff et al.

(2015), and Knaff et al. (2018), this behavior occurs

when the atmosphere is otherwise favorable thermody-

namically, but the perceived limiting factors are the

shear and the upper-level divergence. Operationally, a

forecaster would have to ask him/herself three basic

questions: 1) Are the lower levels (including SSTs)

warm andmoist? 2)What is the shear value? 3) Is the TC

being sheared by an anticyclone? Obviously, we still

must perform a full climatological analysis to identify

TCs that exhibit TCAs and characteristics of blocking

but do not develop or develop slowly. Nevertheless,

these three simple questions, plus the satellite markers

discussed throughout this series indicating tilt nutations
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and outflow blocking, should act as a convenient alert

for forecasters to at least be aware that the guidancemay

be problematic. The ability to perform a rotational-

divergent decomposition on the wind field would further

indicate the hallmarks of this behavior, although we

would point out that in a real-world model, multiple

divergent sources could potentially exist, and a DKE

integration over a storm-relative domain would be

advisable.

We make the important point here that the shear re-

duction discussed throughout themanuscript is different

from the shear reduction discussed in Zhang and Tao

(2013) and in Rappin and Nolan (2012). Zhang and Tao

(2013) argue that the vertical wind shear increase and

then subsequent decrease between 900 and 500 hPa is

related to intensification. In their calculations, shear

increases from a background value of 2 to 6m s21 before

reducing again to 2ms21. In our simulations, this value

is practically zero in both Gaussian-shear initial condi-

tions (further discussed in the appendix). Zhang andTao

(2013) state that the increase in shear is due to envi-

ronmental forcings, but they never discuss why the shear

increases and subsequently decreases. We have shown

that for our TCs, it is definitively the outflow that is

causing near-core shear modulation at upper levels. Our

findings echo examples of blocking from convective

outflow described in other studies (Fritsch and Maddox

1981; Schmidt and Cotton 1990; Trier and Sharman

2009), but those studies focused on midlatitude squall

lines and mesoscale convective systems. We believe

we have isolated the same basic effect, only on a scale

10–20 times larger.

We believe our analyses raise a host of questions

about atypical RI and perhaps TCs in general, which we

hope to address in future work, including but not limited

to the following:

d How often does this behavior happen worldwide? As

NATL Matthew was brought to our attention exter-

nally (M. DeMaria 2019, personal communication), so

were two Australian cyclones: 2017 Ernie and 2019

Riley (J. Courtney 2019, personal communication).

All three were in moderate-to-high shear caused by

upper-level anticyclones and unexpectedly intensified

(RI occurred for both Matthew and Ernie). All

exhibited features documented in this series. What

are the environmental bounds (i.e., SSTs, shear mag-

nitudes) that govern when this process occurs, when

this process fails, and when a TC intensifies by more

‘‘classical’’ methods?
d Why is the divergent outflow two to three times

greater in the G7.5 TC than in the control? How do

the changes in the thermodynamic structure, as noted

in Part II, affect this behavior? How would changes in

SSTs and the diurnal cycle affect the convection and,

subsequently, the outflow?
d Why does this shear profile result in a tilt at all?Why is

the blocking effective? See the appendix for more

specific details about this question.

Evidently, many questions remain, and these are only

but a few questions that we believe our research has

raised. Much more work remains to be done.
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APPENDIX

Vortex Tilt Relative to Differential Advection

A question posed in section 5b concerns the tilt of the

TC relative to the background environmental winds.

Specifically, prevailing theory (Reasor andMontgomery

2015; Reasor et al. 2004; Schecter et al. 2002; Jones 1995)

indicates that vortex tilt is due to differential advection

in the vertical by the background wind. Induced flow

from the tilting layers is then thought to reduce this tilt

by self-advection (the precession); however, in the G7.5

case, we document the reverse. Figure A1 shows the

smoothed-in-time tilt of the G7.5 vortex and what the

tilt should be if the vortex were simply being forced by

advection 24h into the simulation. From 2- to 7.5-km

height, the tilt is greater than the advective forcing at

this time. While ascertaining the specifics of this result

are far beyond the scope of this paper, we show this

to demonstrate that even though the outflow blocking

arguments described throughout this manuscript only

affect a narrow layer, our analysis indicates that the

evolution of the tilt is more complex than discrete
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level-to-level differential advection arguments. If the

upper-level winds are indeed causing the vortex to tilt at

lower levels, then the blocking and the reduction of the

force of the winds aloft would also theoretically affect

the evolution of the tilt several kilometers below.
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