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Abstract

Aircraft that maneuver through large angles of attack will experience large regions of flow separation over the wing

and fuselage. The separated flow field is characterized by unsteadiness and strong vortical flow structures that can

interact with various components of the aircraft. These complicated flow interactions are the primary cause of most

flight dynamic instabilities, airload nonlinearities and flow field time lags.

The aerodynamic and the vortical flow structure over simple delta wings undergoing either a pitching or rolling

motion is presented. This article reviews experimental information on the flow structure over delta wings and complete

aircraft configurations. First, the flow structure of leading-edge vortices and their influence on delta wing aerodynamics

for stationary models is presented. This is followed by a discussion of the effect of large amplitude motion on the vortex

structure and aerodynamic characteristic of pitching and rolling delta wings. The relationship between the flow

structure and the unsteady airloads is reviewed.

The unsteady motion of the delta wing results in a modification of the flow field. Delays in flow separation, vortex

formation, vortex position and the onset of vortex breakdown are all affected by the model motion. These flow changes

cause a corresponding modification in the aerodynamic loads. Data is presented which shows the importance of flow

field hysteresis in either vortex position or breakdown and the influence on the aerodynamic characteristics of a

maneuvering delta wing.

The free-to-roll motion of a double-delta wing is also presented. The complicated flow structure over a

double-delta wing gives rise to damped, chaotic and wing rock motions as the angle of attack is increased. The

concept of a critical state is discussed and it is shown that crossing a critical state produces large transients in the

dynamic airloads.

Next, several aircraft configurations are examined to show the importance of unsteady aerodynamics on

the flight dynamics of aircraft maneuvering at large angles of attack. The rolling characteristics of the F-18

and X-31 configurations are examined. The influence of the vortical flow structure on the rolling motion is es-

tablished.

Finally, a brief discussion of nonlinear aerodynamic modeling is presented. The importance of critical states and the

transient aerodynamics associated with crossing a critical state are examined.
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Nomenclature

Variables

A area; constant; aspect ratio

AR aspect ratio

c chord

CL lift coefficient

Cl rolling moment coefficient

C0
l section rolling moment

Clf dCl=df
Clfqs

quasi-static value of dCl=df
CN normal force coefficient

CN normal force coefficient

co chord

Cp pressure coefficient

E energy

f frequency

g Sychev parameter defined by Eq. (3)

Ix moment of inertia

K Sychev parameter defined by Eq. (4)

k reduced frequency

k1 Sychev parameter

LR rolling moment

M Mach number

Nz normal acceleration

P pressure

qN dynamic pressure

R axial jet core radius

r radial distance

rc core radius

Re Reynolds number

S wing area

s local semi span

t thickness; time

U velocity

u velocity parallel to wing surface

Uo freestream velocity

V velocity

Vy tangential velocity

W velocity normal to wing surface

x axial distance

xB dimensional vortex breakdown location

Y spanwise distance/location or axis

y spanwise distance

Z axial distance (along vortex axis) or axis

normal to the wing surface

z vertical distance above the wing

a angles of attack

ad angle of divergence of vortex core

b sideslip angle

Df deviation of roll angle from mean (7);

change in roll angle

e apex half-angle

G circulation

g cos�1ðcos asinGÞ

L sweep angle

O vorticity

F roll angle

f roll angle

fc mean roll angle

Fo average roll angle

fo initial roll angle
’f angular velocity in roll
.f angular acceleration in roll

ox axial vorticity

s angle of incidence (a with f ¼ 0)

r density

yc canard deflection

t time

x aileron deflection (%)

Subscripts

BD breakdown

c.s. critical state

L leeward

l left

LE or le leading edge

osc oscillation

max maximum

r right

VB vortex breakdown

x axial

W windward

N freestream conditions
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1. Introduction

The desire for increased speed, maneuverability and

efficiency has dominated the evolution of military

aircraft. These goals have resulted in aircraft designs

that incorporate swept wings and highly swept wing

leading-edge extensions (LEX). This trend has currently

reached a point where typical flight envelopes encom-

pass very high angles of attack; and it is in the high

angle-of-attack regime that swept wings have unique

characteristics. High angle-of-attack flight is frequently

encountered during landing and takeoff phases of a

flight, and during combat maneuvering. Maneuvers

such as nose pointing and velocity vector turning

involve high angles of attack and successful execution

would necessitate the ability to anticipate the dynamic

reaction of the airloads to the maneuver. These types of

maneuvers are typically referred to as ‘‘supermaneuver-

ability’’ [1], a term that implies control of an airframe at

and beyond stall angles. The Sukhoi 27 fighter made

supermaneuverability a hot topic when it performed the

‘‘Cobra Maneuver’’ at the Paris airshow in 1989 [2]. This

low speed maneuver involves pitching the aircraft to a

very high angle of attack, of the order of 1001; and

bringing it back down to a level flight in a matter of

seconds, without any appreciable change in the altitude.

The ability to rapidly change ‘‘maneuver state’’ is a

measure of the ‘‘agility’’ of the airplane. Being able to

perform the Cobra Maneuver is a sign of agility, but not

a prerequisite.
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With the continued emphasis on extending aircraft

flight regimes, an improved understanding of the

influence of unsteady motions on slender forebodies

and swept wing performance is essential in order to

predict the flight dynamic behavior of modern high

performance aircraft. The flow field surrounding slender

aircraft at large angles of incidence is dominated by the

vortices generated on the forebody, leading-edge exten-

sions, wing and control surfaces. Fig. 1 is a sketch

illustrating the flow field surrounding a fighter aircraft at

large angles of attack. The leeward wake structure can

be extremely complicated due to the interactions

between the various vortices. The aerodynamic forces

created by such complicated flows are nonlinearly

related to the instantaneous angle of attack, sideslip

angle or roll angle, as well as their rates of change and

furthermore are likely to depend on the history of these

quantities. To understand and predict the motion of

aircraft in this nonlinear region, new mathematical

formulations for the aerodynamic models must be

developed and an improved understanding of the

relationship between the separated flow field and the

aerodynamic loads needs to be established. For small

changes in the states of an aircraft, linear theory is used

with the concept of constant stability derivatives to

predict the motion. When the motion involves large

angles of attack and separated flows, the concept of

constant stability derivatives can no longer be used and

there are discontinuities, hysteresis and strong dynamic

cross-coupling effects between the longitudinal and

lateral/directional modes of motion [3–5]. Table 1

indicates major differences between low angle-of-attack

and high angle-of-attack flight regimes.

The unsteady motion of a forebody or delta wing

results in a modification of the flow field in response to

the maneuver. The model motion can result in delays of

flow separation and vortex formation at low angles of

attack, and changes in vortex location at higher angles

of attack. At high angles of attack, the vortices can

undergo a transition process known as vortex break-

down. When vortex breakdown occurs over a lifting

surface, the aerodynamic loading can change abruptly.

More dramatic chances in loading occur when break-

down reaches the apex of the lifting surface and the flow

becomes fully separated. The nonlinear lift created by

the vortex is reduced in the region aft of vortex

breakdown [7–12]. This leads to changes in both the

longitudinal and lateral aerodynamic forces and mo-

ments, and in the stability derivatives [13].

Much of what is known about the flow structure

surrounding a maneuvering aircraft comes from studies

of simple aerodynamic shapes such as delta wings and

forebodies undergoing large amplitude motions. Un-

steady swept-wing aerodynamics at very high angles of

attack is characterized by flow hysteresis; while for

ranges of incidence where there is no vortex breakdown,

hysteresis effects are not as pronounced. For a pitching

wing, it is possible to delay the detrimental effects of

breakdown. A substantial overshoot in the aerodynamic

forces is typically seen for oscillatory or transient

pitching maneuvers. During oscillatory or periodic

motions, a delay occurs in the positions of the vortex

core and the vortex breakdown relative to the static

locations. Due to this hysteresis in the flow field, there is

a corresponding modification of the aerodynamic loads

on the delta wing. Similar features have also been noted

on slender forebody shapes. The location of vortex

breakdown on delta wings can be controlled by various

blowing techniques [14–22]. For instance, Mitchell et al.

[23] showed that asymmetric blowing along the surface

on the leeward side of a delta wing near the apex affects

vortex breakdown. On the side of the wing with blowing,

vortex breakdown was delayed, while the vortex break-

down on the other side of the wing was not affected.

This was observed for several blowing rates. For

symmetric blowing, both vortices exhibited a delay in

vortex breakdown location.

Forebody vortex manipulation to provide aerody-

namic control at large angles of attack has been studied

extensively [24–29]. In most of these studies, the fore-

body vortices are manipulated using flow control

schemes such as suction or blowing to control the

asymmetry of the vortices. In addition to blowing and

suction, various mechanical devices have also been

investigated. For example, deployable forebody strakes

have been successfully demonstrated to be effective in

providing yaw control at large angles of attack. A

detailed review of forebody vortex control is presented

by Malcolm [24].

1.1. Flight dynamic phenomena

Fighter aircraft maneuvering at high subsonic or tran-

sonic speeds can experience uncommanded nonlinear
Fig. 1. Sketch of separated flow field dominated by vortical

flow structures.
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dynamic behavior involving separated flows and time-

dependent effects. Flow separation and unsteady

aerodynamics are the underlying causes of unwanted

flight dynamic behavior that can limit the operational

capability of modern fighter aircraft. In addition to

limiting the maneuvering capability of the aircraft, flow

separation can lead to flight dynamic phenomena that

can compromise flight safety. Flight dynamic phenom-

ena such as wing rock, wing drop, heavy wing, nose

slice, and buffet may limit the maneuvering capability of

an aircraft. Unfortunately, it is not possible to predict

the onset and severity of these phenomena early in the

design phase. Therefore, most flight dynamic problems

are only discovered during flight testing. In most cases

when one or more phenomena become an issue during

flight-testing, the designer is placed in a position of

having to come up with a quick fix to prevent delays in

production or a possible program cancellation. The

‘‘quick fix approach’’ tends to be a cut and try procedure

that may provide a solution to the problem at hand

without providing any understanding of the flow physics

associated with such phenomena. In general, this quick

fix solution also results in a degradation of the vehicle’s

performance.

1.1.1. Wing rock

One of the most common dynamic phenomena

experienced by slender wing aircraft flying at high

angles of attack is the phenomenon known as wing rock.

Wing rock is a complicated motion that typically affects

several degrees of freedom simultaneously; however, as

the name implies, the primary motion is an oscillation in

roll. At some critical angle of attack, a roll oscillation

starts to grow in amplitude until it reaches a maximum

amplitude, at which time the airplane continues to rock

back and forth. The rolling motion is self-induced and

represents a classic limit cycle behavior. The onset of

wing rock is often associated with a loss of damping in

roll at high angles of attack [5].

Aircraft most susceptible to this oscillatory phenom-

enon typically have highly swept planforms and/or long

slender forebodies that produce vortical flows during

excursions into the high angle-of-attack regime. The

wing rock motion arises from the unsteady behavior of

the vortical flow fields associated with these planforms,

coupled with the rolling degree-of-freedom of the

aircraft. The unsteady loads created by the flow field

produce a rolling oscillation that exhibits the classic

limit cycle behavior. The motion can be quite complex

and, in many cases, is the result of the coupling of

several degrees of freedom.

There are, however, cases where the motion is

primarily a rolling motion. The wing rock motion can

adversely affect the maneuvering envelope of combat

fighter aircraft, and limit the approach angles of attack

of commercial aircraft configurations, such as the high-

speed civil transport. The Handley Page 115 [30,31]

research aircraft was designed to study the aerodynamic

and handling qualities of slender wing aircraft at low

speed flight conditions. This airplane experience a wing

rock motion when the angle of attack exceeded

approximately 201; as shown in Fig. 2. The motion

was essentially a rolling oscillation about the long-

itudinal axis. The maximum bank angle was þ401 at an

angle of attack of 301: The yaw oscillations were found

to be less than 731: The pilot was able to suppress the

motion by aileron input or reducing the angle of attack.

It should be pointed out that wing rock is not limited to

a few aircraft; rather, it is a phenomenon which can be

traced back to some of the early swept-wing fighter

airplanes. In fact, over 13 modern aircraft have been

documented to exhibit the phenomenon.

1.1.2. Wing drop

Wing drop is an abrupt uncommanded rolling motion

that can occur during a high-g turn or pitch-up

maneuver [32]. The most likely cause of this unexpected

motion is a premature flow separation on one wing.

Table 1

Interest in dynamic derivatives [6]

Low a High a

Flow Mainly linear, often well known Strong nonlinear effects (separation,

transition vortex shedding, etc.)

Analytical prediction of dynamic

derivatives

Easy (linear potential methods and

various approximations often

acceptable) Small ðxÞ

Very difficult (highly nonlinear, often

speculative, approximations risky)

Magnitude of dynamic derivatives Sometimes large, varying sign ð7100xÞ

Variation of dynamic derivatives with a Small Sometimes very rapid

Effect of dynamic derivatives on flight

trajectory and on stability and control

Insignificant or at least constant and

well known

Sometimes very large, may often be

significant

Interest in dynamic derivatives Low High
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Flow separation can be very sensitive to small local

changes in Reynolds number, Mach number, angle of

attack and sideslip angle. As the angle of attack is

increased during a maneuver, flow conditions may occur

where some portion of the wing is on the verge of

separating. If the flow separates asymmetrically on one

wing, as shown in Fig. 3, then a rolling moment is

created. The history of the maneuver up to the point of

flow separation will govern whether the motion results

in a wing drop. The magnitude of the rolling moment

will depend upon the location of the flow separation; the

farther outboard on the wing the asymmetric separation

occurs, the larger the rolling moment.

One of the perplexing features of wing drop is the

random nature of its occurrence during what appears to

be identical flight maneuvers. One may have to fly the

same maneuver several times before a wing drop occurs.

Since asymmetric flow separation can occur on either

wing section, the direction of the wing drop is not

known a priori. Another factor that enters into the

severity of the wing drop besides the location of the

separation is the time difference between when separa-

tion occurs on both wings. If the asymmetric separation

exists for only a very short time before a similar

separation occurs on the other wing, then the asym-

metric loading will not have time to cause a significant

roll excursion.

A recent example of wing drop was reported in the

aviation press in 1999. The F-18 E/F aircraft encoun-

tered problems with wing drop during the flight test

program. A significant amount of additional testing and

engineering support was required to find a successful

solution to the wing drop problem. It should be noted

that wing drop is not unique to the F-18 and has been

experienced by a number of aircraft. Although wing

rock and wing drop have occurred during the develop-

ment of many fighter aircraft, the basic understanding of

the flow mechanisms that cause these unwanted rolling

behaviors is still rather limited.

1.1.3. Heavy wing

The flight characteristic called heavy wing occurs

when an aircraft experiences a gradual roll-off from the

trimmed flight condition. To eliminate the roll-off,

the pilot must apply a corrective control input. From

the pilot’s perspective, the aircraft feels as though one

wing is heavier than the other, thus the name heavy

wing.

The heavy wing problem is not as common as wing

rock or wing drop, but it has been observed on the F-84

and other airplanes. For the F-84, the heavy wing

problem was believed to be caused by a loss of aileron

effectiveness [33], probably caused by shock-induced

separation. Another possible theory for heavy wing

Fig. 2. Wing rock behavior of the Handley Page 115 aircraft [31].
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would be asymmetric wing stall. If the stall is inboard,

the rolling moment will be small and the airplane will

have a mild roll-off. Thus, it is possible that wing drop

and heavy wing are the results of asymmetric wing stall.

Whether one gets wing drop or heavy wing depends

upon the spanwise location of asymmetric stall.

1.1.4. Nose slice

Nose slice is defined as a rapid yaw divergence that

may lead to a spin departure [34–36]. Factors that

contribute to the yaw divergence are loss of directional

stability, asymmetric yawing moments and adverse yaw.

The directional stability and control of a fighter aircraft

diminishes with increasing angle of attack. This is due

primarily to the influence of the fuselage wake on the

vertical tail surface. As the angle of attack is increased,

more and more o the vertical tail is immersed in the

separated flow field coming off the fuselage. This flow

field reduces the effectiveness of the vertical tail as well

as the rudder. The ailerons also begin to lose their

effectiveness due to stall over the outboard wing panels.

The loss of directional stability can lead to yaw

divergence.

The nose portion of the fuselage on many modern

fighter aircraft consists of a long slender pointed

forebody. As the angle of attack of the aircraft is

increased, the flow around the forebody separates, as

shown in Fig. 4. The forebody vortices are initially

symmetric but become asymmetric at some critical angle

of attack. When the vortices are symmetric, they

influence the normal force and pitching moment

contribution of the fuselage to the airplane aerody-

namics. When the vortices become asymmetric, a side

force and yawing moment are created, as illustrated in

Fig. 5. Because of the reduction of directional stability in

this regime, the yaw moment created by the asymmetric

vortices can cause the airplane to slice (i.e. to yaw

rapidly) to the right or left. The direction of motion

depends upon the orientation of the asymmetric

vortices.

The nonlinear aerodynamic phenomena that contri-

bute to yaw divergence are configuration dependent.

Small changes in the configuration can result in either a

significant improvement or degradation in the diver-

gence phenomena.

1.1.5. Buffet

Buffet can be defined as an aerodynamic excitation

created by flow separation. The unsteady aerodynamic

loads can come from a number of sources, for example

wing flow separation, flow interaction between aircraft

components, spoilers, etc. Buffet is important because it

can affect the structural safety and can also limit the

maneuverability of the aircraft [32,37,38].

From a flight mechanics point of view, the pilot

perceives buffet as a vertical vibration. The buffet

intensity is measured in terms of the acceleration normal

to the flight path. The severity of the buffeting is

classified by the magnitude of the normal acceleration,

as shown in Table 2.

Fig. 3. Asymmetric wing stall.
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Although most fighter aircraft experience buffeting

during transonic maneuvers, it is extremely important

that the level of buffet does not interfere with the pilot’s

ability to perform precision tracking.

1.2. Summary

This article presents a review of the aerodynamic

characteristics of slender delta wings at large angles of

attack under static and dynamic conditions. Flying at

Fig. 4. Forebody flow separation.

Fig. 5. Cross-sectional flow patterns on a slender forebody.

Table 2

Buffet intensity and pilot perception [32]

Intensity Acceleration Nz (g) Effect on pilot

Onset 70:035 to 70:1 Just barely perceptible

to the pilot

Light 70:1 to 70:2 Definitely perceptible

Moderate 70:2 to 70:6 Very annoying,

precision tracking

may be impossible,

maneuverability is

restricted

Severe 70:6 to 71:0 Unacceptable and can

only be tolerated for a

few minutes
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high angles of attack is intrinsically an unsteady flight

regime, and as such an understanding of the unsteady

aerodynamics of swept wings is of value. The discussion

will emphasize the fluid mechanic mechanisms governing

the nonlinear aerodynamic loads. Emphasis will be given

to showing the relationship between the force and

moment coefficients, surface pressures and the flow field

structure. The examples of unsteady motion include

single degree-of-freedom large amplitude pitching or

rolling motions. The article will also include several

examples of the dynamic phenomena experienced by

high performance aircraft such as the F-18 HARV

(High-Alpha Research Vehicle) and the X-31 and how

the unsteady aerodynamic characteristics affect the flight

dynamics of these vehicles. Finally, the article will

conclude with an assessment of aerodynamic modeling

techniques that are suitable for predicting maneuvers

where unsteady aerodynamics is important.

2. Leading-edge vortical flows on static delta wings

The leading-edge vortices generated by slender wings

have been the subject of numerous experimental studies

starting in the mid-1950s and continuing to today. Refs.

[39–47] are some of the more frequently cited references

of the earlier research efforts.

The flow structure on the upper side of a delta wing at

angle of attack is extremely complex. At moderate

angles of attack, the leeward flow field for these

planforms is dominated by a highly organized vortical

flow structure emanating from the sharp leading edges.

The contribution of the vortical flow to the aerodynamic

characteristics of the delta wing is a function of the

leading-edge geometry. Chu and Luckring [48] showed

that the characteristics of a 651 swept delta wing were

slightly different for different leading-edge geometries,

from sharp to elliptical. A sketch of the classic leading-

edge flow field above a delta wing is shown in Fig. 6. The

vortex sheet shed from the leading edge rolls up into a

pair of leading-edge or primary vortices. The leading-

edge vortices induce a flow in the spanwise direction on

the upper surface. This outward flow separates from the

surface forming a smaller secondary vortex outboard

and below the leading-edge vortex. It is possible that

there are additional vortices near the surface in this

region. The surface flow patterns can be equally

complex, as also illustrated in the sketch in Fig. 6. The

surface patterns reveal the attachment and separation

lines of the primary and secondary vortices. The

interpretation of surface and off-surface visualization

patterns can be, at times, very difficult. However, flow

topology methods have been used by Perry and Chong

[49], Peake and Tobak [50], and D!elery [51,52] to explain

the flow structure around various aerodynamic shapes.

The flow topology rules provide a fundamentally sound

basis for constructing detailed flow topology images.

Earnshaw [46] proposed that the leading-edge vortex

on a delta wing could be divided into three regions: the

shear layer, rotational core and viscous subcore. The

shear layer, or vortex sheet, is generated at the wing’s

leading edge and feeds vorticity into the vortex core. The

thickness of the shear layer increases with increasing

distance from the leading edge. The rotational core is

approximately 30% of the local semi span in diameter,

wherein the traces of the vortex sheet produce only

minor perturbations on the circumferential or long-

itudinal velocity distribution. The vorticity inside the

core is assumed to be distributed continuously. The

viscous subcore, approximately 5% local semi span in

diameter, is a region in which the gradients of local

head, static pressure and velocity are very high. The

subcore rotates as a solid body and the axial velocity can

exceed three times the freestream value. Fig. 7 is a sketch

illustrating the various regions of the vortex as described

by Earnshaw.

The leading-edge vortices above a slender, flat-plate

delta wing can be visualized by introducing a marking

material into the flow. The vortices are marked by the

entrainment of marking material, and can be illuminated

Fig. 6. Sketch of the leading-edge flow structure above a sharp-

edge delta wing.

R.C. Nelson, A. Pelletier / Progress in Aerospace Sciences 39 (2003) 185–248 193



at locations along the wing by a laser light sheet that is

normal to the wing surface [53,54]. Fig. 8 is a photo-

graph of the laser light sheet illumination of the

crossflow section through the leading-edge vortices

made visible by smoke. The smoke patterns clearly

show the vortical nature of the flow field. The vortical

flow field on the leeward side of the delta wing is

characterized by large velocity variations. As the angle

of attack of a delta wing is increased, the leading-edge

vortices grow in strength and at some point along the

vortex, breakdown occurs. The change in the flow

structure after breakdown is shown in Fig. 9. In this

photograph, the vortex is breaking down at approxi-

mately 50% of the root chord [53]. It is interesting to

notice how rapidly the core region expands after

breakdown. For very large sweep angles, vortex break-

down has been found to occur asymmetrically due to a

possible interaction between the vortices. When the

sweep angle is less than 801; breakdown tends to be

symmetric. It should also be noted that the position of

the vortex breakdown is not stationary, even for a

stationary model. The breakdown position is unsteady

and typically oscillates about some mean position

[55,56].

2.1. Flow features of leading-edge vortices

The velocity field associated with the leading-edge

vortices of simple delta wing planforms has been studied

using pressure probes, hot-wire, PIV (particle image

velocimetry) and Laser Doppler Anemometry. Non-

intrusive measurements of the velocity distribution

through a leading-edge vortex above a slender delta

wing is presented in Fig. 10. These measurements were

made by Pagan and Solignac [57]. The flow surveys were

obtained using laser anemometry in the wake of a 751

swept delta wing. The measurements were made just aft

of the wing trailing edge (at x ¼ 0:27c behind trailing

edge) in the wake.

Prior to breakdown, the leading-edge vortex can best

be described as a swirling jet flow, as illustrated in

Fig. 10. These measurements show the variation of the

velocity distribution through the leading-edge vortex as

a function of angle of attack. As the angle of attack is

increased, both the maximum axial velocity at the vortex

center and the maximum tangential velocity increase.

The jetting along the vortex center line can be up toFig. 7. Three regions within a leading-edge vortex.

Fig. 8. Laser light sheet illumination of the crossflow and longitudinal axis of the leading-edge vortices above an 851 swept delta wing

(a ¼ 201 without vortex breakdown) [53].
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three or more times the freestream velocity depending

upon the wing sweep angle. Erickson [58] explains the

large axial velocity within the leading-edge vortex by

means of a spiraling vortex sheet. The vortex sheet,

originating at the wing leading edge, spirals around the

vortex axis as it convects downstream. The spiraling

vortex lines are inclined to the vortex axis and induce an

axial flow in the downstream direction. For this

particular wing, the maximum axial velocity is over 2:5
times the freestream velocity. The other noticeable

feature is the relative size of the jet core vs. the core

associated with the maximum tangential velocity. The jet

core increases with angle of attack and for the largest

angle of attack shown in Fig. 10, the jet core is

Fig. 9. Laser light sheet illumination of the crossflow and longitudinal axis of the leading-edge vortices above an 851 swept delta wing

(a ¼ 401; vortex breakdown) [53].

Fig. 10. Velocity distribution through a vortex prior to breakdown [57] (measured at x ¼ 0:27c behind trailing edge).
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approximately 50% of the wing semi span, whereas the

core based upon the distance between the maximum and

minimum tangential velocities is approximately 5–10%

of the semi span. The smaller core region remains

essentially the same size as the angle of attack is

increased. These two core structures are similar to those

proposed by Earnshaw [46].

2.1.1. Vorticity and circulation

The vorticity distribution and circulation provide

additional understanding of the overall structure of the

leading-edge vortices. Several investigators have put

forth ideas specifically concerned with aspects of

vorticity and circulation. Lee and Ho [59] state that ‘‘a

stationary leading-edge vortex is achieved only when the

convection of vorticity along the core axis balances

the vorticity generation from the boundary layer of the

leading edge’’ and the swirl angle is an indicator of this

balance. A reduction in the axial convection, via the

adverse pressure gradient downstream and at the trailing

edge of the planform, is concluded to cause vortex

breakdown.

The argument of a critical vorticity distribution can be

substantiated in light of the work by Pagan and Solignac

[57] and D!elery et al. [60]. They examined the effects of

an adverse pressure gradient on a vortex generated by a

751 swept delta wing at a ¼ 27:51: The vortex was

allowed to enter a two-dimensional duct with movable

flaps at the aft end enabling various pressure distribu-

tions to be created in the duct. Their results indicate that

maximum vortex strength, as given by the maximum

swirl velocity ratio, is strongly dependent on the local

freestream pressure gradient. This can also be inter-

preted that the maximum amount of vorticity or

circulation at a given station is limited by the ability of

the flow to move downstream, which in turn is regulated

by the pressure gradient.

A hypothesis by Brown and Lopez [61], based on the

physics governing a stagnant recirculating flow region in

confined cylindrical flows, argues that breakdown

mechanisms rely on the production of negative azi-

muthal vorticity. This results from a tilting and

stretching of the predominantly axial vorticity vector,

ox: Vorticity diffusion leads to a radial redistribution of

the circulation and a stretching and tilting of vortex lines

due to a local increase of the tangential velocity, Vy: A

reduction in the initially positive azimuthal component

of vorticity occurs with axial distance and the subse-

quent ‘‘inviscid breakdown’’ process develops.

Unfortunately, the information on the vorticity

distribution within the leading-edge vortices is quite

limited. In a study by Visser and Nelson reported in

Refs. [62–64], hot-wire anemometry was used to

examine the vorticity and circulation distributions above

a 751 swept delta wing. The axial, radial and azimuthal

vorticity components were measured. The majority of

the axial vorticity components were found to be

confined to 10% of the span on either side of the vortex

core center location. The azimuthal vorticity was smaller

in magnitude. Fig. 11 is a plot of the axial vorticity at

numerous stations along the wing. The axial vorticity

has been nondimensionalized and results are overlaid for

each of the measured x=c locations; similar profiles are

seen to exist at each station.

Fig. 11. Axial vorticity distribution [62].
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The circulation, G; is also calculated using the

definition given below.

G ¼

Z

c

V�dr ¼

Z

A

ðr 	 V Þ�dA ¼

Z

A

O	 dA: ð1Þ

The circulation is shown in Fig. 12; the values are plotted

outward from the core center ðr ¼ 0Þ where the radial

distance has been nondimensionalized by the local semi

span. Each curve represents a chordwise location and the

circulation is seen to grow in a chordwise manner. This is

what one would expect, as the feeding sheet is

continually being wrapped into the vortex. The circula-

tion increases at a decreasing rate from the vortex center

and reaches a maximum near the wing leading edge.

2.1.2. Vortex strength correlation

Parameters can be defined to incorporate external

conditions, such as the sweep angle and angle of attack,

along with the measured flow field properties in an effort

to determine what, if any, interaction occurs near

breakdown. This approach has already been utilized,

to a certain extent, by scaling the field properties by the

local semi-span. A more direct line of reasoning was

incorporated by Hemsch and Luckring [65] in a

correlation for the measured vortex circulation. Their

relation utilized a parameter derived by Sychev [66] in

his Euler analysis of flow about an arbitrary slender

body. Sychev assumed

d ¼ s=c51 ð2Þ

and obtained an approximate set of equations for the

inner region of the flow involving only the parameter

k1 ¼ d cotðaÞ: Hemsch and Luckring [65] used this

Sychev parameter to correlate the strength of a vortex

at the trailing edge of sharp leading-edge delta wing in

the form of

g ¼
G

UNc tan2 e cos a
¼ AKn; ð3Þ

where

K ¼ tan a=tan e ¼ 1=k1 ð4Þ

for some constant values of n and A; and with the apex

half-angle e: By plotting g and K in a log-log format,

they demonstrated that a fit of the form g ¼ AK1:2 was

seen for data obtained from Wentz and MacMahon [67],

and that of D!elery et al. [60]. Values of g and K ranged

from 0.5 to 10.0 and 0.2 to 2.0, respectively. A value of

n ¼ 1:2 was seen to accurately fit the numerical conical

slender body theory of Smith [68].

Visser [62] applied this technique to his circulation

measurements. Experiments by Visser et al. [62–64] were

conducted at locations above the wing surface, a further

scaling of g by the local chord ratio x=c was found to

bring the data into line with theory for A ¼ 4:63; as

shown in Fig. 13. The seven-hole probe data of Payne

[53] were also scaled by x=c and are presented in Fig. 13

along with that of Wentz and MacMahon [67]. Payne’s

data represent sweep angles of 701; 751; 801; and 851 at

various chord locations. It is seen to extend the

theoretical line of Smith [68] to a g of 100 and a K of

Fig. 12. Radial distribution of circulation and integrated vorticity [62].
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10. Thus, it would appear that the relationship devel-

oped by Hemsch and Luckring is effective in correlating

the vortex strength with the angle of attack and the wing

geometry.

2.1.3. Vortex breakdown

Vortex breakdown represents a limiting condition for

slender wings. Once vortex breakdown reaches the wing,

the surface pressure field begins to be altered and the lift

curve slope is reduced. As the breakdown progresses

toward the apex of the wing, the maximum lift

coefficient is reached. Stall occurs when the leeward

flow completely separates from the wing. There are a

number of theories for vortex breakdown, however, at

this time no one theory has been widely accepted. A

detailed discussion of vortex breakdown theories can be

found in the references by Leibovich [69–71], Wede-

meyer [72], Benjamin [73], Hall [74,75], Ludwieg [76,77]

and D!elery [78].

Much of what we know about vortex breakdown

comes to us from experiments conducted on an isolated

vortex created inside a tube [79–87]. Many different

types of breakdown have been identified in vortex tube

experiments. For slender wings at angle of attack, only

two types of breakdown are generally identified: the

bubble and the spiral types, although in reality, they

may just represent the extremes in a continuum of

breakdown forms. Examples of either a bubble or spiral

breakdown are shown in the following photographs. In

Fig. 14, the core flow seems to expand around an oval-

shaped recirculation zone. At the exit of this recircula-

tion zone, the core flow appears to shed in the form of

vortex rings which are then convected downstream. The

cross section of these doughnut shaped vortex rings

appears as a pair of holes in the smoke.

Fig. 15 shows a transversal cross section of the

recirculation zone which is surrounded by a ring of core

flow. The breakdown process occurring above was

occasionally observed to change into what might be

interpreted as a spiral mode. When this occurred, the

mean location of the breakdown moved downstream

and took the form depicted in Fig. 16. The large

Fig. 14. Schematic of bubble type breakdown from enlarge-

ment of 16 mm movie frame (longitudinal cross section) [53].

Fig. 13. Sychev parameter based on correlation of Hemsch and Luckring as presented by Visser [62].
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recirculation zone has disappeared and the core flow

now appears to corkscrew downstream. In this case, the

holes in the flow are assumed to be the cross section of

the spiraling core flow. This type of result was also

obtained in wind tunnel tests at ONERA using the laser

light sheet technique [57,60]. In that study, ‘‘holes’’

appearing in the wake of a breakdown were also

observed and interpreted to be cross section of the

spiraling vortex core. Fig. 17 shows a transversal cross

section which appears to show a rotating core. After a

short time, this spiral mode would transform back into

the ‘‘bubble’’ form and move upstream.

The position of breakdown has been measured by

numerous investigators. Fig. 18 shows the effect of

sweep angle and angle of attack on vortex position

[88]. For a given sweep angle, the breakdown position

moves from the wake onto the wing toward the wing

apex with increasing angle of attack. Sweep angle affects

the onset angle of vortex breakdown. The higher the

leading-edge sweep angle the higher the onset angle.

Fig. 19 shows the effect of sideslip angle on the position

of breakdown. When a slender wing at angle of attack is

given a sideslip angle, the leading-edge vortex on the

upwind side (with respect to the sideslip angle) breaks

down closer to the apex while the other vortex breaks

down farther away from the apex. This is consistent with

the effective change in sweep created by the sideslip. The

upwind side of the wing has an effective decrease in

Fig. 16. Schematic of spiral type breakdown from enlargement

of 16 mm movie frame (longitudinal cross section) [53].

Fig. 15. Schematic of bubble type breakdown from enlarge-

ment of 16 mm movie frame (transversal cross section [53].

Fig. 17. Schematic of spiral type breakdown from enlargement

of 16 mm movie frame (transversal cross section [53].
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sweep angle while the downwind side has an effective

increase in sweep. Because increasing sweep favors a

delay in vortex breakdown, the influence of sideslip on

vortex breakdown is as expected.

The position of breakdown is also affected by the

thickness of the model, the leading-edge geometry

[89,90], the trailing-edge geometry, the sting mounting,

etc. Fig. 20 shows the effect of the leading-edge

geometry on vortex breakdown for a 701 swept delta

wing. Jobe [91] looked at 38 sets of vortex breakdown

data on a 651 delta wing and found a significant amount

of scatter in the data. For instance, th angle of attack for

the onset of vortex breakdown over the wing was shown

to vary significantly for the different 651 swept models.

The variation in the measurements is probably due to

support and blockage effects. This large range of

breakdown locations for a given sweep angle makes

predictions even more difficult.

Since vortex breakdown affects the loads acting on a

wing, its location on a wing must be known before

making any load prediction. Huang and Hanff [92]

presented an analytical model for breakdown location

prediction based on empirical data. This analytical

model was used to predict the normal force acting on

a rolling delta wing at high angles of attack.

As discussed earlier, once vortex breakdown has

occurred, the flow structure of the leading-edge vortices

changes dramatically. Details of the flow before and

after vortex breakdown were studied by Iwanski [93] and

Ng et al. [94] on a sharp-edge delta wing having a

leading-edge sweep of 701 for 301 angle of attack. Fig. 21

is a sketch showing the approximate positions of

the survey planes relative to the vortex breakdown.

Fig. 18. Vortex breakdown position on delta wing models [88].

Fig. 19. Vortex breakdown for varying sideslip angles [88].

Fig. 20. Effect of leading-edge geometry on vortex breakdown

[90].
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In interpreting these data, one should keep in mind the

breakdown position is not stationary. The spanwise

variation of the axial and tangential velocity compo-

nents through the leading-edge vortex above a sharp-

edge delta wing having a leading-edge sweep of 701 is

shown in Fig. 22 for various chordwise positions along

the wing. In Fig. 22a, upstream of the breakdown

(x=c ¼ 0:412 and 0.448), the axial velocity component

within the vortex is similar to a jet-like flow discussed

earlier. The peak axial velocity occurs at the center of

the vortex and is approximately three times the free-

stream velocity. The jet-like region is approximately 0.5

semi-span wide. The first indication that vortex break-

down is about to occur is the deceleration of the core

flow at x=c ¼ 0:484: After breakdown ðx=c > 0:521Þ; a

wake-like velocity defect appears in the axial velocity

profile. The wake defect region is approximately 30% of

the semi-span wide at x=c ¼ 0:521 and broadens with

increasing distance downstream.

The tangential velocity component (normal velocity)

is shown in Fig. 22b. The peak tangential velocity prior

to breakdown is approximately 1.5 times the freestream

velocity and after breakdown it is approximately equal

to the freestream. Before breakdown, the subcore region

is small, as indicated by the steep velocity gradient.

However, after breakdown, there is a reduction in the

tangential velocity component and a rapid diffusion of

the subcore. The subcore region expands from approxi-

mately 10% of the local semi-span before breakdown to

nearly 50% of the local semi-span after breakdown

ðx=c ¼ 0:594Þ:
The axial vorticity was estimated from the velocity

data and is shown in Fig. 23 for the different chordwise

locations. The axial vorticity profile distribution is seen

to increase in magnitude and narrow in width in the

downstream direction, up to x=c ¼ 0:411 (just prior to

breakdown). The peak then broadens and a reduction in

the maximum axial vorticity value is seen as the

breakdown region is entered. This is consistent with

the breakdown model proposed by Brown and Lopez

[61]. From their analysis, they concluded that break-

down occurred due to the production of a negative

azimuthal vorticity which is due to a tilting and

stretching of the axial vorticity vector. Rockwell et al.

[95] have made detailed vorticity measurements through

the leading-edge vortices of a delta wing. Their

experimental findings are also consistent with the

concept proposed by Brown and Lopez.

Jumper et al. [96] proposed a simple model to explain

spiral vortex breakdown. Using an isolated line vortex

that deforms into a spiral, they showed that the sense of

the spiral had to be opposite that of the circulation in

order to produce an induced flow in the upstream sense

to sustain the breakdown. This simple model is

consistent with experimental findings and the more

comprehensive theory also proposed by Brown and

Lopez [61].

2.1.4. Pressure gradient

The pressure gradient acting along the vortex axis is

an essential factor in the promotion or delay of vortex

breakdown. An adverse or positive pressure gradient

tends to promote breakdown whereas the opposite effect

occurs for a favorable pressure gradient. The pressure

gradient imposed on the vortex core can come from a

variety of sources. For example, the pressure rise over

the rear portion of the delta wing or pressure gradients

caused by the wind tunnel walls or obstacles (support

systems) located downstream of the generating model

but near the vortex wake.

To examine the influence of the pressure gradient

on a vortex, various investigators have developed

simple analytical expressions relating the pressure

gradient to vortex parameters. The reader is referred

to the papers by Raat [97], Krause and Althaus [98], and

Hall [75].

The pressure gradient acting along the vortex axis can

be derived from the radial momentum equation, which

after the appropriate simplification reduces to

r
V2

y

r
¼

@P

@r
: ð5Þ

This equation represents the balance between the fluid

particles centripetal acceleration and the restraining

radial pressure force. If we differentiate this expression

with respect to the axial distance, x; and integrate with

respect to the radial distance, r; then the following

Fig. 21. Relative position of wake surveys to vortex breakdown position [93,94].
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expression for the axial pressure gradient is obtained:
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This expression shows us that the pressure gradient at

large distances from the core center is imposed along the

core axis.

The pressure gradient across the core can be shown to

be as follows [60]:
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where ad is the angle of divergence of the vortex core.

This expression shows that the pressure gradient along

the vortex axis is greater than at the vortex core

boundary, the vortex strength being a controlling

parameter.

The importance of vortex strength on breakdown can

be seen in Fig. 18. As this figure shows, the angle of

attack, when breakdown reaches the trailing edge,

increases as the sweep angle increases. However, as

was shown earlier, the circulation on a delta wing at a

given angle of attack decreases as the sweep angle is

increased. Therefore, from Eq. (7) one would expect that

Fig. 22. Velocity field of the leading-edge vortices above a 701 swept delta wing [93,94]. (a) Axial velocity. (b) Normal velocity.
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as the wing sweep is increased vortex breakdown would

be delayed to a higher angle of attack. This is exactly

what is observed experimentally.

Experiments conducted by D!elery et al. [60] confirm

the importance of both vortex strength and adverse

pressure gradient on vortex breakdown. Their experi-

mental setup consisted of a 751 delta wing and a two-

dimensional air intake located downstream of the delta

wing. The exit area of the intake could be varied to

change the magnitude of the adverse pressure gradient.

Fig. 24 is a sketch of their experimental setup. They

measured flow characteristics at approximately 1/4

chord length downstream of the wing trailing edge.

Fig. 25 shows the axial and circumferential velocity

distributions along the centerline of the vortex. These

data illustrate several key features of leading-edge

vortices. Notice the large drop in the axial velocity and

vorticity for the measurements made after breakdown.

The influence of the pressure gradient on vortex break-

down was examined by varying the two-dimensional

duct area. Fig. 26 shows the relationship between the

pressure gradient and vortex strength as given by the

local swirl velocity ratio. A limit to vortex strength was

found, beyond which breakdown occurred even in the

absence of an adverse pressure gradient.

2.1.5. Pressure fields after breakdown

The pressure distribution on the surface of a slender

wing (aspect ratio of 1) at angle of attack is shown in

Fig. 27. This data is for an angle of attack where

Fig. 24. Experimental setup used to study adverse pressure gradient on vortex breakdown [57].

Fig. 23. Axial vorticity distribution [64].
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breakdown has not reached the wing. The large suction

peaks or low pressures occur directly beneath the

primary vortices. This conclusion was reached by

correlating the pressure data with above surface flow

visualization data. It should be noted that in some

experiments, evidence of secondary suction peaks have

been observed. The maximum suction peaks decrease in

the downstream direction, since the region of low

pressure acts over a larger area. When vortex break-

down occurs, the pressure distribution is changed

markedly. When breakdown occurs, the suction peak

is reduced significantly but the footprint of the vortex

acts over a wider region.

As noted earlier, the sideslip angle affects the position

of the vortex breakdown. Vortex breakdown becomes

asymmetric with sideslip angle, as indicated in Section

2.1.3. The vortex on the windward side of the wing (with

respect to the sideslip) moves closer to the apex, the

reverse is true of the leeward side vortex. The effect of

sideslip angle on the surface pressure distribution is

shown in the data from Hummel [99], as presented in

Fig. 28.

2.2. Aerodynamic characteristics

The aerodynamic characteristics of slender sharp-edge

wings are nonlinear, as illustrated in Fig. 29. A

significant portion of the lift generated by a slender

wing is attributable to a low pressure region created on

the wing surface by the leading-edge vortices. This

region of low pressure is due to the flow field created by

the vortices. As the wing sweep is increased, there is a

reduction of the lift curve slope. As mentioned earlier,

the circulation increases with angle of attack, but for a

given angle of attack the circulation decreases with

increasing sweep angle. Therefore, the reduction in the

lift curve slope with sweep angle is to be expected. When

vortex breakdown reaches the wing, the low pressure

region created by the vortices is reduced. The reduction

in the suction pressure results in a lowering in the lift

Fig. 25. Axial variation of vortex properties [57].

Fig. 26. Influence of adverse pressure gradient on breakdown limit [57].
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curve slope. Although the lift may still continue to

increase (as is the case for wings with Lo701) [89], the

lift curve is starting to bend over. As the breakdown

progresses forward on the wing, the maximum lift

coefficient is reached and the wing stalls. Fig. 30 shows

the lift and pitching moment coefficient for delta wings

of varying aspect ratio at low speeds. These data were

obtained by Wentz and Kohlman [10]. At low angles of

attack, the lift and pitching moment coefficients are

linear. However, as the angle of attack is increased

further, the lift produced by the leading-edge vortices

produces the nonlinearity in the force and moment

curves. Increasing the aspect ratio (lowering the sweep

angle) results in higher normal force coefficients. This

can be explained in the following manner. For a given

angle of attack, the strength of the leading-edge vortices

increases with increasing aspect ratio or lower leading-

edge sweep. Therefore one would expect higher vortex

lift at a given angle of attack for the higher aspect ratio

delta wings.

The influence of vortex breakdown on the lift

characteristics of a family of delta wings is shown in

Fig. 31. Roos and Kegelman used the experimental

measurements of Wentz and Kohlman to show how

vortex breakdown was related to the maximum lift

coefficient. For low sweep angles (i.e. higher aspect

ratio), breakdown occurs over the wing well before the

maximum lift occurs. However, as the sweep angle

increases, the angle of attack at which breakdown

crosses the trailing edge ðaBDÞ moves closer to the

angle of attack for maximum lift ðaCLmax
Þ: For wings

having sweep angles greater than or equal to 751;
aBDEaCLmax

:

Fig. 29. Sketch of nonlinear lift.

Fig. 27. Upper surface pressure distributions [41].
Fig. 28. Influence of sideslip angle on upper surface pressure

distribution [99].
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Ways to predict loads acting on a delta wing have

been the subject of several investigations in the past

decades. Polhamus [100,101] came up with a method,

based on the leading-edge suction analogy, for predict-

ing airloads on a delta wing at low angles of attack when

vortex breakdown is not present on the wing. The

technique is not valid in the presence of vortex break-

down. Purvis [102] used this technique with an assumed

pressure distribution based on linear theory results to

predict lift, induced drag and pitching moment for

several wing geometries also in the absence of vortex

breakdown. His predictions showed very good correla-

tion with experiments.

In an effort to include the effects of vortex breakdown

in numerical load predictions, Huang and Hanff [92]

extended the leading-edge suction analogy by using the

instantaneous location of vortex breakdown and by

including motion-induced modifications to the vortex

strength. They used a semi-empirical pressure model to

predict airloads during large-amplitude rolling motions.

In order to include vortex breakdown effects into load

predictions, the location of breakdown must be known

which implies vortex breakdown prediction. Huang et al.

[103] showed the importance of the dynamic response of

the leading-edge vortex breakdown on the nonlinearities

observed in airloads. Huang and Hanff [92,104] assumed

in their vortex breakdown model that the instantaneous

location of vortex breakdown can be represented by the

sum of three terms: a static term, a second term

representing quasi-steady effects and a third term for

unsteady effects. Fig. 32 shows that their static vortex

breakdown prediction gave very good agreement with

experimental data. With their model for vortex break-

down, they were able to predict airloads for static and

dynamically rolling delta wings, as shown in Figs. 33

and 34.

Fig. 31. Lift coefficient for a family of flat plate delta wings

[89].

Fig. 30. Lift and pitching moment characteristics for two delta

wings, L ¼ 551 and L ¼ 651 [10].

R.C. Nelson, A. Pelletier / Progress in Aerospace Sciences 39 (2003) 185–248206



2.3. Reynolds number effects

There is evidence that the Reynolds number has an

effect on the qualitative features of the flow in the

presence of leeside leading-edge bevels and centerbodies

[105,106]. In the absence of centerbodies, most research-

ers agree that many of the qualitative features of the

flow are usually independent of Reynolds number. This

is particularly true for wings with sharp leading edges.

For example, the position of vortex breakdown does not

appear to have any strong Reynolds number sensitivity

in these cases. Erickson has compared experimental

measurements of vortex breakdown over a wide range of

Reynolds numbers. The lack of Reynolds number

sensitivity is due to the fact that the models have sharp

leading edges, thereby fixing the point of separation.

There are, however, differences in the flow structure that

are attributable to Reynolds numbers. For instance, the

position of the vortices is affected by the Reynolds

number. Pressure distributions show the relative posi-

tions of the primary and secondary vortices by way of

the suction peaks. The suction peak is higher for the

turbulent flow case. As the Reynolds number increases,

the primary vortex moves outboard due to the Reynolds

number influence on the secondary vortical flow. The

influence of Reynolds number on the other properties of

the flow field such as circulation or vorticity is unknown.

2.4. Mach number effects

The flow above a delta wing at supersonic speeds can

be very similar to that discussed so far provided that the

flow at the leading edges is subsonic. When the leading

edges are supersonic, shock waves can occur on the

leeward surface. Fig. 35 is a sketch based upon the

observations of Stanbrook and Squire [107] of two types

of flow fields that may occur at supersonic speeds. When

the flow normal to the leading edge is subsonic, the

leeward flow pattern is identical to the flow patterns

described earlier. At low angles of attack, the flow is

completely attached on the leeward side; however, at

higher angles of attack, the flow again separates at the

leading edge to form the leading-edge vortices observed

at low speeds. As the freestream Mach number is

increased, the component of the flow normal to the

leading edge may become supersonic. In this case, the

leeward wake patterns are quite different, as shown in

Fig. 35b. At low angles of attack, after the supersonic

flow expands over the leading edge, it is turned

downstream resulting in shock waves between the

leading edges and the wing centerline. These shock

waves run from the apex to the trailing edge. Because the

shocks are weak, the boundary layer flow remains

attached. At higher angles of attack, the shock waves are

strong enough to cause the boundary layer flow to

separate. Miller and Wood [108] presented a detailed

classification of the leeside flow fields above thick delta

wings at supersonic speeds.

Donehoe [109] conducted an extensive experimental

investigation on a 651 delta wing at high subsonic Mach

Fig. 33. Static normal force coefficient for rolled 651 delta wing

[92].

Fig. 34. Instantaneous normal force coefficient on a rolling 651

delta wing [92].

Fig. 32. Vortex breakdown location prediction on a 651 delta

wing [92].
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numbers in order to provide new insight into the

complex flow fields acting over a delta wing at high

subsonic speeds. The presence of shocks was shown to

influence the mode of secondary separation. Further-

more, vortex breakdown and its associated surface

pressure distribution were significantly affected by the

terminating shock wave, or trailing-edge shock wave,

which is typical on a delta wing in high subsonic flow

regime.

Fig. 36 is a shadowgraph picture of the vortex flow

above a 651 delta wing. The location of an embedded

crossflow shock wave and vortex breakdown are noted

on the photograph. The flow image appears to indicate

that vortex breakdown is of the spiral type.

The aerodynamic coefficients are affected by Mach

number, as shown in Fig. 37. As the Mach number

increases, the normal force coefficient decreases. The

reason for the decrease in normal force coefficient is

explained by Stallings [110] by examining the pressure

data from which the force coefficients were obtained.

The contribution to the normal force coefficient of the

leeward and windward sides were obtained separately

and are included in Fig. 37. The subscripts, W and L;
refer to the windward and leeward contributions

Fig. 36. Shadowgraph picture of the vortical structure above a

651 swept delta wing ðMN ¼ 0:6; a ¼ 201Þ [109].
Fig. 37. Normal force coefficient, AR ¼ 1:0 [110].

Fig. 35. Leeward flow models [107]: (a) subsonic leading edge, and (b) supersonic leading edge.
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respectively. As the Mach number is increased, the

leeward side contribution to the normal force coefficient

decreases, whereas the windward side contribution

increases with Mach number for the higher angles of

attack. There is a net decrease in the normal force with

increasing Mach number since the increase on the

windward side is much less than the decrease on the

leeward side.

2.5. Summary

The leading-edge vortex structure above a delta wing

and its influence on the delta wing aerodynamics has

been reviewed in this section. A summary of the major

features of the leading-edge vortex structure and their

effect on the aerodynamics of the wing are summarized

below.

The strength of the leading-edge vortices depends

upon the angle of attack and the wing leading-edge

sweep angle. For a given angle of attack, the strength

decreases with increasing sweep angle. The circulation of

slender delta wings can be scaled with the Hemsch and

Luckring correlation parameter developed from slender

body theory.

The velocity field associated with a leading-edge

vortex can be characterized as the superposition of a

jet flow and vortical flow. The maximum axial velocity

occurs at the vortex center and can be as much as two or

more times the freestream velocity. The extent of the jet-

like flow (i.e. velocity greater than the freestream) can be

as much as 30% of the local semi-span. The maximum

tangential velocity can reach approximately 1.5 times

the freestream. The core (viscous subcore) defined by the

distance between the peak tangential velocities is smaller

than the jet core. The jet core increases in size with angle

of attack while the subcore remains nearly constant in

size over the wing.

The vorticity distribution through the leading-edge

vortex is primarily in the axial direction prior to

breakdown. Most of the axial vorticity is found within

the viscous subcore. The radial and azimuthal vorticity

components are small before breakdown. When spiral

breakdown occurs, the core flow is deflected into a spiral

geometry having the opposite sense of that of the

circulation. The axial vorticity is reduced substantially

and a large negative azimuthal vorticity is present after

breakdown. The large negative azimuthal vorticity is

consistent with the requirement to sustain the vortex

breakdown.

The pressure gradient along the vortex axis is a major

factor in causing breakdown. The pressure gradient can

be thought of as being created by the external flow and

by a self-imposed component that is a function of the

vortex strength.

The leading-edge vortices contribute a substantial

portion of the lift generated by slender delta wings. The

primary vortices produce large suction peaks on the

upper surface pressure distribution prior to breakdown.

After breakdown reaches the wing, the suction pressure

peaks are reduced aft of the breakdown location. The

modification of the pressure field affects the lift and

moment characteristics of slender delta wings.

3. Unsteady slender wing aerodynamics

An unsteady motion of a delta wing results in a

modification of the flow field in response to the

maneuver. As was mentioned earlier, this can result in

delays of flow separation and vortex formation at low

angles of attack, and changes in vortex location and the

onset of breakdown at higher angles of attack. During

oscillatory or periodic motions, a hysteresis develops in

the positions of the vortex core and the vortex break-

down relative to the static locations. Due to this

hysteresis in the flow field, there is a corresponding

modification of the aerodynamic loads on the delta

wing. The results presented in the following section are

used to show the importance of flow field hysteresis in

either vortex position or breakdown on the unsteady

loads and surface pressure distributions of simple delta

wing planforms. A detailed review of the flow physics of

pitching delta wings is given by Rockwell [111]. More-

over, investigators have tried to explain the effect of

wing motion on vortex breakdown by looking at an

induced camber effect [112–117]. For instance, due to

induced camber effect, the angle of attack at the apex of

a delta wing during a pitching maneuver would be

different than the angle of attack at the trailing edge.

These different angles of attack would have an effect on

the location of vortex breakdown over the wing. The

reader is referred to the work by Ericsson [113–117] for

more details on the induced camber effect.

Ashley et al. [118] have published a paper summariz-

ing the current state of unsteady swept-wing aerody-

namics research. Theoretical, computational and

experimental research involving both flow field behavior

and aerodynamic forces and moments are described and

representative data are presented. Ashley et al. con-

cluded that for unsteady maneuvers where vortex

breakdown is not present, quasi-static behavior results.

However, for ranges of motion where breakdown is

present over the wing, hysteretic behavior is seen and

transient effects can become important.

For a dynamically pitching wing, it is possible to delay

the detrimental effects of breakdown. A substantial

overshoot in the aerodynamic forces is typically seen for

oscillatory or transient pitching maneuvers.

The next section will present a brief review of the

current understanding of the effect of large angle-of-

attack unsteady motions on the aerodynamic and

vortical wake characteristics. The discussion will
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emphasize the fluid mechanic mechanisms governing the

nonlinear aerodynamic loads. The relationship between

force and moment coefficients, surface pressures and the

flow field structure will be emphasized.

3.1. Aerodynamics of a pitching delta wing

Unsteady force measurement on delta wings are a

relatively new area of research, but the limited number

of studies that are available have documented the

hysteretic nature of the forces and moments. Bragg

and Soltani [119] conducted an experiment using a 701

swept wing oscillating in pitch. Hysteretic behavior was

noted in the dynamic loads, the amount of which was a

function of the pitch rate. This was also seen by both

Brandon and Shah [120] and Jarrah [121]. Brandon and

Shah examined the effects of both sinusoidal and ramp

pitching motions. They reported a large overshoot of the

forces relative to the steady state values. They also

suggested that this may be due to a lag in the separation

and reattachment of the leading-edge vortices during the

dynamic maneuver. Jarrah [121] utilized delta wings

with aspect ratios of 1, 1.5, and 2, and angle of attack

ranges of 0–301 and 0–601: He saw a large over shoot in

the aerodynamic coefficients for the 0–601 motion, and

noted that this overshoot was a function of the aspect

ratio as well as the pitch rate. Fig. 38 is an example of

Jarrah’s data that clearly shows the large aerodynamic

hysteresis for a reduced (nondimensional) frequency

k ¼ 2fc=UN ¼ 0:03:
Unsteady delta wing research has shown the force and

moment coefficients to overshoot or undershoot the

static values depending on both the type of unsteady

maneuver and the motion history. For example, if the

model pitches from 01 to 451; the peak overshoot in CN

will be higher than if the model pitches from 251 to 451

[120]. An example of the dynamic normal force

coefficient for a pitching delta wing is shown in Fig. 39

along with the static curve. This data was obtained by

Brandon and Shah [120] using a force and moment

balance to measure the dynamic loads on a pitching

delta wing.

3.1.1. Vortex breakdown

Additional insight into the mechanisms causing

the dynamic loads can be obtained by examining the

dynamic characteristics of vortex breakdown and the

unsteady pressure acting on the wing in a dynamic

motion [123–127,122]. Thompson [127] studied the

unsteady aerodynamics of a delta wing undergoing a

large amplitude motion. Fig. 40 shows unsteady break-

down location data obtained from a flow visualization

experiment of a 701 swept delta wing undergoing large

amplitude pitching motions. The wing was pitched from

01 to 601 angle of attack in a sinusoidal manner. The

breakdown location is shown as a function of instanta-

neous angle of attack for four nondimensional pitching

frequencies. The arrows in Fig. 40 indicate the direction

of motion (angle of attack increasing or decreasing). The

Fig. 38. Unsteady aerodynamic coefficients for a slender delta

wing. Aspect ratio ¼ 1:0: k ¼ 0:03; Re ¼ 635; 000: Pitch

amplitude ¼ 0–601 [121].

Fig. 39. Dynamic lift overshoot of a slender delta wing.

Leading-edge sweep angle ¼ 701 [120].

Fig. 40. Breakdown location for 2–601 oscillation. Four pitch

frequencies are shown [122].
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steady breakdown location data has not been shown in

order to maintain clarity. However, it should be noted

that the unsteady data bracketed the steady state

breakdown location. The hysteresis, which is character-

istic of unsteady high angle-of-attack delta wing

aerodynamics, can be seen in Fig. 40. At a given

instantaneous angle of attack, the difference in break-

down location is as much as 0:45c; depending on the

direction of motion. The size of the hysteresis loop

increases with increasing reduced frequency. At very

high angles of attack, over 501; the flow over the wing

becomes fully separated, similar to a bluff-body flow.

Thus, breakdown does not exist. As the wing pitches

down, the leading-edge vortex system reforms with

breakdown near the apex. Breakdown then moves aft as

the angle of attack continues to decrease.

These data illustrate the lags that develop for the

unsteady case. For the upward motion, there is a lag in

the development of the vortex core and the upstream

progression of vortex breakdown. For the downward

motion, there is a lag in reformation of the vortex system

(from fully separated flow conditions) and thus in the

downstream progression of vortex breakdown. These

lags give rise to the large unsteady effects seen in the

aerodynamic loads on the wing.

Fig. 41 shows an example of the unsteady pressure

data as a function of instantaneous angle of attack,

along with the steady data. This data is for a single

surface pressure tap located at x=c ¼ 25% and located

beneath the primary vortex. The location of vortex

breakdown has been noted at specific points along the

curve. As the angle of attack increases, the pressures

uniformly decrease. With the occurrence of breakdown

on the wing the pressure gradient begins to decrease.

Further increase in angle of attack moves the break-

down to the apex. This precedes the total separation of

the leeward side, and, as a result, the pressures begin

increasing due to the lack of an organized flow structure

over the wing. However, before the pressure field can

become relatively uniform (as for the steady high angles

of attack case), the wing pitches down again, until the

point is reached at which the leading-edge vortex

structure reforms (with breakdown near the apex). Thus

a pressure recovery begins and the pressures begin

decreasing. Breakdown then moves down the length of

the wing and into the wake. Concurrent with this

behavior of the vortex is a partial recovery of the suction

pressures. Further decrease in angle of attack results in a

collapse of the vortex system and the vortex-induced

pressure field.

The pitching tests conducted over an angle of attack

range of 0–301 showed very little hysteretic behavior.

The surface pressures oscillated in phase with the model

motion, and reached minimum values as the wing

reached its maximum angle of attack. The pressures

showed little deviation from the static values during the

unsteady motion. These trends were apparent for both

the reduced frequencies tested, and no apparent

difference existed due to the change in pitch rate. The

pressure data was seen to have similar general char-

acteristics as normal force data obtained from the

literature.

Fig. 41. Unsteady surface pressure data for 2–601 oscillation. Chordwise progress of vortex breakdown (from flow visualization tests)

also noted [122].
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For the larger pitching range of 2–601; large over-

shoots in the unsteady pressure coefficient were seen.

The unsteady pressures follow the steady pressures on

the upstroke, then continue to decrease as angle of

attack increases for an additional 10–151: On the

downstroke, the upper surface continues to show full

separation to an angle of attack where, for the steady

case, coherent leading edge vortices exist. This results in

an undershoot of the downstroke pressures relative to

the steady pressures. When this is considered along with

the large overshoot on the upstroke, a significant

hysteresis is observed for the unsteady pressures, with

upstroke pressure coefficients being as high as 2.5 times

the downstroke values. This data was also seen to

qualitatively compare with the normal force data for a

wing of similar aspect ratio.

The constant chord data showed similar trends as the

constant span data. Large hysteresis loops were seen at

span locations at or near the suction peak. The static

data showed this suction peak to exist from 60% to 70%

of the local semi-span, depending on the angle of attack.

This was also the case for the dynamic motion, where a

hysteresis was seen in the suction peak; the location of

the peak was seen to be a function of the direction of

instantaneous model motion.

3.1.2. Summary

For large amplitude pitching motions, the aerody-

namic characteristics of delta wings are quite different

from what would be predicted from static measure-

ments. The unsteady lift or normal force curves are

similar to the dynamic stall curves observed on pitching

airfoils. As the delta wing pitches up, vortex breakdown

lags behind the motion of the wing allowing the wing to

achieve a higher lift coefficient than the static case.

Eventually vortex breakdown reaches the apex of the

model resulting in a completely separated flow field. As

the model begins to pitch down, there is a delay in the

reestablishment of the leading edge vortices and vortex

breakdown. Again, the flow field lags behind the motion

of the wing and a hysteresis loop in the aerodynamic

load occurs. The magnitude of the hysteresis loop

depends on the reduced frequency of the motion and

the magnitude of the oscillation amplitude. If the model

is oscillated over an angle of attack range in which

vortex breakdown does not occur, the aerodynamic

characteristics are quasi-static.

3.2. Wing rock motion of slender delta wings

As noted in the introduction, wing rock can severely

limit the pilot’s ability to perform a tracking task. The

pilot senses wing rock as a rolling oscillation. However,

in most cases, the motion is more complicated than just

a pure rolling motion. The wing rock motion may result

in a combined rolling and yawing motion or a Dutch roll

motion. The flow mechanisms that cause wing rock are

thought to be due to unsteady interactions of the

vortical flow field above the aircraft at high subsonic

speeds and to unsteady shock induced separation at

transonic Mach numbers.

3.2.1. Plain delta wing

To provide a background of the importance of

unsteady aerodynamics to the wing rock motion, a

review of the wing rock motion on simple flat plate delta

wings is presented. The emphasis of this discussion will

be on the flow mechanisms responsible for the wing rock

motion. A more detailed review of wing rock is

presented by Katz [128].

Arena [129,130] conducted a very thorough experi-

mental study of the wing rock motion on a flat plate

delta wing. This study provides an interesting example

of the importance of unsteady aerodynamics on the wing

rock motion. What makes the study unique is the

measurement of the unsteady aerodynamics, surface

pressures, and off-surface location of the leading-edge

vortices in combination with a numerical simulation of

the wing rock motion. Because of the completeness of

this study, it will be used as an example of how the

unsteady aerodynamic characteristics contribute to the

wing rock motion of a simple wing planform such as a

delta wing.

Slender flat plate delta wings having leading-edge

sweep angles greater than 761 have been observed to

exhibit a limit cycle roll oscillation at angle of attack.

This limit cycle rolling oscillation is commonly called

‘‘wing rock’’. By definition, a limit cycle motion is one

that reaches a steady state oscillation independent of the

initial conditions. Fig. 42 is an example of the limit cycle

rolling motion of an 801 delta wing measured on a free-

to-roll system incorporating an air bearing by Arena

[129]. The wing rock roll angle amplitude increases with

increasing angle of attack, as illustrated in Fig. 43. When

vortex breakdown starts occurring over the wing above

a ¼ 351; the amplitude drops sharply.

The wing rock motion was analyzed by obtaining

angular velocity and rolling moment information from

the roll angle time histories. This information was very

useful in studying the limit cycle behavior of the motion.

The determination of ’f and .f involved a two step data

reduction process. First, the roll angle time history data

was low pass filtered. This was necessary to remove the

digital ‘‘steps’’ in the data which would manifest itself as

high frequency noise when differentiated. Central differ-

encing schemes were then used to determine ’f and .f .

Validation of this method may be found in Ref. [129].

The calculation of Cl is made simple by the fact that

the model is constrained to one degree of freedom. The

equation of motion for the system is

Ix .fðtÞ ¼
X

LRðtÞ; ð8Þ
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where the sum of roll moments is
P

LR ¼ Laero þ

Lbearing:
With the use of an air bearing apparatus, the

torque due to the bearing friction may be neglected,

effectively isolating the aerodynamic effects of the wing.

In coefficient form, the equation may be written as

follows:

ClðtÞ ¼
Ix .f

qNSb
: ð9Þ

Using a torsional pendulum technique, the rotational

moment of inertia, Ix; was found. With this result, the

aerodynamic rolling moment coefficient Cl could then be

easily calculated.

With Cl known, the energy exchange technique used

by Nguyen et al. [131] is helpful in analyzing the

mechanisms driving the limit cycle oscillation. For the

single degree-of-freedom motion, the energy is equal

to the applied torque times the angular velocity. The

energy added to or extracted from the system during

the motion for a specific time interval can be

expressed as

DE ¼ qNSb

Z t2

t1

ClðtÞ ’f dt: ð10Þ

This expression for the energy exchange may be written

in a more convenient form by rewriting the equation in

terms of the instantaneous roll angle fðtÞ:

DE ¼ qNSb

Z

Cf

Cl½fðtÞ� df; ð11Þ

where Cf is the curve obtained by plotting Cl as a

function of the instantaneous roll angle fðtÞ for a given

time interval. The physical interpretation of Eq. (11) is

that the energy exchanged in a cycle of motion is directly

related to the area enclosed by the rolling moment curve.

When the loop encloses an area in a clockwise sense,

energy is being added to the system, whereas counter-

clockwise loops indicate that energy is being dissipated

from the system. Fig. 44 is a graphical representation of

the energy for several different rolling motions.

Fig. 42 presents a time history of wing rock buildup

for a ¼ 301: A buildup cycle and a steady state cycle

were singled out for a more detailed analysis as cycle A

and cycle B. The dynamic roll moment characteristics of

the buildup cycle (cycle A) is seen in Fig. 45. Note the

clockwise loop in the plot which indicates a dynamic

instability, and that the restoring moment is roughly

linear with roll angle. Energy is being fed to the system;

therefore, the roll angle amplitude is increasing. The

loop is very thin which accounts for the fact that the

buildup happens very slowly. Fig. 46 is the analogous

plot of the roll moment coefficient after the system has

reached steady state (cycle B). The unstable region of the

plot still exists between �201 and 201; but two stable

damping ‘‘lobes’’ have formed for the larger roll angles.

The area of these lobes equals the area of the unstable

Fig. 43. Wing rock amplitude vs. angle of attack, Re ¼ 348; 000

[129].

Fig. 42. Wing rock buildup, a ¼ 301 [129].
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portion of the plot such that the et energy exchange is

zero. This condition is necessary for the limit cycle

oscillation to be sustained.

As was mentioned earlier, vortex position above a

delta wing is a function of roll angle (or sideslip). Jun

and Nelson [132] have experimentally shown a depen-

dence of vortex position vs. roll angle for an 801 sweep

delta wing. The results indicate that the static and

dynamic vortex trajectories differ greatly. The dynamic

position of the vortices exhibits a time lag phenomenon

which accounts for the appearance of hysteresis. Time

lag in vortex position has also been seen in numerical

simulations by Konstadinopoulos et al. [133] using an

unsteady vortex lattice model coupled with a single

degree-of-freedom equation of motion, and has been

suggested with analytical arguments by Ericsson [134].

As mentioned before, the vortex position above a delta

wing greatly affects the pressure distribution and it is

thought that the movement of the leading-edge vortices

may be a driving mechanism in the wing rock motion.

The purpose of Arena’s experiments [130] was to

correlate the position of the leading-edge vortices with

the model motion during wing rock to determine the

effect of dynamic vortex movement on the model

motion. With the experimental apparatus developed

for his study, the vortex position during wing rock could

be related to time, roll angle, angular velocity, and

rolling moment. The angle of attack chosen for these

experiments was 301: The reason for this choice is

twofold. First, since wing rock is present even in the

absence of vortex breakdown, the fundamental mechan-

isms causing the motion can be further isolated by

operating at an angle of attack where breakdown is not

seen. Secondly, a ¼ 301 yields the largest roll excursions,

hence the motions of the vortices are large in amplitude

which reduces the percentage of error when digitizing

the video images of the vortices. Steady vortex experi-

ments were conducted first for a comparison with the

unsteady results. Left and right vortex position refers to

a view from the trailing edge of the wing. The static

results show that as one side of the wing moves

downward, its associated vortex moves inward both

spanwise and normally, and vice versa on the upward

wing. When vortex position is analyzed during wing

rock, the results differ greatly from the static case.

Figs. 47a and b show the normal and spanwise static

positions of the vortices and the position during two

steady state cycles of wing rock. The normal dynamic

position of the vortices exhibits a large hysteresis loop

whereas none is discernible in the spanwise position of

the vortices. Note that use of the word normal refers to a

coordinate system that rotates with the wing; hence

normal distance is the distance perpendicular to the

plane of the wing surface.

Since asymmetry in vortex position is one of the

factors that will contribute to the rolling moment, a

method was developed for interpreting the data which

quantifies the normal and spanwise vortex asymmetries.

Fig. 48 is a sketch of asymmetric vortex position used to

define asymmetry parameters Dy and Dz: The parameter

Dz is a measure of the normal asymmetry between the

two vortices and is defined such that a positive Dz will

favor a positive rolling moment. Similarly, the para-

meter Dy is a measure of the spanwise asymmetry of the

vortices and is defined such that a positive Dy will favor

a positive roll moment (assuming y=s is not greater than

1). The asymmetry parameters are defined as follows:

Dz ¼ zr � zl; ð12Þ

Dy ¼ jyl j � jyrj: ð13Þ

While Dz and Dy indicate the direction of the con-

tribution to rolling moment due to vortex position

Fig. 44. Conceptual Cl vs. f curves showing energy exchange

(arrows indicate direction in time) [129]. (a) Unstable cycle

(energy extracted from free stream). (b) Stable cycle (energy

dissipated from system). (c) Typical limit cycle (net energy

exchange ¼ 0).
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asymmetry, the actual magnitude of their contributions

is unknown.

Figs. 49a and b are plots of Dz and Dy for the static

case and for the two steady state cycles of wing rock

introduced earlier. The static normal asymmetry is seen

to contribute to a restoring moment since the downward

wing vortex is closer to the wing surface than the

upward wing vortex. The static spanwise asymmetry can

be seen to contribute to a roll moment in the opposite

sense since the downward wing vortex moves closer to

the root chord, and the upward wing vortex moves away

from the root chord. However, the contribution from

spanwise asymmetry in vortex position to roll moment

must be dominated by the contributions from normal

asymmetry and vortex strength asymmetry for the static

restoring moment to be produced. Also note that there is

hysteresis in vortex position asymmetry confined to the

direction normal to the wing, which is consistent with

the fact that the time lag in vortex movement is confined

to the normal direction.

If restoring and positive damping moments alone

were present, the wing would damp out in time if

Fig. 45. Roll moment coefficient for a cycle of wing rock buildup [130].

Fig. 46. Roll moment coefficient for a steady state cycle of wing rock [130].
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perturbed. Therefore there must be an aerodynamic

phenomenon that generates a destabilizing moment

during wing rock. Likely candidates for the mechanisms

responsible for the destabilizing moment include the

time lag in vortex position and/or a time lag in vortex

strength. In Arena’s experiments, only the contribution

to roll moment from the lag in vortex position could be

analyzed.

Fig. 47. Vertical and spanwise vortex position during wing rock [129]. (a) Vertical position. (b) Spanwise position.
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The hysteresis phenomenon seen in Figs. 47 and 49a

can alone provide the instability necessary to sustain the

wing rock motion if a time lag in vortex strength is not

present. With no significant time lag in vortex strength,

vortex strength asymmetry will only contribute to a

restoring moment and not the destabilizing moment

necessary to sustain wing rock. In Fig. 47, the time lag

on the upward going vortex is seen. Fig. 49a shows that

due to the time lag of the upward going vortex, a switch

to a restoring moment contribution from the normal

vortex position asymmetry does not occur until approxi-

mately 201 for positive roll rates, and approximately

�201 for negative roll rates. This result can be compared

to the Cl vs. f result in Fig. 50 which corresponds to two

steady state cycles of vortex motion. It can be seen that

the unstable region of the plot lies between �201 and

201: The lag in asymmetry must be great enough to

overcome the roll damping moment which increases for

small roll angles due to higher angular velocity. The

leveling off of the Cl vs. f curve is most likely due to the

leveling off of the vortex position time histories seen in

Fig. 47 when the vortex approaches the wing. These

results suggest that the time lag in normal vortex

asymmetry due to the upward moving vortex may be a

mechanism responsible for wing rock. These results

motivated Arena to conduct a further study of the

phenomenon by looking at the unsteady surface

pressures on the model. The data may be correlated

with the motion of the model and the vortices to gain a

better understanding of the aerodynamic mechanisms at

work. A detailed discussion of the unsteady pressure

data on a wing undergoing a wing rock motion can be

found in Refs. [130,135].

3.2.2. Vortex breakdown results

In Refs. [129,130], static and dynamic vortex break-

down characteristics during wing rock are presented. In

Arena’s study, the data is presented in a manner which

reveals the effect of vortex breakdown on the wing rock

motion.

As with vortex position, vortex breakdown contri-

butes to a rolling moment on the wing through

asymmetry. For this reason, a vortex breakdown

asymmetry parameter Dx was defined. If the distance

of the breakdown from the apex is greater on the left

side of the wing than that on the right, the asymmetry

will contribute to a positive rolling moment. Dx was

defined such that if the asymmetry favors a positive

rolling moment then Dx is positive:

Dx ¼ xl � xr; ð14Þ

where xl and xr are the chordwise vortex breakdown

locations, as seen in Fig. 51, from the apex, of the left

and right vortices respectively (as viewed from the

trailing edge). Dx was plotted with roll angle to better

show the effect of breakdown on the model motion.

Fig. 52 shows static and dynamic vortex breakdown

parameter Dx vs. roll angle for a ¼ 401: The effect of

vortex breakdown on the model is very apparent in this

plot. Since the slope of the Dx vs. f curve is positive for

all roll angles for the static case, the static data suggests

that the effect of vortex breakdown on wing rock is to

create a roll divergence. However, the results from the

dynamic experiments suggest a very different effect. Due

to the large time lag, the effect of dynamic breakdown

on the wing is to have a damping effect on the motion.

This is due to the fact that the parameter Dx always

favors a rolling moment in the opposite direction to the

rotation. This analysis cannot give the magnitude of the

contribution to the rolling moment of the wing, but it

does provide the qualitative insight on how the dynamic

motion of the breakdown affects the wing.

As angle of attack increases, the loops in vortex

breakdown position become smaller. For example,

Fig. 53 is the Dx vs. f plot for a ¼ 451: The static

results favor roll divergence, but once again the dynamic

Fig. 48. Sketch of asymmetric vortex position [129].
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results indicate damping. It can be seen for the larger

roll amplitudes (approximately 81 to 101 and �101 to

�121) that the motion favors roll divergence. This is due

again to the fact that as a increases, the time lag

decreases, reducing the size of the hysteresis loop. The

hysteresis may be better understood by analyzing the

loop in section. Starting from point A, the position of

the breakdown favors roll damping until point B. At

point B the sign of Dx changes and the breakdown

asymmetry favors roll divergence until point C. At point

C, the model reverses direction and the position of the

breakdown once again favors roll damping until point

D. From point D to point A, the breakdown once again

favors roll divergence. However, the roll divergence is

for just a small portion of the cycle and the majority of

the time the breakdown position favors damping.

From Arena’s results, it appears that the effect of

vortex breakdown during wing rock is to provide

Fig. 49. Vortex asymmetry parameters during wing rock [129]. (a) Dz parameter. (b) Dy parameter.
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a damping moment. Vortex breakdown did not contribute

to roll divergence in Arena’s experiments. It is also clear

from the results that extrapolating static vortex break-

down results to the dynamic case may be very misleading.

3.3. Computational model of wing rock

Arena’s experimental study discussed in the previous

section provided valuable information on the fluid

mechanic mechanisms that cause the wing rock motion

of slender flat-plate delta wings. However, Arena’s

experimental study was unable to provide information

to answer several key questions. The two questions

that needed to be answered were as follows. First, what

was the effect of the unsteady motion on the vortex

strength, and second, what was the mechanism respon-

sible for the damping lobes that are necessary for the

limit cycle oscillation? Arena determined that further

experimental study could not answer these questions

therefore motivating the development of a computa-

tional model. The computational model was intended to

capture the primary characteristics of the flow field as

observed in experiment and to provide additional

information on the fundamental flow physics of the

problem.

There have been a number of computational studies

of wing rock. For example, Konstadinopoulos,

Fig. 50. Two cycles of Cl vs. f for a ¼ 301 [129].

Fig. 51. Sketch of vortex asymmetry used to define Dx [129].
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Mook and Nayfeh [133] have simulated wing rock with

the use of a three-dimensional unsteady vortex lattice

model coupled with the roll equation of motion. The

authors conclude that when angle of attack is

increased beyond a certain angle, the leading

edge vortex system becomes unstable which causes a

loss of damping in roll which allows the limit cycle

motion to occur.

Fig. 52. Breakdown asymmetry parameter Dx vs. f for a ¼ 401 [129].

Fig. 53. Breakdown asymmetry parameter Dx vs. f for a ¼ 451 [129].
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Lee and Batina [136] simulated wing rock of a 751

delta wing with the use of an Euler code. The simulation

assumes an unsteady supersonic conical flow field in

order to reduce the computational expense of solving the

unsteady flow field. The results of the simulations show

a definite limit cycle behavior similar to that observed in

experiment. The study also provides further evidence

that wing rock is an inviscid dominated problem.

These earlier computational studies have shown the

feasibility of coupling the solution of the unsteady flow

field to the equation of motion in order to capture self-

induced oscillations. However, due to the complexity of

the models, little additional information has been

obtained over that provided by experiment with regard

to the mechanisms responsible for wing rock.

The computational model developed by Arena [130]

was formulated to provide information on the move-

ment of the leading-edge vortices, vortex strength, and

the unsteady surface pressures during a wing rock

motion. The most fundamental assumption in the

computational model is that of a potential flow field in

which all vorticity is concentrated into the leading-edge

vortices. It has been shown experimentally that the

majority of axial vorticity in a leading-edge vortex is

confined to a viscous subcore region having a diameter

on the order of 5% of the local semi span. This

observation suggests that under certain circumstances,

a potential vortex may be used to model leading-edge

vortices. The model is therefore inviscid, where the only

effect of viscosity is to fix the separation at the leading

edge of the wing. Other researchers as mentioned

previously have demonstrated the feasibility of using

an inviscid assumption for unsteady delta wing flows

below angles of attack where breakdown is present.

Legendre [137], Brown and Michael [138], and

Mangler and Smith [139] have used potential vortex

models of steady delta wing flow fields among others.

These studies modeled the flow field on delta wings at

zero roll angle. In order to simplify the computational

model, slender wing theory was used, along with the

assumption of a conical flow field. The primary

difference of the models is the representation of the

feeding sheet that emanates from the leading edge. In

Arena’s investigation, the Brown and Michael [138]

branch cut representation of the feeding sheet was found

to be more amenable for extension to the unsteady flow

field. The Mangler and Smith model of a curved feeding

sheet while more representative, was found to add no

additional qualitative information while adding a great

deal of complexity.

The actual and approximated flow fields can be seen

in Fig. 54. The effect of the secondary vortices were

Fig. 54. Flow field approximation [138].
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neglected by Arena. The flow field in the crossflow plane

appears as shown in Fig. 55a. The branch cuts that feed

the vortices are indicated as dashed lines in the sketch.

In order to satisfy flow tangency, potential solutions are

superimposed in the circle plane. The flow field in the

circle plane is illustrated in Fig. 55b. The steady flow

field flow tangency condition is satisfied with the

superposition of image vortices, and a doublet with the

rotated freestream as shown in the figure. The unsteady

surface condition is satisfied with the addition of a

source–sink sheet on the circle. This formulation chosen

by Arena for his work significantly differs from that of

Brown and Michael in that the wing is allowed to roll

which creates six unknowns in vortex position and

strength as opposed to three. Also, the formulation of

the problem is accomplished in the circle plane and

transformed back into the physical plane. This model

developed by Arena [130] also differs from the Brown

and Michael [138] model in that the wing is free to

undergo unsteady rolling motions that require the

solution of unsteady boundary and zero-force condi-

tions, and the transfer of inertial coordinates into a body

fixed frame. For additional details on Arena’s computa-

tional model the reader is referred to Arena [130] and

Arena and Nelson [140].

Arena and Nelson [140] used the computational

model to examine the rolling motion of wings of

different sweep angle and angle of attack range. Three

types of oscillatory behavior were captured with the

model: damped oscillations, limit cycles and divergent

oscillations. Fig. 56 is an oscillatory motion envelope

which shows the predicted oscillation behavior for a

given sweep angle and angle of attack. As seen in

experiment, lower sweep angles and angles of attack

reduce the wing’s susceptibility to self-induced oscilla-

tions. As angle of attack or sweep angle is increased,

limit cycles and divergent oscillations are predicted. The

region of oscillatory divergence is not seen in experiment

since above a certain angle of attack, vortex breakdown

appears on the wing that is not modeled in the

simulation. It has been shown that over the range

where vortex breakdown appears on the wing, it

contributes a damping moment that reduces the steady

state amplitude. Therefore, limit cycles are seen instead

of divergence. There is however a large angle of attack

range observed in experiment in which vortex break-

down is never seen on the wing. As mentioned in the

experimental discussion, wing rock can occur without

vortex breakdown occurring over the wing during

Fig. 55. Computational model of the flow field [130].

Fig. 56. Oscillatory motion envelope predicted by a computa-

tional model [140].
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a wing rock oscillation. Again, when vortex breakdown

occurs over the wing, its effect is generally to provide

damping to the system thereby reducing the amplitude

of the wing rock motion.

The spanwise pressure distribution at a given chord-

wise position was integrated to yield a sectional roll

moment coefficient during the wing rock cycle. Fig. 57

shows the sectional rolling moment coefficient per unit

chord as a function of roll angle for a wing rock cycle.

The predicted rolling moment coefficient is consistent

with Arena’s experimental measurements discussed ear-

lier. At low roll angles, the moment is adding energy to

the system, but at large roll angles, the moment is

providing damping or extracting energy from the

system. The leveling off of the roll moment coefficient

for large roll angles is due to the decrease in the effective

angle of attack.

Further insight into the mechanism causing the roll

moment can be achieved by examining the contribution

from the top and bottom surfaces. Fig. 58 is a plot of the

separate contributions. Note that all of the instability in

the motion is generated from the pressure distribution

on the top portion of the wing. On the other hand, the

bottom surface is providing damping. The origin of the

damping loops from the upper surface pressure dis-

tribution will be discussed shortly.

Arena also used his computational model to study the

flow field behavior during the wing rock motion. Since

Fig. 57. Computed sectional roll moment coefficient for a steady state cycle of wing rock [130].

Fig. 58. Contribution to roll moment from top and bottom surfaces [130].
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the roll moment is responsible for driving the wing to the

limit cycle, the computational model was used to

identify physical mechanisms that would be consistent

with the generation of the hysteresis in a roll moment.

Figs. 59 and 60 are plots of computed spanwise and

normal vortex position during a steady state cycle of

wing rock. The spanwise motion of the vortices indicates

some hysteresis during the cycle, however the maximum

hysteresis is less than half of the maximum hysteresis

seen in the normal direction. Hysteresis in the normal

direction of the wing is seen to be dominant, especially

in its effect on the roll moment. The arrows indicate that

the normal position of the vortices lag behind the model

motion whereas the spanwise motion leads and lags

depending on the part of the cycle.

Fig. 61 is a plot of computed left and right vortex

strength during the steady-state cycle of wing rock.

Relatively large hysteresis lobes for each vortex are

apparent for only part of the cycle. If the arrows are

followed in time, it can be seen that the vortex strength

on the downward going wing is actually greater as jfj is

increasing, than when the wing is rolling in the other

direction. It can therefore be reasoned that as the wing

rolls to large angles, the unsteady change in vortex

strength on the downward wing provides a damping

contribution to roll moment. Also note that the

hysteresis occurs only for the vortex which is closest to

the wing. There is no hysteresis in the strength of the

vortex which is on the upward side of the wing.

Therefore the effect of the strength hysteresis occurs at

a point where it will have the most effect on the roll

moment. This is a very important observation since it

indicates that the hysteresis in vortex strength actually

provides damping at the large roll angles where the

damping lobes are seen in the roll moment diagrams.

When Arena compared the computed flow field and

motion characteristics with experimental measurements

for a typical wing rock limit cycle, all of the major

characteristics were consistent. This includes all the

characteristics and nonlinearities in the time histories,

phase plane, roll moment curves, and behavior of the

unsteady vortex position. The top surface of the wing

was responsible for all of the instability and for the

damping lobes. The bottom surface of the wing provided

a significant amount of damping. The computational

model revealed that the hysteresis in vortex strength,

which was greatest on the downward wing where the

vortex is closest to the surface, is responsible for the

Fig. 59. Computed spanwise vortex position during wing rock

[130].

Fig. 60. Computed normal vortex position during wing rock

[130].

Fig. 61. Computed unsteady vortex strength during a wing

rock cycle [130].
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production of the damping lobes. The hysteresis in the

vortex strength decreased with increasing angle of

attack and increased with decreasing sweep angle. This

discovery in addition to the other experimental and

computational results led to a theory as to the cause of

wing rock of slender wings.

By combining the results of the experimental and

computational investigations, a theory for the cause of

the wing rock of slender wings was developed and is

broad enough to account for the variation in wing sweep

and angle of attack. The theory applies to slender delta

wings with sharp leading edges so that the separation

points are fixed. Although the flow field of full aircraft

configurations is more complicated, it is likely that

analogous mechanisms are involved which are respon-

sible for wing rock of these vehicles.

Some initial perturbation or imperfection in the wing

initiates wing rock, not by an initial zero-roll angle

asymmetry or ‘‘lift-off’’. The experimental and

computational results show that the zero roll angle

flow field is symmetrical about the root chord when the

wing is at rest. The amplitude of the motion grows in

time due to the instability created by the lag in the

position of the vortices, until the damping contributions

from the top and bottom surfaces of the wing balance

the instability and result in an equilibrium oscillation.

The greater the damping contribution to roll moment,

the lower the oscillation amplitude and vice versa. The

conventional rate dependent roll damping provides

damping from the bottom surface of the wing. The

damping contribution from the top surface of the wing

creates the damping lobes necessary to keep the motion

from diverging. The damping lobes are created by the

unsteady behavior of leading edge vortex strength. The

hysteresis in vortex strength is only seen on the

downward side of the wing where the vortex is closest

to the surface. This is why the damping lobes appear at

the large roll angles. The effect of the strength hysteresis

contributes a roll moment that opposes the direction of

rotation.

3.3.1. Summary

From the results obtained by Arena [130], a

mechanism contributing to the destabilizing moment

necessary to sustain the wing rock motion appears to be

the time lag in the normal vortex position on the upward

going wing. The destabilizing moment must be great

enough to overcome the stabilizing effect of roll

damping, for the oscillation to grow in amplitude. While

the lag in the normal position of the vortices provides a

mechanism for the growth in roll amplitude, it is the

time lag in the vortex strength that provides the damping

lobes at the high roll angles. When vortex breakdown

occurs over the model, additional damping is added

which results in an overall reduction in the wing rock

amplitude.

3.4. Double-delta wing

A more complicated rolling motion is observed on a

double-delta wing. Pelletier [141–143] studied the rolling

motion and leeward surface vortical structure over an

80=651 double-delta wing. In his work, Pelletier identi-

fied various types of rolling motions, roll attractors and

critical states associated with the various motions

exhibited by the double-delta wing model.

Pelletier found that the wing rock motion can be

centered around several roll attractors. Hanff and

Ericsson [144] also indicated the existence of several

roll attractors, on both single delta wings (like the 651

delta wing) and double-delta wings (an 80=651 double-

delta wing used in their study).

Pelletier [141] found that the 80=651 double-delta wing

would wing rock for angles of attack greater than 251:
This range of angles of attack corresponded to vortex

breakdown being present over the wing. Different

dynamic regimes were observed to occur with this wing

as a function of angle of attack. There were damped

oscillations, limit-cycle type of oscillations centered

around zero or around non-zero roll angles and chaotic

oscillations. Fig. 62 shows time histories for the double-

delta wing at Rec ¼ 300; 000: For low angles of attack

ðap251Þ; the wing was highly damped and there was no

oscillation, as shown in Fig. 62a. As the angle was

increased from a ¼ 251; wing rock started to occur, as

shown in Figs. 62b and d. For angles of attack between

a ¼ 341 and 391; a chaotic oscillation was obtained, as

seen in Fig. 62c. In this chaotic region, the wing

behavior was random and the wing oscillated between

positive and negative equilibrium points. Finally, for

larger roll angles ðaX451Þ; there was a small oscillation

around f ¼ 01:
The different dynamic regimes encountered were

associated with changes in the flow topology over the

wing. For angles of attack ap251; there was no

oscillation and vortex breakdown was not present on

the wing. As mentioned earlier, the oscillations started

when vortex breakdown moved over the wing at an

angle of attack a > 251: With vortex breakdown over the

651 section of the double-delta wing, the wing oscillated

around roll angles different than 01: The amplitude of

oscillation increased after a ¼ 271: The amplitude

started to decrease after a ¼ 401 and the oscillation

was back around f ¼ 01: This corresponded to the

strake vortex breakdown reaching the wing/strake

juncture of the double-delta wing. Contrary to the 801

delta wing where breakdown had a damping effect as

soon as it moved over the wing, it only had a

damping effect when it moved over the 801 section of

the double-delta wing. For angles of attack in the range

341pap391; flow visualization indicated vortex lift-off

at f ¼ 01: This vortex lift-off was a sudden displacement

of the vortex cores in the direction normal to the wing.
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This led to a drop in the normal force in force balance

data at aE341: As the wing was rolled to a small roll

angle, the windward vortex core reattached to the wing,

or moved closer to the wing, while the leeward vortex

did not. These changes in the flow topology affected the

behavior of the wing and are also believed to have given

rise to critical states.

A critical state is defined as the value of the motion

variable (e.g. the angle of attack or roll angle) where

there is a discontinuity in the aerodynamic coefficient or

its derivative. Fig. 63 is a sketch of a hypothetical rolling

moment coefficient vs. the roll angle that illustrates

various critical states. Mathematically, the critical state

is defined as the value of the motion variable where the

aerodynamic coefficient or derivative is not analytic.

This is indicated in the figure as points A and B. Since at

the critical state the aerodynamic characteristics change

abruptly, it is reasonable to assume that there is also a

corresponding change in the flow field. The flow

bifurcates from one stable regime to another. Some

examples of flow regimes that change abruptly and cause

a discontinuity in the aerodynamic characteristics are

the flow over a slender nose shape or a delta wing. In the

case of a slender nose shape at angle of attack, the flow

separates symmetrically to form two symmetric vortices

above the body as shown in Fig. 4. As the angle of

attack increases, a critical angle of attack is reached

where the forebody vortices suddenly become asym-

metric creating both a side force and yawing moment on

the nose. The critical state is the angle of attack where

the lateral forces develop and the flow becomes

asymmetric. Crossing this critical state can result in a

rapid departure of the aircraft, the so-called nose slice

discussed in Section 1.1.4. In this case, there would be a

discontinuity in the derivative of the side force and

yawing moment coefficient and would be similar to the

critical state labeled A in Fig. 63. Another example of a

critical state is observed on delta wings. As the angle of

attack increases, vortex breakdown of the leading-edge

vortices approaches the trailing edge. When a critical

angle attack is reached, vortex breakdown jumps from a

position behind the wing trailing edge to a position

upstream of the trailing edge. This bifurcation in the

position of vortex position can result in a jump or

discontinuity in the aerodynamic characteristics of the

delta wing. The discontinuity would look similar to that

Fig. 62. Time histories for f0 ¼ 601 [141] (a) s ¼ 251 (b) s ¼ 301 (c) s ¼ 351 (d) s ¼ 401:
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labeled as critical state B in Fig. 63. In Fig. 63 the point

labeled C may also a potential critical state. Although

the function is continuous near point C, it may actually

be a multi-valued function. For example, consider the

static lift curve of a typical airfoil section. If the airfoil is

thin, then as the stall angle is approached, the lift curve

will have a sudden drop in the lift curve or a

discontinuous value of the derivative. On the other

hand, a thick airfoil section will have a more gradual

change in slope, the slope will change from positive to a

negative value as the angle is increased beyond stall. The

lift coefficient near and beyond the stall angle is actually

a multi-valued function that is consistent with the

concept of a critical state. The static lift coefficient

depends upon whether the angle of attack is increasing

or decreasing through the stall angle. It is well known

that the lift curve of a two dimensional airfoil will

exhibit static hysteresis in the stall region. When static

hysteresis occurs, the aerodynamic function is multi-

valued. Measurement of vortex lift-off, vortex break-

down and the aerodynamic coefficients on a delta wing

can exhibit static hysteresis under certain conditions.

Therefore it is reasonable to assume that the point

labeled as C in Fig. 63 could be a potential critical state.

In reference to the double-delta wing measurements, a

critical state is believed to exist at a roll angle where

there is vortex lift-off (which also occurs on the leeward

side of the wing as it is rolled), vortex reattachment to

the surface, and vortex breakdown moving onto the

wing. At a critical state, there is transition from one

equilibrium state to another due to some flow instability

[145].

The presence of critical states can have a strong

influence on the dynamic airloads and the dynamic

behavior of a wing. Data at s ¼ 301 from a cooperative

effort between the Canadian Institute for Aerospace

Research and the United States Air Force Wright

Laboratory on an 80=651 swept double-delta wing was

used by Pelletier [141] to illustrate how critical states

affect the behavior of a wing when they are encountered.

Fig. 64 shows two typical forced oscillation motions that

were used to obtain dynamic roll moments on the IAR/

WL 80=651 double-delta wing. Table 3 summarizes

Fig. 64. Time histories for dynamic oscillations with fosc ¼ 4 Hz [141].

Fig. 63. Possible critical states from static roll moment

coefficient data [141].
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several dynamic cases for different amplitudes ðDfÞ and

mean roll angles ðfcÞ:
Fig. 65 indicates the major critical angles observed at

s ¼ 301 [141] and the flow topology changes associated

with them. With these critical angles in mind, dynamic

IAR data was analyzed. When the wing passed through

an angle associated with a critical state, lags in Cl

occurred: the dynamic values of Cl were not always

equivalent to the static values of Cl for a given

instantaneous roll angle. The magnitude of this lag

depended upon the angular velocity of the force

oscillation: in general, the larger the average angular

velocity %’f; the larger the lag [56].

3.4.1. No critical state encounter

When none of the previously mentioned major critical

states was encountered during the motion, the dynamic

roll moment usually tended to be quasi-steady, as was

observed by Ericsson [146]. This means that the dynamic

roll moment and static roll moment were almost

identical for instantaneous roll angles. In other words,

when there was no critical state encounter, the

instantaneous value of the roll moment was independent

of ’f; .f and past motion history, and only depended on

the instantaneous value of f: Fig. 66 shows the IAR

dynamic data for an oscillation frequency of 4 Hz and

Df ¼ 4:71 around fcE141 (case 110). Since no critical

state was believed to be encountered, the dynamic roll

moment coefficient exhibited a quasi-steady behavior

and any dynamic contribution to the roll moment was

small.

3.4.2. Critical state encounters

When a critical state was encountered, a time lag

appeared in the roll moment response as the roll angle

was varied. Fig. 67 shows the dynamic roll moment

response for a 4 Hz forced oscillation around 141 and

Df ¼ 11:81 (case 109). For this oscillation, the motion

went through fE51; which was believed to be a critical

state. As the wing was rolling towards the critical state,

the roll moment variation was quasi-steady until the

critical state was encountered. After the encounter, the

wing motion was reversed and a time lag, or hysteresis

loop, appeared. This lasted until the effect of the critical

state encounter had time to disappear at around f ¼

221; where the roll moment variation once again became

quasi-steady.

When more than one critical state were encountered,

the size of the hysteresis loop was larger. The size was

Fig. 65. Topology changes at dominant states for s ¼ 301 on an 80=651 double-delta wing [141].

Table 3

IAR dynamic cases for fosc ¼ 4 Hz and s ¼ 301

Case # fcð1Þ Dfð1Þ

100 0 26.1

106 0 4.7

109 14 11.8

110 14 4.7

516 42.5 32.7

1415 7 26.5
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also a function of the amplitude of the forced oscillation:

smaller amplitudes yielded smaller loops because the

average angular velocity %’f was smaller. Fig. 67 showed

the existence of a critical state near fE51: By symmetry,

another critical state was observed near fE� 61:
Fig. 68 shows that another critical state, or two due to

symmetry, probably existed near f ¼ 01; since a 4 Hz

forced oscillation around fc ¼ 01 with Df ¼ 4:71 (case

106) did not yield a quasi-steady variation for Cl; even

though the fE7ð5261Þ critical states were not encoun-

tered. Critical states were then discovered to exist near

f ¼ 01; as mentioned earlier, and they appeared to

correspond to the leeward vortex breakdown moving off

the wing into the wake (at fEþ 11 and fE� 31). For

Fig. 66. Dynamic roll moment for fosc ¼ 4 Hz; Df ¼ 4:71 around fcE141 [141].

Fig. 67. Dynamic roll moment for fosc ¼ 4 Hz; Df ¼ 11:81 around fcE141 with location of major critical states marked [141].
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a similar wing motion around fc ¼ 01 with a larger Df ¼

26:11 (case 100), several critical states were encountered

(at least 4) and the roll moment variation never had time

to become quasi-steady, as is also shown in Fig. 68. A

larger amplitude of oscillation would probably be

required in order to reach a quasi-steady behavior during

the forced oscillation. It was not believed that several

critical state encounters was synonymous with the roll

moment behavior never becoming quasi-steady. Fig. 69

shows that for a 4 Hz oscillation centered about fcE71

with Df ¼ 26:51 (case 1415), several critical states were

encountered, but a quasi-steady Cl variation was

obtained as the wing rolled from a large positive roll

angle (away from any apparent critical state) towards the

fE51 critical state. A quasi-steady behavior for some

segment of a cycle could then be obtained, even in the

presence of several critical state encounters.

Finally, Fig. 70 indicates the existence of another

critical state near fE571 for a 4 Hz oscillation centered

about fc ¼ 42:51 with an amplitude of 32:71 (plus its

counterpart near fE� 571) (case 516). The roll moment

variation was quasi-steady (starting from fE101) until

the critical state was encountered. After the critical state

encounter, the dynamic value of the roll moment

departed from its static counterpart until the wing

motion was reversed. It was then quasi-steady until the

critical state was once again reached. The roll moment

became quasi-steady at fE251 after a time delay. As

was indicated in Fig. 65, these critical states were

believed to be associated with flow reattachment on

the windward side of the wing as the effective angle of

attack was decreased. Flow visualization also showed

that the discontinuities at jfjE571 could also be related

to the leeward vortex switching side on the wing.

3.4.3. Summary

Several critical states were believed to be present in

the flow field over the 80=651 double-delta wing used in

the investigation reviewed herein. These critical states

appeared to be related to changes in the vortex flow and

flow topology over the wing and yielded dynamic roll

moment hysteresis when encountered during the wing

motion.

It was observed that if no critical state, as the ones

defined in this review article, was encountered during the

wing motion, the dynamic roll moment was quasi-

steady. This was often the behavior observed during

free-to-roll studies at so341: the wing appeared to stay

away from critical states during self-induced oscillations.

Therefore, for these free-to-roll cases, the instantaneous

roll moment acting on the wing at any time could

probably be estimated by the static roll moment.

3.5. Remarks

The unsteady aerodynamic characteristics of slender

flat plate delta wings at large angles of attack is affected

by the lag in the development of the leading-edge

vortical structure. As illustrated by the pitching delta

wing example, the lag in the movement of vortex

breakdown can cause significant overshoot or under-

shoot in the measured aerodynamic loads. When the

model is pitched through a range of angle of attack

where breakdown does not occur over the wing, the

Fig. 68. Dynamic roll moment for fosc ¼ 4 Hz; around fc ¼ 01 with location of major critical states marked [141].
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aerodynamic characteristics were found to be quasi-

static. On the other hand, for motion ranges that

encompass vortex breakdown, the aerodynamic loads

where found to be a function of reduced frequency and

motion amplitude range. The lag or hysteresis behavior

in vortex breakdown location exhibited similar trends.

The fluid dynamic mechanism causing the unsteady

aerodynamic load changes is a result of the flow field lag

associated with vortex breakdown.

For the case of a rolling delta wing the position of the

leading-edge vortices relative to the model surface as

well as vortex breakdown play an important role in the

unsteady rolling moment characteristics acting on

the wing.

Fig. 69. Dynamic roll moment for fosc ¼ 4 Hz; Df ¼ 26:51 around fcE71 with location of major critical states marked [141].

Fig. 70. Dynamic roll moment for fosc ¼ 4 Hz; Df ¼ 32:71 around fc ¼ 42:51 with location of major critical states marked [141].
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4. Aircraft dynamic characteristics and unsteady

aerodynamics

As stated in the introduction to this article, flight

dynamic phenomena such as wing rock, wing drop, and

buffet are flight dynamic problems that are caused by

unsteady aerodynamics. In this section the rolling

characteristics of two aircraft are examined. The aircraft

selected were NASA’s High Angle-of-Attack Research

Vehicle HARV, a modified F-18, and the X-31 research

aircraft. Both flight test and wind tunnel experiments are

reviewed. The discussion will emphasize the relationship

between the unsteady aerodynamics and the aircraft’s

rolling characteristics.

4.1. F-18 HARV

The National Aeronautics and Space Administration,

NASA, conducted a research program in the early 1990s

called the ‘‘High Alpha Technology Program’’ (HATP).

This research program was designed to evaluate

advanced aerodynamic and propulsion technologies for

highly maneuverable aircraft. A modified F-18 aircraft

was used as a flight demonstration vehicle. The research

program included wind tunnel, flight test and computa-

tional fluid dynamic experiments. Full scale wind tunnel

experiments were conducted in the 80 	 120 ft National

Full Scale Aerodynamics Complex at the NASA Ames

Research Center as well as subscale experiments in

smaller NASA tunnels. In addition, computational fluid

dynamics (CFD) codes were used to compute compo-

nent and complete aircraft aerodynamic characteristics.

The goals of the study included evaluation of vortex

control and thrust vectoring technologies to improve

aircraft maneuverability. Another goal was to com-

pare and evaluate the results from the flight, ground

based and computational experiments so that improve-

ments in testing techniques and computational

modeling could be achieved. More details about the

accomplishments of the HATP program can be found in

Refs. [147–153].

The HARV aircraft was equipped with a variety of

sensors and flow visualization equipment to measure the

surface and off-surface flow characteristics. Some of the

sensors used on the flight vehicle were pressure sensors

to measure the pressure distribution over the forebody,

wing and vertical tail surfaces and a rotating rake with

multiple five hole probes to measure the flow field

throughout the vortex over the leading-edge extension.

In addition, the flow was visualized on the surface of the

aircraft by using tufts and surface flow marking

techniques and the off-surface flow was made visible

with smoke.

The surface flow visualization was used to identify the

surface flow patterns over the forebody and leading-edge

extension (LEX). Off-surface visualization of the fore-

body and LEX vortices was accomplished by introdu-

cing smoke through ports on the forebody and near the

leading-edge extension. The smoke was entrained

primarily in the core of the forebody and the LEX

vortices. The smoke tracer clearly marked the trajec-

tories of the vortices over the aircraft. Vortex break-

down and the interaction of the forebody and LEX

vortices were recorded for steady and dynamic flight

conditions.

Surface flow visualization utilized both an emitted

fluid technique and nylon tufts attached to the aircraft

surface. The surface streaklines were made visible using

a mixture of propylene glycol monomethyl mixed with

red dye. Small quantities of this mixture were allowed to

flow from circumferential rings of flush mounted orifices

on the forebody and spanwise rows of flush mounted

orifices located on the upper surface of the LEX. The

surface flow patterns were obtained by first placing the

aircraft into the desired flight condition. Once this was

accomplished the fluid mixture was allowed to flow from

the ports to mark the surface streaklines. The flight test

condition was held for 75–90 s to allow the visualization

mixture to evaporate. The flow pattern was then

photographed after the aircraft landed. Figs. 71 and 72

show the surface flow pattern on the forebody and

leading edge extension for an angle of attack of 261: The

surface flow patterns on the forebody are annotated to

show the location of the primary and secondary

separations lines as well as the attachment lines.

Included with the photographs are sketches of the

surface and off-surface flow in the crossflow plane. In

Fig. 72, the separation line of the primary vortex is fixed

by the sharp leading edge of the LEX. The surface flow

patterns show the secondary and tertiary vortex separa-

tion lines.

Off-surface flow visualization was accomplished using

smoke to mark the forebody and LEX vortices. Smoke

was introduced through flush mounted ports on the nose

and near the LEX apex. In the picture shown in Fig. 73,

the smoke is entrained along the vortex core of the LEX.

The trajectory of the vortex core is clearly marked by the

smoke. At a location just forward and outboard of the

vertical tail, vortex breakdown is observed to occur. The

smoke pattern at the breakdown location appears to

indicate a spiral form of breakdown. The tufts on the

inboard section of the wing show the influence of the

LEX vortex in maintaining attached flow in this region.

The tufts are directed outward and aft indicating

attached flow.

Quantitative data on vortex breakdown location and

trajectory information was determined from the photo-

graphic data. Fig. 74 shows a comparison of wind tunnel

and flight test measurements of the location of the

LEX vortex breakdown location as a function of angle

of attack. Vortex breakdown location was found

to be insensitive to Reynolds number. The flight test
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measurements of vortex breakdown location are in good

agreement with the wind and water tunnel measure-

ments even though there is an order of magnitude

variation in the Reynolds number. This is consistent

with the observations made on sharp-edge delta wing

models.

Fig. 72. Surface flow visualization on the LEX section of the HARV, a ¼ 261 [147].

Fig. 71. Surface flow visualization on the nose section of the HARV, a ¼ 261 [147].
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An example of the flight test, wing rock data is shown

in Fig. 75. The data was acquired at a flight Reynolds

number of 11 million and at an angle of attack of 451:
This figure includes both roll ðfÞ and sideslip ðbÞ angle

for the entire wing rock test. In addition, a computed

sideslip angle for a one degree-of-freedom rolling

motion has been overlaid in the sideslip angle time

history plot. The roll angle time history shows a strong

presence of wing rock, as can be seen in the oscillatory

cycles ranging in amplitude from 301 to �301: It is also

noted from the sideslip time histories that the HARV’s

motion is very close to what would be expected for a

single degree-of-freedom rolling motion. The sideslip

Fig. 75. HARV time histories (f and b in time) [152].

Fig. 74. Comparison of F-18 LEX core breakdown location

from ground and flight test experiments [150].

Fig. 73. Off-surface smoke visualization of the leading edge vortex, a ¼ 201 [149].
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angle is primarily due to the roll angle. In conducting the

wing rock flight test experiments, the flight control

system that would normally suppress the wing rock

motion was disengaged. The pilot attempted to maintain

the angle of attack; however, the pilot was instructed not

to use the rudder or lateral stick input during the wing

rock motion.

In addition to determining the wing rock time history,

flow visualization experiments were performed during

flight tests to examine the change in the flow field while

the aircraft experienced a wing rock motion. Fig. 76

shows the position of the forebody vortices during a

wing rock cycle for the flight test. The trajectory of the

forebody vortices changes dramatically as the aircraft

undergoes a wing rock motion. As the aircraft rolls, the

forebody vortices interact with the LEX vortices. One

forebody vortex is pulled down into the LEX vortex

while the remaining forebody vortex moves over to the

other side of the canopy.

Quast [154] and Quast et al. [155] studied the rolling

motion of an F-18 model using the free-to-roll apparatus

developed by Arena [130]. A 2% scale model of the F-18

was mounted on the free-to-roll apparatus and the

motions were recorded as a function of angle of attack.

The model was found to exhibit wing rock over a wide

range of angles of attack. Fig. 77 is a typical time history

of the rolling motion. The model was released with an

initial roll angle of 01 and the motion built up to a steady

state wing rock motion.

Fig. 78 presents the comparison of wind tunnel and

flight test data for the amplitude envelope. The data

shows good agreement in several areas. The first area of

agreement is the general trend of the envelope. Both

flight test and wind tunnel data show a rising trend in

the wing rock amplitude between a ¼ 301 and 401: The

peak motion occurs at a ¼ 451; after which there is a

sharp drop-off in the wing rock motion. Along with the

comparable envelope shape, the amplitudes of the data

compare reasonably well within the uncertainty of

estimating the HARV wing rock amplitudes. This plot

helps to identify one area of subscale utility, that being

the ability to identify regions in which a particular

phenomenon will occur. In this case, it is obvious that

there is a range of angle of attack (40–471) where robust

wing rock motion occurs. Additionally, it is possible to

predict the magnitude of this motion, as can be seen

from the close correlation in the data.

Through the use of flow visualization experiments, a

strong interaction between the forebody and LEX

vortices during the wing rock motion has been observed.

The trends in the vortical flow behavior observed in the

wind tunnel are qualitatively the same as those observed

in the flight test flow visualization study. The wing rock

motion is believed to be caused by the interaction of the

forebody and LEX vortices. This can be seen by the

forebody and LEX vortex core positions during a wing

rock cycle in Fig. 79. During the wing rock, the forebody

vortex core on the side of the 2% subscale model where

the wing is moving downward moves toward the LEX

vortex on the same side. The forebody vortex core on the

side of the upward moving wing vortex moves to a

position over the top of the canopy. Near the largest roll

angle, the forebody and LEX vortices intertwine around

each other until the model reverses its motion. The

process is reversed as the model rotates in the opposite

direction. A simple experiment was conducted to test the

Fig. 76. Visualization data on the movement of the forebody vortices during a flight test wing rock motion, a ¼ 451 [152].

R.C. Nelson, A. Pelletier / Progress in Aerospace Sciences 39 (2003) 185–248 235



forebody vortex–LEX vortex interaction hypothesis.

The model forebody was removed and a hemispherical

cap was added to the model just before the canopy

juncture. This configuration did not exhibit the wing

rock motion since the forebody vortices were not

present. This points to the vortex interaction mechanism

as a driving cause of the wing rock motion.

The remarkable agreement of the subscale dynamic

experiments with the flight vehicle results was examined

by Williams et al. [156]. The flow characteristics over the

F-18 subscale model were found to be similar except for

the location of the primary separation lines on the

forebody. The difference in the forebody flow separation

lines was the result of laminar vs. turbulent flow forward

of the separation line. Although the separation points

are different, the forebody vortices are similar. This was

confirmed by off-surface flow visualization.

From the experiments of Williams et al. [156] and

their analysis, the following conclusion was reached: the

use of subscale models can be used to predict high angle-

of-attack dynamic behavior such as wing rock provided

proper precautions are taken. The major issue that

Fig. 79. F-18 model forebody and LEX vortex core positions

during wing rock at a ¼ 401 [154,155].

Fig. 78. Comparison of HARV and subscale model wing rock

envelopes [154,155].

Fig. 77. Typical wing rock motion for the 2% scale model F-18 [154,155].
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must be addressed is the Reynolds number effect on the

forebody. As observed in experiments (both wind tunnel

and flight), there was a significant interaction of the

forebody and LEX vortices. It appears that this

interaction is a major contribution to the wing rock

motion of the F-18 aircraft. Therefore, to simulate the

wing rock motion using a subscale dynamics test, it is

essential that the forebody vortices exist. This means

that testing at Reynolds numbers where the forebody

flow may be in the transitional regime should be

avoided.

4.2. X-31 Aircraft

The goal of the X-31 program was to exploit

advanced aerodynamic, propulsive and flight control

technologies to provide aircraft with enhanced maneu-

verability. Fig. 80 shows a picture of the X-31 in flight.

A detailed review of the X-31 program is provided by

Alcorn et al. [157]. During spin tunnel and drop model

tests of subscale models of the X-31, an unexpected roll

departure was observed. The models were observed to

rapidly roll up to a high roll rate. This unexpected

rolling motion was called high incidence kinematic roll

(HIKR). Wind tunnel experiments revealed that at large

angles of attack, there was a strong interaction between

the fuselage forebody vortices and the wing. The

forebody vortices were asymmetric at large angles of

attack. One of the forebody vortices was observed to

impinge on the upper surface of the wing, thus creating a

propelling rolling moment. Nose strakes were found to

delay the onset of HIKR by disrupting the asymmetric

shedding of the forebody vortices. Modifications sug-

gested from the wind tunnel experiments were incorpo-

rated on the flight vehicle to eliminate this problem.

Williams et al. [158] examined the rolling character-

istics of a 2% scale model of the X-31. The experiments

were conducted at a low Reynolds number so that the

crossflow Reynolds number on the nose was subcritical.

This ensured that forebody vortices were present during

all the experiments. The model was mounted on Arena’s

previously described free-to-roll apparatus and the

rolling motion was recorded. The canard deflection

angle was set as a function of the angle of attack. Two

different canard schedules were used. One was based on

that used in the flight simulator and the other was based

upon a predicted schedule for level flight. For each

individual case, the model was released from a

stationary position of 01 roll angle at each a and the

resulting model motion recorded. The results of these

tests showed some very interesting aerodynamic phe-

nomenon occurring with the model. The results of the

model motion experiments for the two canard schedules

are presented in Fig. 81.

As can be noted from the graphs in Fig. 81, a variety

of rolling motions occur in the a range of 30–551 for

both canard schedules. As the angle of attack is

increased, the first phenomenon encountered is wing

rock. As with other aircraft, the wing rock encountered

on the X-31 is not very smooth during its limit-cycle

build-up or its maximum roll angle oscillations, as

shown in Fig. 82. In addition, it should be noted that the

values of peak-to-peak wing rock amplitude, jfj; are

different for both canard scheduling cases at a ¼ 321 in

Fig. 80. X-31 aircraft (www.allstar.fiu.edu/aero/gallery2.htm).
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Fig. 81. At this angle of attack, the wing rock amplitude

values differ by 251; however, the only difference

between the two tests was a 71 difference in canard

stetting. It would appear that the canard position is an

important factor in the aircraft’s behavior. Another

unusual behavior found in X-31 wing rock is observed in

Fig. 82. For some cases of wing rock, the model does not

oscillate about a 01 roll angle. An offset bias of the wing

rock motion is observed in these cases. Both positive and

negative offsets were recorded, as was seen with double-

delta wings.

As the angle of attack continues to increase, three new

types of motion occur. Additionally, each of these

motions lead to a roll divergence of the aircraft. Between

a of 341 and 361; a motion occurs that has been termed a

weakly divergent oscillation. This motion is character-

ized by a long, slow oscillation build-up period that

eventually leads to a roll divergence of the aircraft, as

illustrated in Fig. 83. In examining Fig. 83, the long

gradual build-up can be observed from 0 to approxi-

mately 11:5 s: Near 11:5 s; the model diverges near f ¼

�601; and the aircraft continues its rolling motion into

an inverted hung stall.

As a continues to increase, a motion termed a strongly

divergent oscillation occurs near a ¼ 381: As opposed to

the weakly divergent oscillation, this motion is char-

acterized by a quick and violent oscillation build-up

which rapidly leads to a roll divergence of the aircraft

into an inverted hung stall. From Fig. 84, this quick roll

divergence motion can be observed as the model’s

oscillations quickly build between 0 and 4:5 s and

diverges afterward into an inverted flight condition.

The strongly divergent oscillation buildup to divergence

occurs in most cases more than twice as fast than similar

weakly divergent oscillation cases. In addition, this flight

condition is not Reynolds number related since the

stabilization of the X-31 configuration into an inverted

hung stall has been reported from previous subscale

drop model tests reported by Croom et al. [159].

The last type of divergent motion encountered, as a

continues to increase, is a high incidence kinetic roll

(HIKR) divergence motion, see Fig. 85. This motion is

found in the a range of 40–441 for both canard

Fig. 83. Weakly divergent oscillations, WDO, on a subscale

X-31 model for a ¼ 341 and yc ¼ �341 [158].

Fig. 82. Wing rock motion of subscale X-31 model for a ¼ 321

and yc ¼ �391 [158].

Fig. 81. Self-induced oscillation type and maximum amplitude

vs. angle of attack for X-31 subscale model free-to-roll tests for

both canard schedules [158].
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schedules. It is characterized by a roll oscillation build-

up that diverges into an autorotating motion. Once in

the autorotation mode, the vehicle continues to spin, in

one roll direction only, while the angular velocity

increases to some limiting value. This type of behavior

has also been reported during the X-31 drop model tests

reported by Croom et al. and a wind tunnel study by

Villeta [160].

As a increases past 441; the divergent motion ceases

and small amplitude wing rock motions occur again. At

501; a sole case of weakly divergent oscillation is found

for the predicted canard schedule case. This is the

greatest visible difference between the two oscillation

envelopes presented in Fig. 81. Finally as a increases

past 551; the model becomes stable.

From this information several conclusions can be

drawn. For the subscale X-31 model, a self-induced roll

phenomenon envelope exists for the most part between

301 and 551 angle of attack with most of the activity

being divergent motions. This is evident from Fig. 81 in

which two different canard control settings produced

somewhat similar activity over the same a range.

Within the range of 34–441 angle of attack, the

motions of the model are all divergent. However, the

envelope is very well organized into three main regions

of activity. Fig. 81 clearly shows that the model

encounters weak divergent oscillation near 34–361; then

strong divergent oscillation near 381; followed by

autorotation modes from 401 to 441: In addition, wing

rock activity exists on either sides of this divergence

envelope.

In an attempt to understand the flow mechanisms

causing the different rolling motions, Williams and

Nelson conducted a series of flow visualization tests to

determine the vortical flow associated with each distinct

dynamic phenomenon. To examine the flow field

surrounding the forebody during each of the dynamic

phenomena, smoke was introduced into the flow using

either internal smoke ports in the model or by

introducing smoke upstream of the model. The smoke

helped in identifying two major flow structures in the

forebody flow field. These were the primary forebody

vortices, emanating from the primary separation lines,

and vortices located at the canard–fuselage junction.

The secondary vortices were identified; however, they

were very minute and had no real effect on the forebody

flow field.

Once the major flow structures were identified, the

model was driven through a recorded free-to-roll time

history using a motion control simulator [129]. In this

experimental setup, the air bearing was replaced by a

servo motor and computer control system. The free-to-

roll time history data was downloaded to the motion

control computer. The motion control system would

then drive the servo motor to recreate the free to roll

motion.

Additionally, off-surface flow visualization was used

in conjunction with a laser light-sheet to examine the

vortices at a particular fuselage position during the

dynamic testing. This method was employed to identify

the action of the vortices during each of the different roll

phenomena. The laser light-sheet flow visualization

experiments were videotaped; and later, the video tape

was digitized, using software, to find the position of each

vortex during the motion. Several positions along the

forebody were examined; however, the most enlighten-

ing position was just aft of the canards. The results of

these dynamic, off-surface, flow visualization experi-

ments can be seen in Figs. 86–89. When inspecting these

figures, keep in mind that the vortex position sketches

are from the front of the model looking aft, and the

triangular protrusions from the fuselage are the de-

flected canards of the model. In addition, these sketches

are qualitative.

Fig. 86 shows the position of the primary forebody

vortices and canard–fuselage junction vortices during a

small amplitude wing rock episode taken from Fig. 82.

As can be observed, from the vortex position at B15:5 s;
the flow visualization shows an interaction of the

forebody and canard–fuselage junction vortices. At this

Fig. 85. HIKR autorotation of the subscale X-31 model for

a ¼ 441 and yc ¼ �441 [158].

Fig. 84. Strongly divergent oscillations for the subscale X-31

model for a ¼ 381 and yc ¼ 381 [158].
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roll angle, a pair of forebody and canard–fuselage

junction vortices have joined and moved down toward

their respective canard surface. At the same time, the

other pair has moved up the canopy on the opposite side

of the aircraft but stay separated.

As the model moves back to its neutral position

ðB� 51Þ; the vortices separate and become somewhat

equally spaced around the canopy surface, B16 s: As

the motion continues, B16:5 s; another forebody/

canard–fuselage vortex interaction occurs on the oppo-

site side of the canopy. As the model rolls back to its

neutral position, B17 s; the vortices separate and

surround the canopy. This sequence of events repeats

for each complete oscillation of the model. Thus, it

seems that forebody vortex and canard–fuselage junc-

tion vortex interaction may be responsible for some of

the oscillatory motion.

Fig. 87 shows the position of the primary forebody

vortices and canard–fuselage junction vortices during a

large amplitude wing rock episode taken from Fig. 82.

The motion of the forebody and canard–fuselage

junction vortices is very similar to that seen for the

small amplitude wing rock case of Fig. 86, with one

exception. For the large amplitude wing rock case, the

opposite side vortices move over the canopy to interact

with the other vortex pair. This can be seen in the

Fig. 87. Position of forebody and canard vortices through large

wing rock motion, Df > 301; ða ¼ 321; yc ¼ �391Þ [158].

Fig. 88. Position of forebody and canard vortices into WDO

motion, ða ¼ 341; yc ¼ �341Þ [158].

Fig. 89. Position of forebody and canard vortices for auto-

rotation motion, ða ¼ 441; yc ¼ �441Þ [158].

Fig. 86. Position of forebody and canard vortices through

small wing rock motion, Dfo151; ða ¼ 321; yc ¼ �391) [158].
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position of the vortices at B32:5 s of Fig. 87 vs. the

position of the vortices at B16:5 s of Fig. 86. This

movement of vortices across the top surface of the

model is what separates large amplitude wing rock

oscillations, Df > 301; and small amplitude wing rock

motions, Dfp151:
Fig. 88 shows the position of the primary forebody

vortices and canard–fuselage junction vortices during a

weakly divergent oscillation episode, WDO, taken from

Fig. 83. The vortex motion prior to the divergence is

similar to that of Figs. 86 and 87. Once the model starts

to diverge, however, there is a marked difference. From

Fig. 88, the vortex position at B11 s is similar to that of

large wing rock motions. As the model rolls through its

neutral position ð01Þ; B11:5 s; the vortices separate and

move about the canopy. As the model rolls further,

B11:7 s; the vortices again pair and move over the top

of the canopy. Instead of returning back to its neutral

position, however, the model continues to roll and

diverge. At B12 s; one vortex pair has moved out

behind the surface of the canard while the second pair

has begun moving down toward the same canard

surface. Thus, both pair are now acting solely on the

same side of the model. As the model rolls further,

B12:6 s; one pair of vortices has moved behind the

canard root.

In observing this interaction, it is not surprising that

the model diverges. As the model rolls to f ¼ �601;
both sets of vortices move to one side of the aircraft.

Thus they are both creating lift on one side of the model.

This combined force may possibly be enough then to

cause the model to diverge. This effect is increased as the

model continues to roll since the vortex pairs move out

further behind the surface of the canard, effectively

changing the length of their respective moment arms.

Thus when divergence occurs for the X-31 model, both

sets of vortices move to the same side of the forebody.

Fig. 89 shows the position of the primary forebody

vortices and canard–fuselage junction vortices during an

autorotation episode taken from Fig. 85. At this point,

the model has already diverged and is continuously

rolling in one direction. As the model comes out of its

inverted position, B25:85 s; one vortex pair is visible

behind the tip of the canard. The other vortex pair is

hidden by the canard and does not appear until further

rotation. At B25:95 s; the first vortex pair has moved

inboard behind the root of the canard, and the second

pair has appeared behind the tip of the canard. As the

model rolls to its neutral position ðB0Þ; the vortices

have moved to either side of the canopy; but unlike the

previous examples, the vortex pairs do not split apart

into forebody and canard–fuselage junction vortices.

Instead, they remain paired throughout the entire

motion. As the model continues to roll, B26:7 s; one

vortex pair has moved behind the tip of the other

canard, while the second pair has quickly slip across the

top of the canopy and moved behind the root of the

same canard. The model continues to roll, B26:8 s;
while the first vortex pair moves under the canard

surface and the second vortex pair moves from behind

the tip of the canard. The model then again enters an

inverted flight condition. It is interesting to note that as

the vortices move across the aircraft, port side to the

starboard side, the model continues to roll towards the

left. This may be due to the poor roll damping

characteristics of the aircraft coupled with both sets of

vortices acting on the starboard side canard and/or wing

at the largest negative roll angles.

From these observations, one common factor is

found. That is the interaction of the primary forebody

vortices and the canard–fuselage junction vortices. The

interaction consists of the pairing of these vortices at the

highest roll angles. In addition, the large scale wing rock

and divergence occur when both sets of vortices move to

one side of the aircraft. This is evident from the vortex

motion in Figs. 87 and 88. Lastly, in the autorotation

mode, the forebody and canard–fuselage junction

vortices remain paired throughout the entire motion,

and their action seems to help drive the motion. This

indicates that the forebody and canard–fuselage junc-

tion vortices play principal roles in the self-induced

oscillations of the subscale X-31 model.

4.3. Summary

For both the F-18 HARV and the X-31, the rolling

characteristics were shown to be influenced by the

interaction of the vortices created by the various

airplane components. The interference of the forebody

vortices and the leading-edge extensions LEX vortices

appeared to be the driving mechanism for the F-18

HARV wing rock motion. When the wind tunnel nose

section was removed, the wing rock motion stopped.

The X-31 drop model and wind tunnel free-to-roll

experiments revealed some very interesting rolling

dynamics. The HIKR motion first observed on the

X-31 drop model was predicted by the subscale free-to-

roll experiments. The subscale model experiments were

found to predict wing rock for the F-18 HARV as well

as the variety of rolling phenomena experienced on the

X-31 drop model.

The difference in Reynolds numbers between the

subscale model tests and the flight Reynolds numbers of

the drop model or the aircraft were several orders of

magnitude. The fact that the subscale test did so well is

due to the fact that the motions were caused be the

interaction of the separated vortical structure. As was

shown earlier in this article, the leading-edge vortices

created by highly swept wings are relatively insensitive

to Reynolds number effects. However, this is not the

case for forebody vortices. The separation line around

the nose is definitely a function of the crossflow
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Reynolds number. Although there are differences in the

separation line between the subcritical and supercritical

flows, the forebody vortices are very similar. If the tests

were carried out in a facility where the crossflow

Reynolds number for the forebody was in the transi-

tional region, then the results would not have agreed.

This is so because in the transition region, the forebody

vortices would not exist in an organized manner as they

are in both the sub and supercritical flow regimes. The

point here is that subscale testing can provide insight

into high angle-of-attack flight phenomena if care is

taken to make sure the separated vortical flow field is

similar to that which would occur at supercritical

Reynolds numbers.

5. Nonlinear aerodynamic modeling

As was mentioned earlier, attempts have been made to

predict the airloads acting on wings in the absence of

vortex breakdown. With vortex breakdown present,

predictions are more difficult. In the early 1960s, Tobak

proposed a theoretical method for studying nonlinear

problems in flight mechanics [161]. Tobak and his

colleagues developed a nonlinear indicial response

(NIR) method to represent the aerodynamic functions

in the nonlinear regime [162,163]. The NIR method uses

an aerodynamic response functional, based on the

theory of functionals presented by Volterra [164], to

describe the aerodynamic response to a step input of the

motion variable. The response to an arbitrary motion is

obtained by application of the convolution integral.

Basically the method represents the aerodynamic

response to an arbitrary input as a summation of

responses to a series of step changes that approximate

the input function.

5.1. Nonlinear indicial response model

The nonlinear indicial response method for the rolling

moment response to an arbitrary input of the motion

variable, the aircraft bank angle, is given below:

ClðtÞ ¼ Cl½fðxÞ; t; 0� þ

Z t

0

Clf ½fðxÞ; t; t�
df

dt
dt; ð15Þ

where

Clf ½fðxÞ; t; t� ¼ lim
Df-0

DCl½fðxÞ; t; t�

Df
ð16Þ

is the indicial response functional. This form of the NIR

method assumes that the rolling moment is differenti-

able for all possible motions. In other words, the indicial

response must exist and be unique, which implies

Fr!echet differentiability [163]. Rennie and Jumper

[165] used this method with relative success to evaluate

the unsteady lift on an airfoil under the influence of a

moving trailing-edge flap.

Tobak and others have extended the NIR method to

include aerodynamic bifurcations, or critical states.

When an aerodynamic bifurcation occurs, the derivative

ceases to exist. The modified NIR model is given below:

ClðtÞ ¼Cl½fðxÞ; t; 0� þ

Z tc:s:�e

0

Clf ½fðxÞ; t; t�
df

dt
dt

þ

Z t

tc:s:þe

Clf ½fðxÞ; t; t�
df

dt
dtþ DClðt;fc:s:Þ; ð17Þ

where DClðt;fc:s:Þ is the aerodynamic transient that

occurs when crossing a critical state. The major difficulty

with the NIR method is in determining the aerodynamic

response functionals and the transient aerodynamic

term. This technique has been the subject of recent

investigations [166,145,167]. Hsia and Jenkins [167]

simplified Eq. (17) for the case of no critical state

encounter during the motion. The model assumed that

the motion fðxÞ was analytic and could be represented

by a Taylor series evaluated at t; as was presented by

Jenkins [168]. Clf ½fðxÞ; t; t� could then be replaced by

Clf ½fðtÞ;
’fðtÞ; .fðtÞ;y; t; t�: This led to

Clf ¼Clfqs
þ A0 þ A1fþ A2f

2 þ?

þ B1f ’fþ B2f
2 ’fþ B3f ’f2 þ?

þ C1f .fþ C2f
2 .fþ C3f .f2 þ?

þ ?; ð18Þ

where Clfqs
is the quasi-static rolling moment derivative

with respect to roll angle. The coefficients in Eq. (18) are

functions of the elapsed time (t� t) and are evaluated

using experimental roll data and performing a regression

analysis to identify the dominant factors contributing to

the response. Again, Eq. (18) is only valid when no

critical states are encountered during the motion. If they

are encountered, large transients show up in experi-

mental data and the model fails to capture these

transients. This comes from the fact that the dynamic

rolling moment is not analytic in f at critical states.

When no critical states are encountered, the experi-

mental results for Cl and the NIR model are in good

agreement. Figs. 90 and 91 show the dynamic roll

moment predicted compared to experimental results

with and without critical state encounter.

Myatt [169] and Reisenthel et al. [170] have success-

fully applied the NIR method to the study of simple

delta wings undergoing a rolling motion. They were able

to predict very complicated rolling motions using this

method. Unfortunately, sophisticated dynamic wind

tunnel experiments are required in order to determine

the aerodynamic response functionals. This is because,

at the present, there are no analytical methods available

to provide the needed aerodynamic response functions.

Dynamic wind tunnel experiments are generally
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impractical to perform in the development of new

aircraft. The NIR method is an extremely powerful

analytical tool, but it needs further development before

it can be used effectively in the design of a new aircraft.

Before any analytical predictions of the aerodynamic

response can be made, a better understanding of the

relationship between the aerodynamic functionals and

the flow field is needed.

Although the NIR method is difficult to use, it does

show the importance of critical states to nonlinear

dynamics. The NIR method demonstrates that the

source of complex nonlinear dynamic motions is related

to the crossing of critical states, which cannot be taken

into account with a locally linearized model [166]. The

influence of critical state crossing was shown earlier. At

a critical state, it is believed that there is a change in the

static flow topology over the model, which can create a

change in the aerodynamics. During a dynamic man-

euver, the flow field does not react fast enough to

changes in the flow topology, which explains the lags

and hysteresis in the dynamic data. It is obvious that the

presence and location of critical states must be known in

order to use the NIR method and be able to add

transient terms when critical states are encountered.

5.2. Summary

The nonlinear indicial response technique is a

promising tool in the study of nonlinear flight dynamics.

Although it has been used successfully in the absence of

critical state crossing, its application in the event of a

critical state encounter is still under development, as it

involves the determination of complicated response

functions. This once again shows the importance of

critical states in nonlinear aerodynamics.

6. Concluding remarks

In this review article, we have attempted to describe

the flow structure above slender delta wings and highly

swept-wing aircraft. A brief summary of the current

understanding of leading-edge vortices and vortex

breakdown is presented below.

The strength of the leading-edge vortices depends

upon the angle of attack and the wing leading-edge

sweep angle. For a given angle of attack, the strength

decreases with increasing sweep angle. The circulation of

slender delta wings can be scaled with the Hemsch and

Luckring correlation parameter developed from slender

body theory.

The velocity field associated with a leading-edge

vortex can be characterized as the superposition of a

jet flow and vortical flow. The maximum axial velocity

occurs at the vortex center and can be as much as two or

more times the freestream velocity. The extent of the jet-

like flow (i.e., velocity greater than the freestream) can

be as much as 30% of the local semi span. The

maximum tangential velocity can reach approximately

1.5 times the freestream. The core (viscous subcore)

defined by the distance between the peak tangential

velocities is smaller than the jet core. The jet core

increases in size with angle of attack while the subcore

remains nearly constant in size over the wing.

The vorticity distribution through the leading-edge

vortex is primarily in the axial direction prior to

breakdown. Most of the axial vorticity is found within

the viscous subcore. The radial and azimuthal vorticity

components are small before breakdown. When spiral

breakdown occurs, the core flow is deflected into a spiral

geometry having the opposite sense of that of the

Fig. 91. Dynamic roll moment without critical state encounter

[167].

Fig. 90. Dynamic roll moment with critical state encounter

[167].
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circulation. The axial vorticity is reduced substantially

and a large negative azimuthal vorticity is present after

breakdown. The large negative azimuthal vorticity is

consistent with the requirement to sustain the vortex

breakdown.

The pressure gradient along the vortex axis is a major

factor in causing breakdown. The pressure gradient can

be thought of as being created by the external flow and

by a self-imposed component that is a function of the

vortex strength.

The leading-edge vortices contribute a substantial

portion of the lift generated by slender delta wings. The

primary vortices produce large suction peaks on the

upper surface pressure distribution prior to breakdown.

After breakdown reaches the wing, the suction pressure

peaks are reduced aft of the breakdown location. The

modification of the pressure field affects the lift and

moment characteristics of slender delta wings.

The aerodynamic characteristics of slender wings are

modified during oscillatory or transient motions. For the

large amplitude unsteady motions the aerodynamic

forces and moments exhibit large overshoots and

undershoots with respect to the static load measure-

ments. The dynamic load measurements are functions of

the reduced frequency and model motion. As the

reduced frequency is increased, the aerodynamic hyster-

esis increases. The hysteretic behavior of the unsteady

loads is a result of the lag in vortex breakdown due to

the model’s motion, or from a critical state encounter.

Although we have made much progress in under-

standing the flow structure of leading-edge vortices

before and after breakdown, a comprehensive theory for

breakdown still is unavailable. On the other hand, the

experimental studies conducted during the past decade

have provided details of the flow that may allow for the

development of a new theoretical model or an improve-

ment of one of the existing theories.

As illustrated in the review of the F-18 HARV and X-

31 programs, the unsteady interaction of the separated

vortical wake can create a variety of rolling motions.

The interaction of the forebody and LEX vortices was

the fluid mechanic mechanism causing the wing rock

motion of the F-18 HARV at subsonic speeds. Similar

interactions were also observed for the X-31 airplane. It

is clear from these examples that a thorough under-

standing of the separated vortical flow is essential to

predicting whether an aircraft might experience adverse

rolling dynamics. As shown here, the use of scale model

testing at subcritical Reynolds numbers can provide

insight into the flows interactions that might occur at

supercritical Reynolds numbers in high angle-of-attack

testing.

Finally, we have briefly commented on the use of the

nonlinear indicial response method to predict high

angle-of-attack aerodynamic loads. Although a very

promising approach, it is still very difficult to use; this is

particularly true for motions in which the aircraft

crosses a critical state. The aerodynamic transient

associated with crossing a critical state is at this time

very difficult to model. However, with further research,

the NIR method could become a valuable analysis tool

for predicting high angle-of-attack dynamic phenomena.
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