
THE USE OF PROSODY IN A COMBINED SYSTEM FORPUNCTUATION GENERATION AND SPEECH RECOGNITIONJi-Hwan Kim and P. C. WoodlandCambridge University Engineering DepartmentTrumpington Street, Cambridge, CB2 1PZ, United Kingdomfjhk23, pwg�eng.am.a.ukABSTRACTIn this paper, we disuss a ombined system for puntua-tion generation and speeh reognition. This system inor-porates prosodi information with aousti and languagemodel information. Experiments are onduted for boththe referene transriptions and speeh reogniser outputs.For the referene transription ase, prosodi informationis shown to be more useful than language model informa-tion. When these information soures are ombined, wean obtain an F-measure of up to 0.7830 for puntuationreognition.A few straightforward modi�ations of a onventionalspeeh reogniser allow the system to produe puntu-ation and speeh reognition hypotheses simultaneously.The multiple hypotheses are produed by the automatispeeh reogniser and are re-sored by prosodi informa-tion. When prosodi information is inorporated, the F-measure an be improved by 19% relative. At the sametime, small redutions in word error rate are obtained.1. IntrodutionAs the sentene is the basi unit for natural language un-derstanding systems suh as those in information retrieval,automati puntuation from speeh is a ruial step inmaking the transition from speeh reognition to speehunderstanding. Also, automati puntuation an greatlyimprove the readability of transriptions.An automati puntuation system, whih was based ononly lexial information, was developed in [1℄. Their sys-tem only produed ommas under the assumption that fullstops and question marks were pre-determined.When automati puntuation is simultaneously performedwith speeh reognition, it is important to assign aoustipronuniations to eah puntuation mark. Aousti base-forms of silene, breath, and other non-speeh sounds wereassigned to puntuation marks, and an automati puntu-ation experiment with speeh reognition performed for 3speakers in [2℄.It is known that there is a strong orrespondene betweendisourse struture and prosodi information [3℄. A sen-

tene boundary reogniser using lexial information andpause duration was developed in [4℄. This developmentreported that a pause duration model when used aloneperforms better than a language model, and the result anbe improved by ombining these two information soures.Prosodi features an be modelled using a lassi�ationtree. Combination methodologies for probabilities froma prosodi model and a language model were disussedin [3, 5℄. We adopt their methodologies in this paper.In Setion 2, we will present a methodology for automatipuntuation. Then, experimental setups will be desribedin Setion 3. In Setion 4 and Setion 5, experimental re-sults will be presented and disussed. Finally, we onludethis paper in Setion 6.2. Puntuation generationWe will desribe automati puntuation experiments forboth the referene transriptions and with speeh reog-nition. When automati puntuation is performed withthe referene texts, the sequenes of words are alreadygiven. Therefore, experiments aim at generating puntua-tions between words. As sentene boundary marks (<s>and </s>) provide a lot of information for loating pun-tuation near to them, it is unrealisti to inlude this in-formation at the input for puntuation generation. There-fore, the sentene boundary marks are removed from thetraining and test data.When automati puntuation is performed simultaneouslywith speeh reognition, the approximate sentene bound-ary marks are generated by reogniser segmentation. Sen-tene boundary marks are therefore not removed in thisase, beause the reogniser is part of the automati pun-tuation generation system.2.1. Automati puntuation genera-tion for referene transriptionsLet Y be the puntuation mark sequene, W be the wordsequene and F be the orresponding prosodi feature se-quene. The automati puntuation system aims to �ndthe maximum a posteriori Y , YMAP , given W and F .



YMAP = argY max P (Y jW;F ) (1)Now P (Y jW;F ) = P (F jY;W )P (Y jW )P (F jW ) (2)Sine Y is independent of the evidene P (F jW ),P (Y jW;F ) / P (F jY;W )P (Y jW ) (3)Assuming that F depends only on Y , and P (F ) is uni-formly distributed,P (F jY;W ) = P (F jY ) = P (Y jF )P (F )P (Y ) / P (Y jF )P (Y ) (4)Let yi be the ith puntuation mark and fi be the ithprosodi feature. Apply the 1st order Markov assumptioni.e. p(yijf1; :::; fT ) = p(yijfi) and also let yi be ondition-ally independent ie p(y1; :::; yT jF ) =QTi=1 p(yijF ),P (Y jF ) = TYi=1 p(yijfi) (5)The probabilities in Equation 5 an be obtained, for in-stane, from the terminal nodes of lassi�ation trees, andP (Y jW ) in Equation 3 an be obtained from a statistiallanguage model. P (Y ) an be obtained from training dataounts.2.2. Combined automati puntuationand speeh reognitionThe orrelation between puntuation and pauses was in-vestigated in [2℄. These experiments showed that pauseslosely orrespond to puntuations. The orrelation be-tween pause lengths and sentene boundary marks wasstudied for broadast news data in [4℄. In their study,it was observed that the longer the pause duration, thegreater the hane of a sentene boundary existing. Al-though some instanes of puntuation do not our atpauses, it is onvenient to assume that the aousti pro-nuniation of puntuation is silene.A prosodi feature model to predit puntuation anbe built by a lassi�ation tree. Probabilities from theprosodi feature model an then be inorporated by re-soring of multiple hypotheses eah of whih inludes pu-tative puntuation marks. The probability ombinationproess an proeed as shown in Setion 2.1.3. ExperimentsBroadast News (BN) provides a good test-bed for speehreognition, beause it requires systems to handle unanti-ipated speakers, a large voabulary, and various domains.

In this paper, BN texts omprising 211 million words whihwere broadast from 1992 to 1997 and a 100-hour 1998Hub-4 BN data set (aousti data and its transription)are used as training data. We also use 3 hours of testdata from the NIST 1998 Hub-4 broadast news benh-mark tests. Table 1 summarises the training and test data.Among the many kinds of puntuation mark, this paperis restrited to the examination of full stops, ommas, andquestions marks, beause there are suÆient ourrenes ofthese puntuation marks in the training and test orpora.Name Desription #WordsDB92 97 1992 97 BN texts 211MDB98 100 hrs of Hub-4 data (1998) 767KTDB98 1998 benhmark test data 35710Table 1: Database desriptions4-gram language models are trained by interpolating lan-guage models trained on DB92 97 and DB98 using a per-plexity minimisation method. The test data, TDB98, isprovided as two separate parts. When we perform auto-mati puntuation for one part of the test data, we usethe other part of the test data as the development set toestimate the language model mixture ratios.The di�erent systems are evaluated using the agreementbetween the puntuations in the hypothesis �le and thosein the referene �le. Preision and Reall are used as met-ris for assessing the performane. These are de�ned as:P = number of orret puntuationsnumber of hypothesised puntuations (6)and R = number of orret puntuationsnumber of puntuations in referene (7)A half sore is given when a puntuation is loated or-retly, but reognised as a di�erent type of puntuation.The F-measure is the uniformly weighted harmoni meanof Preision and Reall:F = PR(P +R)=2 (8)The F-measure is also used as a metri for assessing perfor-mane. As a sorer of speeh reognisers, the NIST HUB-4soring pipeline is used.3.1. Classi�ation tree setupMany easily omputable prosodi features are investigatedfor Dialog At (DA) lassi�ation in [3℄. By onsidering theautomati puntuation task and the ontribution of eahprosodi feature for DA lassi�ation, a set of 10 prosodifeatures has been investigated for puntuation generation.



The end of eah word is a possible andidate for puntua-tion, and so all prosodi features are measured at the endof a word. The window length is set at 0.2 ses. The leftwindow is the window to the left of the word end, andthe right window to the right. Good F0 values are thosegreater than the minimum F0 (50Hz) and less than themaximum F0 (400Hz). Table 2 explains these features.Name DesriptionPau Len Pause length at the end of a wordDur fr Pau Duration from the previous pauseAvg F0 L Mean of good F0s in left windowAvg F0 R Mean of good F0s in right windowAvg F0 Ratio Avg F0 R/Avg F0 LCnt AgvF0 L No. of good F0s in left windowCnt AgvF0 R No. of good F0s in right windowEng L RMS energy in left windowEng R RMS energy in right windowEng Ratio Eng R/Eng LTable 2: Desription of the prosodi feature set (Windowlength = 0.2 se, 50Hz � good F0 � 400Hz)Prosodi features for lassi�ation tree generation are mea-sured from DB98 beause it is the only database in thetraining set with aousti data. Nodes in the lassi�ationtree are split aording to the entropy redution riteria.4. Results: Automati puntuationfor referene transriptionWe have developed a language model-only system (S LM)and a prosodi model-only system (S CART), andhave also formed a ombination of these two systems(S LM+CART). Table 3 summarises these systems.The results of automati puntuation for the referenetransripts are shown in Table 4. S LM gives an F-measureof 0.57. Surprisingly, S CART outperforms S LM by 0.05.By ombining these two models, the result an be improvedto give an F-measure of up to 0.78 when a sale fator of 2.0is applied. The sale fator (�) is the weighting given to theprosodi feature model i.e. ��logP (F jY;W )+logP (Y jW ).From these results, we onlude that lexial informationand prosodi information are very omplementary in anautomati puntuation task with referene transriptions.The performane of S LM+CART varies as the sale fa-tor hanges. Figure 1 desribes how F-measure, Preisionand Reall hange with the sale fator. The F-measureattains a maximum at a sale fator of 2.0.System DesriptionS LM Language model-onlyS CART Prosodi feature model-only(by lassi�ation tree)S LM+CART Combination of S LM and S CARTTable 3: Desription of automati puntuation systemsfor referene transripts

System P R FS LM 0.60 0.55 0.57S CART 0.54 0.74 0.62S LM+CART (�=2.0) 0.76 0.80 0.78Table 4: Automati puntuation results for referenetransripts (� = sale fator)
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Figure 1: Reognition results of S LM+CART with dif-ferent sale fators5. Results: Combined automatipuntuation for speeh reognitionTable 5 shows speeh reognition results under 3 di�erentonditions. When puntuation is not inluded in trainingand test data, the word error rate (WER) of the speehreogniser (S woP) is 16.71%. After inluding puntua-tion marks, the WER of the speeh reogniser (S Base) isinreased to 22.73%. This degradation is aused by twofators: the additional error from other words due to theintrodution of puntuation marks into the word list, andthe error in mis-reognising the puntuation marks them-selves. In S rmP, puntuation marks are generated byS Base and these marks are then removed from the ref-erene and the hypothesis. Using the degradation fromS woP to S rmP, the error from other words due to addingpuntuation marks in the word list an be measured at0.33%; the other fator is therefore measured at 5.69%.We use S Base as the baseline automati puntuation sys-tem with speeh reognition. Using S Base, 100 hypothe-System WER RemarksS woP 16.71 Puntuation exludedS Base 22.73 Puntuation inludedS rmP 17.04 Puntuations removed fromreferene and S Base's resultTable 5: Speeh reognition results (WER = Word ErrorRate (%))
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Figure 2: WER (Word Error Rate) and WER' (WERafter puntuation is removed from a referene and a hy-pothesis) of S H100 with di�erent sale fators
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Figure 3: F-measure, Preision and Reall of S H100 withdi�erent sale fatorsses are generated and re-sored on a segment basis usingthe lassi�ation tree prosodi feature model. After re-soring, the best hypotheses for eah segment are om-bined. Table 6 summarises these systems.System DesriptionS Base No re-soring (baseline. WER = 22.73%)S H100 Final hyp. from re-sored 100 hypothesesTable 6: System desriptionsThe performane of S H100 varies as the sale fator toprosodi model hanges. Figure 2 desribes how both theWER and the WER after puntuation is removed fromreferene and hypothesis (WER') hange aording to salefator. WER is minimised with a sale fator of 0.71, andWER' is minimised with a sale fator of 0.79.

Figure 3 shows the variation of F-measure, Preision andReall aording to sale fator. The value of F-measureattains its maximum when the sale fator is 1.93. Table 7summarises these results.System WER WER' P R FS Base 22.73 17.04 0.6425 0.2585 0.3687S H100 22.57 16.84 0.6072 0.3319 0.4292�=0.79S H100 22.82 16.95 0.5811 0.3541 0.4400�=1.93Table 7: Results of automati puntuation with speehreognition (WER = Word Error Rate (%). WER' =WER after removing puntuations from a referene anda hypothesis, P = Preision, R = Reall, F = F-measure)6. ConlusionsIn this paper, we present an automati puntuationmethod whih generates puntuations simultaneously withspeeh reognition output. This system produes mul-tiple hypotheses and uses prosodi features to re-sorethe hypotheses. Given the referene transription, us-ing prosodi information alone outperforms using lexi-al information alone. As these two information souresare shown to be very omplementary, further improve-ments an be ahieved by ombining these two informationsoures. When puntuations are generated simultaneouslywith speeh reognition output, the F-measure an be im-proved up to 0.44 by utilising prosodi information. At thesame time, we ahieve redutions in word error rate.7. AknowledgementsJi-Hwan Kim is supported by the British Counil, LG om-pany and GCHQ. 8. Referenes1. D. Beeferman, A. Berger, and J. La�erty. Cyber-pun: A Lightweight Puntuation Annotation Systemfor Speeh. In Pro. ICASSP, pages 689{692, 1998.2. C. Chen. Speeh Reognition with Automati Puntu-ation. In Pro. Eurospeeh, pages 447{450, 1999.3. E. Shriberg et al. Can Prosody Aid the AutomatiClassi�ation of Dialog Ats in Conversational Speeh?Language and Speeh, 41(3-4):439{487, 1998.4. Y. Gotoh and S. Renals. Sentene Boundary Detetionin Broadast Speeh Transripts. In Pro. InternationalWorkshop on Automati Speeh Reognition, pages 228{235, 2000.5. D. Hakkani-Tur, G. Tur, A. Stolke, and E. Shriberg.Combining Words and Prosody for Information Extra-tion from Speeh. In Pro. Eurospeeh, pages 1991{1994, 1999.


