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A Typical Memory Hierarchy

By taking advantage of the principle of locality (%)
Present much memory in the cheapest technology
at the speed of fastest technology

On-Chip Components Pt e
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- Memiory-| : Memory
Datapath| 2 : (Disk)
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Speed (%cycles): ¥2's 1's 10’s 100's 1,000's
Size (bytes): 100’s K's 10K’s M's G'stoT's

Cost: highest lowest

MIPS Direct Mapped Cache Example

= One word/block, cache size = 1K words
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Four-Way Set Associative Cache

= 28 = 256 sets each with four ways (each with one block)

3130 ... 13121 .. 2 1 Byte offset
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Costs of Set Associative Caches

= N-way set associative cache costs
= N comparators (delay and area)
= MUX delay (set selection) before data is available
= Data available after set selection and Hit/Miss decision.
= When a miss occurs,
which way’s block do we pick for replacement ?
= Least Recently Used (LRU):

the block replaced is the one that has been unused for the
longest time
= Must have hardware to keep track of when each way’s block was
used
= For 2-way set associative, takes one bit per set —
set the bit when a block is referenced
(and reset the other way’s bit)
= Random
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SESSION 8B: RELIABILITY & A CACHE ORGANIZATION

The V-Way Cache: Demand Based
Associativity via Global Replacement
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Variable-Way set associative (V-Way) cache
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@ Need for efficient management of secondary caches
HBF vy TAVIEEBOIUNITEMTES. @ Ideal cache: fully associative with OPT replacement.
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Local Replacement D4 (1/2) Local Replacement D4 (2/2)
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Global Replacement D15 (1/2)

REDISTRIBUTED L )
ADDRESS TAG-STORE DATA-STORE
WORKING SET
_» SETAD dyn
X= SET B0 ix2
-
0
“a dy3
Y= SET Al dyl
SET Bl dy2

+ BURBBOIVRN)ZEFICENT.
— TDR (tag-to-data ratio) = 2
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Global Replacement D15 (2/2)

REDISTRIBUTED R )
ADDRESS TAG-STORE DATA-STORE
WORKING SET

dvl

TN seTRI vl dy2
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A Practical Global Replacement Algorithm Practical Global Replacement: Reuse Replacement
@ LRI s impractical becanse there are thousands of lines REUSE COUNTER
@ Second level cache access stream is o filteved version of the .
program access sfream
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V-Way Cache D45
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Configuration Tag Access | Data Replacement
Sel-Associalive Fast @ Local @
Fully-Associative Slow & Glabal @
V-Way Fast @ Global &

V-Way Cache DZXDHIFHE, 256KB 8-way ER—R&ELT
@ Primary upper bound: Fully associative cache
13%
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@ Secondary upper bound: Double sized cache
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- Session 8: Cache Replacement Policies
V-Way Cache [Z&5EREM £ P
@ Pipeline: 12 stage, ¥ wide with 128 entry reservation station
@ T hit latency of 2 eyeles and T.2 hit latency of 10 eyeles
@ L3/Main memory: access-latency of 80 cyeles . . .
i - ’ ; Emulating Optimal Replacement with
v fuir Jarzacy s hasc) |
= -Way [additionn] one cxcle Lit ]J.ncm“}'_\ a Shepherd CaChe
Kaushik Rajan, Indian Institute of Science
Govindarajan Ramaswamy, Indian Institute of Science
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Memory Hierarchy LRU vs OPT
lzlm L2 and lower caches
f : @ Objective : Need to reduce expensive
o] ‘ memory accesses
P o Design : Large size, Higher associativity,
s, lII o Complex design
omscnon | @ Problem : Do not interact with program
| directly and observe filtered temporal locality
s Carl mel gos luea swm apbammp ol v Tacer mgnd apsiavg2s
@ High Associativity — replacement policy crucial to performance MPKI for SPEC2000 suite, Benchmarks with MPKI < 5 nat plotted but
. count towards average
@ L1 cache services temporal accesses — Lack of temporal
accesses at L2 — LRU replacement inefficient Huge performance gap between LRU and OPT
@ Replacement decisions are taken off the processor critical path OPT at half the size preferable to LRU at double the size
07 MICRO40 Emulating Optimal Replacement with a Shepherd Cache 23 fo MICRO-40 Emulating Optimal Replacement with a Shepherd Cache 24
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OPT: Optimal Replacement Policy

The Optimal Replacement Policy

@ Replacement Candidates | On a miss any replacament policy
could either choose to replace any of the lines in the cache or
choase not ta place the miss causing line in the cache at all.

@ Self Replacement : The latter choice is referred to as a
self-replacement or a cache bypass

Optimal Replacement Policy

On a miss replace the candidate to which an access is least
imminent [Belady 1966 Mattson 1970, McFarling-thesis]

@ Lookahead Window : Windew of accesses betwaen miss causing
access and the access to the least imminent replacement
candidate. Single pass simulation of OPT make use of lookahead
windows to identify replacement candidates and medify current
cache state [Sugumar SIGMETRICES1093)

OPT: HEYLBELTLVEWLOEEEHRZ .

Optimal Replacement Policy M5l

derstanding OPT

Access Sequeno AS/E)AIEAGEAJEAIEAMASEAEEA_ ag
1

OPTcldﬁfurAi 0 1 2131 4

OP'Ton‘lerfur/xﬁ oi1i213 4)

(41,4243 44), consider the access stream shown in table
@ Access 45 misses, replacement decision proceeds as follows
@ Identify replacement candidates : (4, 45,45 4 45)
@ Lookahead and gather imminence order : shown in table,
lookahead window circled
@ Make replacement decision : A5 replaces 4>

) Consider;//ay associative cache with one set initially containing lines
)

@ Ag self-replaces, lookahead window and imminence order in table
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mulating OPT with a Shepherd Cache Overview of Shepherd Cach
@ Split th? cache into two Iog_loal pa.rts e went @ Toemulate MC with 4 ways per setand 2 SC
@ Main Cache (MC) for which optimal 1 '2: ways per set
replacement is emulated - ' o
@ Shepherd Cache (SC) used to provide a ! @ To gather imminence order add a counter
lookahead and guide replacements from MC i matrix (CM}
lowards OPT ! @ CM has one cclumn per SC way to track
@ Operation ! imminence order w.r.tto it
- a " . ! -
@ Buffer lines temporarily in SC bafore moving 1 @ CM has one row per SC and MC line as any
them ta MC, SC acts as a FIFO buffer ' of them can be a replacement candidate
@ Whils in SC, gather imminence information and |
emulate lookahead | oM 1 @ Each column has one Next Value Counter
@ When forced out of SC, make an MC AsALAGAIALALL (NVC] o track the next valus to assign along
replacemant based on the gathered imminence AsAsAgAgAgAg : column
MEMORY order
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Cache Organization
Az ArApAatAy T caTa
| AnAsAsAnaghs 3
T o A R SC-N: NZigpge
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Cache Organization (S04, MG-12)
@ Mivicde cache inlo SC and MO with some ways of each sol are 5C ways
@ Use 50 flag to wentify S50 ways, use SC-pi o ing 50 Ine to 45 column
@ Mo need o physically mose lines Trem SCt ME, just adiost SC Ragplr
DoArananan Ay @ Larger SU-assnn — mons okanead LN smaller 10
it Az sdéed 0 G0 A3 moes A ebded v () Self Replooe
of  fom SO b0 MC oplimed oeder rem (A ovicis
meplacing Ay )
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Simulation Methodology

@ Memary hisrarchy
¥ - S12KH 1MB 2MB and 4MB, 16 way 1288 ines, d cycle
hie: Golh L1 Land L1 D are 16KG 2 way, 3206 i
Intinite s17e 000 eyele
@ Il M31IR aned slone bl
@ SC+MT configuration
@ 16, parformances evaluated for (SC-2. MC-14) 1o

2 eyl

@ Simulation methodalogy
a Benchmarks Suite:- SPEC 2000 all 26 benchmarks with ref inputs
@ Inshuclions. L-forveard 2 Bllion run 3 billion
a Methocology:- Trace driven for MPK, Simplescalar for systern
perfamance
@ Mrocessor configuraton:- Similar 1o recent studies
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Bridging the performance gap

" - - Bridging the LRU-CPT gap
. @ SC-4 bridges 32-52%
of gap
@ 5C moves closer to
OPT as cache size
increases

Avaraga PRI
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Avg MPKI over SPEC2000 suite
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Companson with related schemes

wery IR henchmarks

My of benshmacks
MPE] for 512KB 16 way cachs, select banchmarks, a1 26 in average

@ Onaverage both SC-4 and SC-3 out-performs LRU, DIF voway, fa
and el by 4-10%

@ Far most benchrrarks SC-4 performs better than SC-5
= Different 0 associativities best for different benchmarks

Farmrels
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(2} 512KB 3C compared to LRLL17

b} IMB 5C compared 1o LRU.1T

Fignre 13: Spesdup over [RU-1T
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Conclusion

@ Using part of cache for lookahead and emulating OPT in
remaining cache effective at improving L2 performance

@ Quarter to Half of cache space should be dedicated to SC

@ Performs better than related proposals and successfully bridges
32-52% of the LRU-OPT gap

Future Work

o Different SC associativity works best with different benchmarks,
can the SC-associativity be adapted at runtime?

@ Study the benefits of dissociating SC and MC?
@ Tuning the organization to a shared CMP cache?
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