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Revision History 

Minor changes in version 6 of the preprint: Fixed errors in CI calculations for I^2 and 
removed z-transform for tau estimates (no impact on results). The CI bounds around I^2 are now 
narrower: Correct values I^2 = 60.99%, 95% CI [53.00%, 69.16%]. Thanks to Wolfgang 
Viechtbauer for finding these mistakes. Note these values are slightly wider in the published 

paper.  

 

Minor changes in version 5 of the preprint: To improve clarify, minor edits to the abstract and 
added a quote about the potential for SA-performance causal circularity from Flach (1995). 
Fixed typos in the paper and appendices and added the missing legend to Figure F4, Appendix F. 

Previous versions 

We submitted a revised version (preprint version 4) of this manuscript to a journal on 
February 26, 2021. The previous version (preprint version 3) was initially submitted to the 
same journal on December 22, 2020.  
 

Major changes in version 4 of the preprint: We added additional information and 
analyses in response to reviewers.  

- Item 1: Conclusions too strong? (R1). In the response letter, we describe how meta-
analysis typically permits stronger and more generalizable inferences than narrative 
reviews and individual studies.   

- Item 2: Value of meta-analysis in general? (R2). Note that Bakdash et al. 2020 is a 
critique of an existing synthesis, but not a meta-analysis in its own right. The critique 
points out the need for a correctly-implemented, quantitative meta-analysis based on 
systematic review, a gap filled by the current work. We also clarify the scientific value of 
meta-analysis in the response letter (also see Item 1). 

- Item 3: Clarify prediction interval (R3). We revised the explanation and added equations. 
- Item 4: Drawn relevant connections (R2 and R3). We have drawn connections in 

the Discussion to relevant literature/fields suggested by R2 and R3 

We also had several minor corrections to the data: we corrected the sample sizes in two 
papers (Albina, 2019 [N = 30 to N = 28]; Onal et al. 2014 [N = 94 to N = 95]), added 
coding for a second experiment in one paper where all effects were previously coded as 
a single experiment (Lafond et al. 2012), and excluded one paper that does not appear 
to have assessed SA-performance associations (Dong et al. 2003).  The meta-analysis 
now has 678 effects from 77 papers.  

Major changes in version 3 of the preprint: New systematic review from scratch, better 
detection and exclusion of overfit results (excessive degrees of freedom), meta-analysis 
now has 682 effects from 78 papers, new draw method for estimating ghost results, and 
analyses of proportions of effects below three meaningful thresholds. 

  



The validity of situation awareness for performance: A meta-analysis  

Situation awareness (SA) is a widely used cognitive construct in human factors, often 

theoretically posited to be a critical causal factor and/or construct for performance. 

However, there are concerns that SA may not sufficiently capture the psychological 

processes underlying performance. We address these conflicting perspectives using meta-

analysis to evaluate the patterns of associations among SA-performance effect sizes. 

Specifically, we focus on the validity of SA for performance—how well SA captures the 

relevant psychological processes for task performance. In our systematic review of the 

empirical literature, we coded associations of ten unique measures of SA with 

performance: 678 effects from 77 papers. The meta-analytic means for SA measures were 

all of approximately medium or lower effect sizes. The overall mean effect, while 

significant, was also limited in magnitude (r = 0.26, p < 0.001). Furthermore, there was 

high unexplained systematic variation with an enormous plausible range for individual 

effects (r = -0.15 to 0.60). The results indicate that SA’s validity for performance tends to 

be, on average, weak with large variations among effects. Interventions that improve SA 

may not correspond to meaningful improvements in task performance, and it may be 

appropriate to revise major theories of SA. 

Keywords: situation awareness; performance; validity; meta-analysis; systematic review 

 

  



Relevance to human factors / ergonomics theory 

In this work, we used meta-analysis to quantitatively synthesise nearly three decades of 

previously published papers with associations among situation awareness (SA) and performance. 

We found limited validity: correlations between measures of SA and performance tended to be of 

medium or lower effect size, and individual effects exhibited high systematic variability. Overall 

results were inconsistent with theories positing that SA is typically a meaningful probabilistic 

factor for performance, let alone that SA is generally critical or fundamental to performance. 

Theories of SA may need to be revised.  

  



Introduction 

Situation awareness (SA) is a ubiquitous concept and construct in the military and other 

complex, dynamic, and safety-critical environments, such as aviation and health care (Durso and 

Sethumadhavan 2008; Endsley 1995a; Endsley 1995b; Endsley 2000a; Endsley 2000b; Endsley 

2015a; Endsley 2015b; Parasuraman, Sheridan, and Wickens 2008; Salmon et al. 2008; Stanton, 

Chambers, and Piggott 2001; Tenney and Pew 2006; Wickens 2008). SA is defined generally as 

‘knowing what is going on around you’ (Endsley 2000b, 4), and more formally as ‘… the 

perception of the elements in the environment within a volume of time and space, the 

comprehension of their meaning, and the projection of their status in the near future’ (Endsley 

1988, 792). SA has enormous face validity, as it is an intuitive concept (Jones 2015). 

As implied by the previous definitions and its face validity, SA is theorized to be critical 

to human performance Endsley (2015a), a relationship illustrated in Figure 1. In this context, 

performance is typically defined using task-specific measures, including objective (e.g., the 

number of collisions in a simulated driving task) as well as subjective (e.g., subject matter expert 

ratings of conflict management in a simulated air traffic control task) measures. The nature of the 

critical relationship between SA and performance has been described in different ways. For 

example, SA is posited to be:  

(1) A probabilistic factor for performance: ‘Good SA … will increase the probability of good 

performance but cannot necessarily guarantee it’ (Endsley 1995a, 41) 

(2) A fundamental construct for performance (Endsley et al. 2003), a basis for performance 

(Endsley and Connors 2008), and a precursor to performance (Endsley 2000b). 

 

  



SA has also been called a valuable construct “…in understanding and predicting human-system 

performance in complex systems” (Parasuraman, Sheridan, and Wickens 2008, 140). 

Consequently, improving SA through design and training is posited to increase performance 

(Endsley and Jones 2011). Alternatively, others have raised concerns that definitions of SA and 

its relationship to performance may be too circular and vague to be useful (Billings 1996; Flach 

1995; Sarter and Woods 1991; Dekker and Hollnagel 2004; van Winsen and Dekker 2015), but 

also see (Endsley 2015a). The circularity issue is summarized by Flach (1995): “How does one 

know that SA was lost? Because the human responded inappropriately. Why did the human 

respond inappropriately? Because SA was lost.” (151).  

Figure 1. A widely used model of SA. This model posits a direct link from SA to decisions and 

performance. This figure was drawn by Lankton (2019), adapted from Figure 1 in Endsley 

(1995b). 

 



Related to concerns about circularity, Dekker and Hollnagel (2004) offer perhaps the 

strongest conceptual criticism of SA. They assert that SA is a generic descriptive label because it 

lacks the appropriate causal psychological mechanisms relevant to performance (also see 

Billings [1996] and Flach [1995]). In other words, SA does not have meaningful probabilistic 

associations with performance. Thus, they deem SA a ‘folk model’ rather than a scientific 

construct. However, others have disputed this characterization of SA, arguing that SA is 

supported by theory and empirical evidence, including its relationship with performance as well 

as its useful applications for training and design (Endsley 2015a; Endsley 2015b; Endsley 2015c; 

Parasuraman, Sheridan, and Wickens 2008; Wickens 2008). 

The diverging perspectives on SA fundamentally address construct validity: What do 

measures of SA actually assess? (Cronbach and Meehl 1955; Strauss and Smith 2009). 

Specifically, to what degree do (measures of) SA represent theoretical cognitive processes, 

strategies, knowledge, and other general and task-specific psychological processes involved in 

performance? This type of construct validity is construct representation: the psychological 

mechanisms or processes underlying task performance (Embretson (Whitely) 1983; Strauss and 

Smith 2009).  

One way to address the contradictory views summarised above is to evaluate the validity 

of SA for predicting or representing performance using correlations among SA measures and 

corresponding measures of human performance. That is, inferring the probabilistic links among 

measures of SA and task performance using their associations. Here, we use meta-analysis to 

quantitatively synthesise SA-performance correlations reported in previous empirical work. 

Meta-analysis is ideal for addressing specific research questions using quantitative synthesis of 



evidence in a body of relevant research (Borenstein et al. 2009; Cooper, Hedges, and Valentine 

2009; Gurevitch et al. 2018).  

There are many narrative reviews and theoretical papers on SA (Durso and 

Sethumadhavan 2008; Endsley 1995a; Endsley 1995b; Endsley 2000b; Endsley 2015a; Endsley 

2015b; Salmon et al. 2008; Stanton, Chambers, and Piggott 2001; Tenney and Pew 2006; 

Wickens 2008), but only a handful of quantitative syntheses. One was a meta-analysis in health 

care that assessed the impact of different training methods on SA (Walshe et al. 2019). Similarly, 

two quantitative syntheses examined the sensitivity of  measures of SA to different interface 

design manipulations (Vidulich 2000; Endsley 2019). Other work by Endsley (2020) synthesised 

correlations for objective and subjective measures of SA and concluded they were dissociable 

types of SA. However, results were interpreted only qualitatively rather than compared using 

inferential statistics.  

Most relevant here, the quantitative synthesis by Endsley (2019) found that objective SA 

measures were strongly correlated with performance, with medium to large pooled effects (using 

generic conventions from Cohen [1998]: a small effect is r = 0.10, a medium effect is r = 0.30, 

and a large effect is r = 0.50) ranging from r = 0.41 to 0.53; however, only effect sizes reaching 

significance were included in that synthesis. This type of biased inclusion criterion runs counter 

to the reason meta-analysis was originally developed (Glass 2015). Furthermore, selecting results 

based on p-values is circular and will guarantee inflated effect sizes (Bishop 2019; Bishop 2020; 

Gelman and Loken 2013; Ioannidis et al. 2014; Kriegeskorte et al. 2009; Simmons, Nelson, and 

Simonsohn 2011; Vosgerau et al. 2019; Vul et al. 2009; Wicherts et al. 2016). Analysis of all 

effects as-reported, instead of only significance-filtered effects, shows that the filtered mean 



effect in Endsley (2019) was overestimated by 1.56 times, or 56%; for a detailed critique see 

(Bakdash, Marusich, Kenworthy, et al. 2020).  

Given that SA is widely used and theorised to be critical to human performance, there is a 

clear need to conduct a quantitative meta-analysis using recommended techniques to assess the 

relationships among SA measures and task performance. In this paper, we describe the results of 

such a meta-analysis in which we conducted a systematic review of the literature and took into 

account all relevant results, as-reported and inferred from included papers, regardless of 

statistical significance. We evaluated meta-analytic mean effects for correlations from different 

SA measures, and we synthesised the overall mean meta-analytic effect for SA-performance 

associations across all SA measure methods. We also quantified the meta-analytic heterogeneity, 

which indicates the amount of systematic inconsistency among individual effects (Borenstein et 

al. 2009; Higgins et al. 2003). Finally, we evaluated the distribution of individual effects by 

quantifying the proportion of effects below/above three relevant thresholds of interest.  

Methods 

We followed the majority of relevant elements in the Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses (PRISMA) checklist (Moher et al. 2009), see Appendix A in the 

online supplemental material. Data cleaning and analyses were performed using the statistical 

programming language R (R Core Team 2021); Appendix B lists all R packages used. The 

methods and results are reproducible, see Bakdash, Marusich, Cox, et al. (2021a; 2021b).   

Systematic Review  

We systematically reviewed the literature across five indexes/databases: DTIC, 

PsycINFO, SAGE, SCOPUS, and Web of Science. We also conducted supplemental searches via 

Google Scholar, using the Publish or Perish software (Harzing 2020) to avoid user-specific 



recommendations; this was necessary because Google Scholar is a search engine, not an index 

(Gusenbauer 2019). See the supplemental material, Appendix C, for a complete list of databases 

and search terms used. This work was approved as not human subjects research by the U.S. 

Army Research Laboratory’s Institutional Review Board (ARL 17-293 and 17-293A). 

Documents meeting all three of the following criteria were included in the meta-analysis:  

(1) Journal articles, conference proceedings, and technical reports published or in press on or 

before January 14, 2020. 

(2) Empirical research that reported inferential tests for the relationship(s) among (measures 

of) SA and objective and/or subjective human performance. 

(3) Research using state measures of SA (i.e., not measures including general cognitive 

abilities or traits, workload, or similar constructs) at the individual-level only.  

The literature searches yielded a total of 5,314 documents; the inclusion/exclusion process 

is summarized in Figure 2. After removing most duplicate documents, we screened the abstracts 

of the remaining 3128 documents. Each abstract was coded as ‘include’, ‘exclude’, or ‘maybe' by 

a minimum of 3 independent raters. All abstracts (except those from DTIC) were screened using 

Rayyan (Ouzzani et al. 2016). Inter-rater reliability for abstract screening was moderate, 

ICC(3,1) = 0.63, 95% CI [0.61, 0.65].  

 

 

 

 

 



Figure 2. Summary of systematic review steps. Flowchart of inclusion/exclusion for papers from 

the system review. This figure is adapted from the PRISMA flow diagram (Moher et al. 2009). 

 

We conducted full-text review for papers with abstracts that received at least one rating of 

‘include’ or two ratings of ‘maybe’ (20.08%, or 628 out of 3128). The full-text for each paper 

was reviewed by at least two raters. Papers were included if it was clear that one or more results 

assessed the relationship between SA and performance. Specific results were coded by one or 

more raters and checked by at least one additional rater. Disagreements among raters for 

inclusion of papers and specific results were resolved through consensus. Of the reviewed full-



text documents, 77 (12.26%) met the inclusion criteria (see Appendix D). For the 551 excluded 

documents, the reason(s) for excluding a document were agreed upon by at least two raters (see 

Appendix C for details). The top three reasons a paper was excluded during the full-text review 

were:  

(1) No reported association between SA and performance (290 documents),  

(2) No measure of task performance (67 documents), and 

(3) SA was a label for performance or no measure of SA (56 documents). 

Repeated Measures Designs and Overfitting 

All results included in the meta-analysis, even those with a repeated measures experimental 

design, analysed relationships among SA and performance by treating the data as between-

participants through either, 1) averaging, or 2) separate analyses to avoid overfitting. For 

example, Jipp and Ackerman (2016) assessed SA and performance 12 times for each participant 

(three levels of automation x four trials each) in a simulated air traffic control task. The authors 

correlated the average SA and average performance by participant (across the 12 trials). 

Conversely, O’Brien and O’Hare (2007) evaluated associations separately for SAGAT (Level 1 

and Level 2/3) with corresponding measures of performance (such as hand-off error, missed 

approaches, and total errors).  

A substantial number of papers (26 documents) reported statistical results from 

incorrectly modelling repeated measures data as independent observations/participants. Such 

overfit results, an excessive number of free model parameters (Babyak 2004), are typically 

uninterpretable because variance is often underestimated but it can also be overestimated (Kenny 

and Judd 1986). See Figure 6 in Bakdash and Marusich (2017) for a visualization of overfitting 



and also see Aarts et al. (2014) for an overview of multi-level modeling to address dependencies 

in data. 

 Overfitting was detected by excessive degrees of freedom in reported statistics. For 

example, a paper with a sample of N = 13, assessed at four different time points, reported 

correlations with 50 degrees of freedom, implying a sample size of 52 individual participants. 

Papers that only reported overfit results were completely excluded from our analyses. In three 

papers with a combination of overfit and correctly (non-overfit) reported results, we excluded 

only the overfit results.  

Coding Effects and SA Measures 

We coded a total of 678 effects from the 77 included papers. Three papers contained 

multiple experiments, and several papers re-analysed the same experimental data; in effect, there 

were 79 unique experiments (i.e., different samples of participants) used as ‘papers’ in the 

analyses.  

Of the 678 included effects, 402 were reported in detail (i.e., exact p-value and/or effect 

size) whereas 276 were stated or implied non-significant results that were not reported in detail 

(see Coding Ghost Results). We used degrees of freedom to accurately determine the number of 

participants in each analysis (e.g., excluded participants or missing data were not always 

documented). The calculated sample sizes using the degrees of freedom were limited (median N 

= 30): see Appendix E.  

Note the vast majority of included ‘papers’ or experiments (64 out of 79) reported more 

than one effect size or correlation for SA and performance: see Appendix E for a graph. Multiple 

effect sizes arose from different measures of SA (multivariate correlated with different measures 

of performance, one measure of SA assessed multiple times and correlated with performance, 



and/or subscales from the same SA measure [e.g., Levels 1, 2, and 3 of the SAGAT] correlated 

with performance). The number of effects, which is the number of separate SA-performance 

correlations, is denoted by k.  

We coded 10 different measures of SA in the dataset; see Table 1 for a summary and 

Appendix C and the data dictionary for details. Note that there are more than 79 entries in Table 

1 due to multiple experiments assessing more than one measure of SA (see Appendix D). The 

Other measure encompasses a variety of SA measures that occurred too infrequently in the 

dataset to be coded as a unique measure for meta-analytic model convergence; each unique SA 

measure was used in at least two papers with a total k ≥ 10.  

 

Table 1. Summary of SA measures included in the meta-analysis. The table has 10 different SA 

measures with their median sample size, number of papers, and number of effects.  

SA Measure 
 

Median Sample 

Size (N) 

Number of 

Papers 

Number of 

Effects (k) 

Direct-SR (Self Report) 16 2 12 

Explicit Recall 16 4 63 

General Knowledge 20 14 107 

Mission Awareness Rating Scale 
(MARS) 

35 4 30 

Situational Awareness Behaviourally 
Anchored Rating Scale (SABARS) 

40 3 24 

Situation Awareness Global Assessment 
Technique (SAGAT) 

20 34 170 

Situational Awareness Rating Scale 
(SARS) 

40 2 18 



SA Measure 
 

Median Sample 

Size (N) 

Number of 

Papers 

Number of 

Effects (k) 

Situation Awareness Rating Technique 
(SART)  

21 17 84 

Situation Presence Assessment Measure 
(SPAM) 

50 14 127 

Other  34 12 43 

 

At least two coders independently determined the measure of SA, sample size, degrees of 

freedom, and effect size. Effect sizes that were not reported as a Pearson correlation coefficient 

(r) were converted to r values. We also coded assessment methods (e.g., freeze probe or real-

time probe) for SA measures, adapted from Salmon et al. (2006), see Appendix C.  

Recoding effect size sign 

In some studies, higher positive values indicated better performance (e.g., accuracy, number of 

tasks completed), whereas in others, higher positive values indicated worse performance (e.g., 

response times, number of misses). The same was true for different measures of SA. 

Consequently, the sign of correlations between performance and SA had different meanings 

across the dataset. To resolve these discrepancies, we recoded the sign of effects so that positive 

correlations always indicated that better performance was associated with higher SA, and 

negative correlations indicated better performance associated with lower SA. In total, we recoded 

the sign of 119 effect sizes in 31 papers.  

Coding ghost results 

For results that did not reach statistical significance, often no p-value or effect size was reported; 

we refer to these cases as ghost results, adapting the concept and terminology from Bishop and 



Thompson (2016). We do not intend to criticize past work by noting their presence; complete 

and detailed reporting of ghost results was not required in the past and may have even been 

discouraged by some editors and reviewers. Selective reporting is still a common issue (Bishop 

2019; 2020); nevertheless, these ghost results should be taken into account in the meta-analysis, 

otherwise, results could be positively biased toward the statistically significant and larger effect 

sizes more likely to be reported in detail.   

We coded two types of ghost results that were encountered in the included papers. For the 

first type (148 effects from 14 papers), the authors either explicitly stated: 1) that a particular 

result was analysed and found to be non-significant, without providing a specific p-value and 

effect size, or 2) that only significant results were reported (and/or non-significant results were 

not reported). The second type of ghost result (128 effects from 14 papers) was implied by 

specific patterns of omissions in reporting with no direct statements about what results were 

reported or not reported. Detailed examples of ghost results are provided in the data dictionary, 

see Bakdash, Marusich, Cox, et al. (2021a).    

In order to include these ghost results in the meta-analysis, we imputed p-values and 

effect sizes using the distribution of non-significant effects that were reported in detail (see 

Figure 3). For each ghost result, we randomly drew, with replacement, a p-value (and sign) from 

the distribution of non-significant results reported in detail, then converted it to an effect size 

with corresponding variance calculated using the appropriate sample size. We caution that this 

method of addressing ghost results is likely conservative. The random sampling method used 

data reported in detail, which is unlikely to be representative of selectively omitted results (see 

Limitations). In addition, there were likely undetected ghost results that were neither stated nor 



implied. Note that because of the prevalence of small sample sizes there were ghost results that, 

counter-intuitively, had non-trivial effects. 

Figure 3. Raincloud plots of effects by type of result. The smoothed distribution of effects is 

represented by the ‘cloud’ at the top of each result, the ‘rain’ below consists of dots representing 

individual effects for each result (detailed, ghost, and all). Dots were randomly vertically jittered 

to improve visibility. 

 

 

 



Effect size transformation 

Given the number of papers with small samples, we applied the Fisher r-to-z transformation to 

help stabilize variance for estimating meta-analytic mean effects (Cooper, Hedges, and Valentine 

2009). The transformation was reversed (z-to-r) for presented results.  

Results  

We used multilevel modelling to account for dependencies among effects 

(repeated/multivariate assessments of SA and performance using the same sample of 

participants), matching the structure and properties of our dataset as closely as possible (Cooper, 

Hedges, and Valentine 2009; Scammacca, Roberts, and Stuebing 2014; Konstantopoulos 2011; 

Viechtbauer 2010). Effect sizes were nested within the grouping variable of ‘paper.’ Random 

effect meta-analysis was used to model varying true effects (Borenstein et al. 2009; Cooper, 

Hedges, and Valentine 2009).  

Mean effects and their uncertainty were estimated using cluster robust variance 

estimation (CRVE), specifying paper as the cluster unit for the small sample adjustment using 

the CR1p as the specific CRVE estimator. CRVE is a small sample size correction which 

addresses the dependencies among effects originating from the same sample/paper without 

requiring knowledge of the exact covariance structure for the sampling error among effects 

(Hedges, Tipton, and Johnson 2010; Imbens and Kolesar 2016; Pustejovsky and Tipton 2018; 

Tipton 2015). See Appendix F for additional meta-analytic models using an alternative estimator.  

Confidence intervals (CIs) for mean effects were estimated with the Knapp-Hartung 

(2003) method using a t-distribution. This method is recommended for all random effects meta-

analysis, particularly if heterogeneity is present (IntHout, Ioannidis, and Borm 2014).  



Systematic uncertainty for all effects was quantified using heterogeneity in a prediction interval 

(PI).  

The confidence interval for the overall meta-analytic effect does not necessarily capture 

how individual effects are distributed because it is an estimate of the pooled or mean effect; this 

does not include heterogeneity. To estimate the plausible range of individual effects, we used the 

prediction interval which includes heterogeneity (systematic variation among effects).  

The equations for the PI and CI follow (adapted from Borenstein, 2009): 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 𝑀∗ ± 𝑡 √𝜏2 +  𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑀 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 𝑀∗ ± 𝑡 √ 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑀 

M* is the overall meta-analytic mean effect, t is the t-distribution calculated using the meta-

analytic model degrees of freedom (it can be approximated using z as 1.96), 𝜏2 is the variance of 

the overall heterogeneity, and 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑀 is the variance of the overall meta-analytic effect.  

When heterogeneity is estimated to be zero, the CI and PI are equivalent. 

SA measures 

Figure 4 shows the results of the multilevel meta-analytic model that includes SA measure type 

as a moderator. This forest plot depicts the estimated mean correlations (transformed back from z 

to r for ease of interpretation) between SA and performance for each SA measure (with CIs), as 

well as the estimated mean overall effect (with CI), and the PI for the distribution of individual 

effects.  

  



Figure 4. Forest plot for the validity of SA measures and performance. Each black square 

represents the mean estimated meta-analytic effect for each SA measure and the bars depict the 

width of the 95% CI. The overall mean effect and its 95% CI (plausible distribution of mean 

effects) is represented by the black diamond. The mean and 95% PI of individual effects is 

represented by the white diamond. The PI is a Bayesian method; it does not have a frequentist p-

value. 

 

Nine out of ten SA measures, all but MARS, had mean effects significantly greater than 

zero; all were medium or smaller in magnitude. The magnitude of the overall mean effect was 

less than medium (r = 0.26) but still significantly greater than zero, 95% CI [0.22, 0.31]. 

However, the wide coverage of the PI indicates large heterogeneity, 95% PI [-0.15, 0.60], see 

below.  



Meta-analytic heterogeneity  

In addition to estimating mean effects, we also quantified heterogeneity, which is the 

inconsistency or dispersion of effects not due to random error (Borenstein et al. 2009; Cooper, 

Hedges, and Valentine 2009). Here, heterogeneity is always meta-analytic so it refers to 

systematic or non-random variance among effects. We assessed total heterogeneity (represented 

in the PI), as well as within- and between-paper heterogeneity (Table 2). We used the Q-test for 

heterogeneity to test if predictors from the meta-analytic model shared a single common true 

effect size (Borenstein et al. 2009). There was clear evidence for systematic variations in effect 

sizes: χ2(668) = 1238.11, p < 0.001. 

 

Table 2. Meta-analytic heterogeneity for the overall model. Values and confidence intervals for 

several estimates of heterogeneity.  

Source Estimated Parameter [95% CI] �̂� = Standard deviation of true effects (due to total 
heterogeneity), interpret as r value 

0.21 [0.18, 0.25] 

𝜏1̂  = Standard deviation of true effects (due to between-
paper heterogeneity), interpret as r value  

0.17 [0.14, 0.22] 

𝜏2̂ = Standard deviation of true effects (due to within-paper 
heterogeneity), interpret as r value 

0.12 [0.10, 0.14] 

I2 = Index of dispersion: Variance due to heterogeneity 
relative to total variance 

60.99% [53.00%, 69.16%] 
              [49.59%, 70.94%] 

 

The standard deviation for total heterogeneity (�̂� = 0.21) neared the overall mean effect (r 

= 0.26), and there was substantial heterogeneity both between and within-papers. We used the I2 

statistic to determine ‘…what proportion of the observed variance reflects real differences in 

effect sizes?’ (Borenstein et al. 2009, 117). Sixty percent of the estimated variance was due to 



(total) non-random variations in true effects. Although meta-analytic heterogeneity could not be 

evaluated with CRVE, total heterogeneity was approximately the same under different 

assumptions (see the next section and Appendix F). 

Proportions of effects  

Because meta-analytic means might be misleading for non-normally distributed effects and/or 

highly heterogeneous effects, we also quantified the proportion of effects below/above three 

meaningful thresholds (Mathur and VanderWeele, 2019, 2020a); for details about how 

proportions were estimated for non-independent effects see Bakdash et al. (2020) and Mathur 

and VanderWeele (2020b). These three thresholds were:  

1) The estimated overall meta-analytic mean (r = 0.26), 

2) The typical mean effect size in cognitive psychology (r = 0.38; Kühberger, Fritz, and 

Scherndl 2014), and  

3) A large effect size (r = 0.50) approximately where SA is interpreted as “highly predictive 

of performance” (Endsley 2019, 11). 

We visualize the distribution of all effects below/above these three thresholds using a 

raincloud plot (Allen et al. 2019), see Figure 5. These plots show some non-normality in the 

dataset of all untransformed effects. It is apparent from the figure that the vast majority of effects 

are below the less stringent threshold of a ‘typical’ effect in cognitive psychology and even more 

so for the threshold of a large effect size. Next, we provide statistical evaluation for proportions 

of effects below/above these thresholds. 

 

 

 



Figure 5. Raincloud plot of individual effects and key thresholds. The smoothed distribution of 

effects is represented by the ‘cloud’ at the top, the ‘rain’ below consists of dots representing 

individual effects. Dots were randomly vertically jittered to improve visibility. The three 

thresholds are depicted by vertical lines: the estimated meta-analytic mean is shown with vertical 

black line and the other two thresholds are shown as vertical grey lines. 

 

 

Almost two-thirds of all effects (65% or 441 out of 678) were below the overall meta-

analytic mean. This finding of a larger-than-50% proportion of effects below indicates that the 

overall meta-analytic mean was somewhat overestimated. In general, if the meta-analytic mean 

were perfectly representative, and the underlying data were normally distributed, 50% of effects 

would be below the mean and 50% of effects above it.  

In addition, most effects (86%, or 585 out of 678) were below a representative effect size 

from cognitive psychology (r = 0.38). Likewise, the vast majority of effects (96%, or 651 out of 



678) were below the threshold of a large effect size (r = 0.50). As we describe in the Discussion, 

these comparisons to meaningful thresholds provide some perspective on the strength of 

relationships among SA and performance in the literature. 

Additional analyses  

We performed a number of additional analyses exploring results in more detail and under 

different assumptions. Results tended to align with those presented in the paper, demonstrating 

that the results were generally robust (see Appendix F). First, we performed an additional meta-

analysis using SA assessment techniques as a moderator. Second, we used post-hoc tests to 

compare meta-analytic means among SA measures. There were a small number of significant 

differences (six out of 45) among meta-analytic means by SA measure, with no discernable 

patterns that particular measures consistently had significantly higher or lower effects than other 

measures. Third, a similar post-hoc analysis with assessment methods also did not reveal clear 

patterns. Fourth, we tested if the meta-analytic results meaningfully differed depending on 

assumptions (Borenstein et al. 2009; Cooper, Hedges, and Valentine 2009), using sensitivity 

analyses comparing: a different CRVE estimator, varying fixed sampling correlation errors, and 

a variety of fixed values for ghost results and no ghost results. Fifth, we visualize distributions of 

effects for SA measures and assessment techniques. Last, we evaluate and visualize proportions 

of effects excluding ghost results below three thresholds and also performed additional analyses 

based on comments from reviewers.  

Discussion 

The meta-analytic results combined with analyses using proportions provide strong 

evidence, in terms of effect sizes, that SA is rarely fundamental or critical to performance. 

Instead, we found that SA and performance tend to have weak probabilistic relationships on 



average with high variations. This should be interpreted as limited practical significance, but it 

does not imply there is no true relationship among SA and performance.  

We could only evaluate SA and performance as defined and empirically assessed in the 

included literature spanning nearly 30 years. Different measures of SA may vary in what they are 

actually assessing (i.e., construct validity). For example, subjective measures of SA might reflect 

confidence in SA rather than SA itself (Endsley, 1995b). Nonetheless, patterns of limited validity 

were generally robust under a number of ways of categorizing and partitioning the data including 

suggestions by reviewers (e.g., non-expert vs. expert samples and objective vs. subjective SA, 

see Appendix F).  

In sharp contrast to most theories and previous narrative reviews, positing that SA is a 

meaningful, critical, or fundamental probabilistic factor for performance, our findings indicate 

limited validity. Many existing theories of SA may need to be revised, as the meta-analytic 

findings here more closely align with the long-standing theoretical and conceptual concerns 

about SA (Flach 1995; Billings 1996; Dekker and Hollnagel 2004; van Winsen and Dekker 

2015; Sarter and Woods 1991).        

 Ultimately, interpretation of validity should rely on effect sizes (Smith 2005), and we 

have interpreted the meta-analytic results accordingly. We found that SA measures typically had 

limited mean associations with performance, with an overall effect of r = 0.26. A comparison 

may be drawn to the meta-analytic mean of another well-studied relationship: the association 

between overall task satisfaction (a subjective measure) and objective task performance 

measured using time and errors (both have meta-analytic effects of r = 0.23; Sauro and Lewis 

2009). Preferences are posited to be only weakly predictive of task performance, and they exhibit 

some degree of dissociation (Andre and Wickens 1995; Nielsen and Levy 1994). The similar 



meta-analytic mean for SA and performance indicates that SA has comparably limited construct 

representation for performance. There are also possible parallels with observed dissociations 

among workload and performance which “… occur more frequently than extant explanatory 

theories imply” (Hancock and Matthews 2019, 374), although to our knowledge there is not yet a 

meta-analysis assessing the associations among workload and performance. Consistent with a 

partial dissociation, there were high systematic variations in individual SA-performance effects. 

Total heterogeneity (�̂� = 0.21) neared the overall meta-analytic mean effect, yielding a wide 

plausible range for individual effects: PI [-0.15, 0.60]. Heterogeneity was, at least partially, 

attributable to a greater than expected proportion of effects below the meta-analytic mean (see 

Figure 5). 

Validity of SA: Implications and falsification  

The results here raise numerous unanswered questions; foremost is why does SA generally lack 

strong and consistent construct representation for psychological processes and/or mechanisms 

underlying task performance? Returning to Figure 1, what psychological processes actually 

comprise measures of SA? Specifically, how does SA relate to lower-level cognitive processes 

(e.g., attention, perception, memory, and decision-making) as well as higher-level processes 

(e.g., meta-cognition and reasoning; Lichacz 2017; Tremblay 2017)? Little work has empirically 

investigated potential cognitive processes in SA, for exceptions see (Durso, Bleckley, and Dattel 

2006; Özcan and Çakır 2013; Rousseau et al. 2010). Perhaps SA is a higher-order construct in 

cognition that also (partially) reflects training, knowledge, skills, and abilities? But if SA is a 

higher-order, multidimensional construct that, to some extent, subsumes both low and high-level 

psychological processes and other performance-relevant factors (such as the individual, task, and 



environmental factors shown in Figure 1), then why does SA have tend to have limited construct 

representation for performance with high variability in associations?  

Our findings have general implications relevant to SA-based approaches for design and 

training (Endsley and Jones 2011). Based on effect sizes here, these approaches are unlikely to 

translate into meaningful increases in performance if SA and only if SA is improved. But, if 

approaches for improving SA also positively affect other causal factors for performance (e.g., 

training to reduce divided attention by minimizing task switching and dual-tasking, worker 

scheduling that reduces fatigue and stress) then they will also improve performance. This raises 

the questions: What makes SA-based approaches different from design and training that do not 

explicitly incorporate SA? Does all (effective) system design and training also tend to increase 

SA? These questions and the previous ones prompt concerns about the falsifiability of SA as a 

construct, see Dekker and Hollnagel (2004). We have demonstrated that at least some degree of 

falsification for SA is possible using meta-analysis. For strong falsification, future research 

should address the issues identified here: small samples, overfitting, and selective reporting 

including ghost results.  

Limitations  

When possible, we sought to mitigate limitations, but many were inherent to the available data, 

the systematic review, and the capabilities of current statistical techniques. The major limitations 

are described in detail below. 

Comparing apples to oranges? 

A meta-analysis that is too broad in scope and inclusion criteria may be comparing apples 

to oranges. That is, comparisons across papers may be non-equivalent due to the use of different 

measures with distinct operationalizations as well as dissimilar experimental designs (Rosenthal 



and DiMatteo 2001). This is a relevant concern here because, unlike measures of many 

constructs, the majority of both SA and performance measures are tailored to a particular task 

and task domain, and they are typically varied from experiment to experiment. However, we 

contend that our criteria were appropriate because they were consistent with theories and 

narrative reviews. The measures of SA that we used were labelled as such in the papers analysed 

and met our stated inclusion criteria. Furthermore, quantitatively synthesising the relevant 

literature can be viewed as a strength for determining the degree of generalizability to specificity 

of effects (Rosenthal and DiMatteo 2001).  

While methodological differences among papers (e.g., experimental design, assessment 

methods for SA) can contribute to meta-analytic heterogeneity, we did not find evidence this was 

the sole cause for systematic variations here. We found meaningful heterogeneity both between- 

and within-papers, see Table 2. Moreover, meta-analytic results, including heterogeneity, were 

similar to Bakdash, Marusich, Kenworthy et al. (2020) which simply re-analysed a smaller and 

largely different sample of papers (the papers included in Endsley [2019] but without selection 

using statistical significance). Last, we again emphasize, overall results here were generally 

robust (see Appendix F).   

Selection/reporting bias 

In general, selection or reporting bias inflates effect sizes and spuriously raises the 

number of significant results (Ioannidis et al. 2014). Here, we focus on two types of reporting 

bias; each was only partially addressed in our meta-analysis. The first type of bias is selective 

reporting, which is the tendency to report only analyses and/or measures that are significant and 

consistent with the hypothesis (Ioannidis et al. 2014), leaving out non-significant ghost results. 



The second type of reporting bias is publication bias (i.e., the file drawer problem: papers with 

significant results are more likely to be published than papers with non-significant results).  

Ghost results. When ghost results are encountered, we unequivocally recommend 

inclusion of all results, not just those reported in detail. Although we identified widespread 

selective reporting in the literature, we found that including ghost results had minimal impact on 

the meta-analytic results here. This may be because ghost results were calculated based on the 

available distribution of non-significant results that were reported in detail, which may represent 

only a subset of the range of non-significant results that authors actually obtained.  For example, 

authors may be more likely to report in detail non-significant results that are in the expected 

direction but only reach marginal significance, and they may be less likely to report in detail 

non-significant negative correlations because they do not conform to hypotheses. An alternative 

possibility is that ghost results tend to have a limited true impact (Head et al. 2015), but also see 

(Bishop and Thompson 2016; Friese and Frankenbach 2020) and the next section. Regardless, 

ghost results indicate a substantial research quality issue in the relevant literature.  

Publication bias. Papers with significant results, and thus effects with greater 

magnitudes, are more likely to be submitted and accepted for publication compared to papers 

with non-significant results (Rosenthal 1979; Ferguson and Heene 2012). Our systematic review 

had some coverage of the unpublished or grey literature, technical reports and conference papers 

found using DTIC and Google Scholar (see Appendix D). Still, this is a potential limitation 

because pervasive publication bias may drastically change meta-analytic results (Carter and 

McCullough 2014; Ferguson 2015). 

Another limitation is that we were unable to implement the standard techniques in meta-

analysis for evaluating and adjusting for publication bias (Carter et al. 2019); these techniques 



have limited power with multivariate/repeated effects (Rodgers and Pustejovsky 2020). Even 

with independent effects, adjusting for publication bias is problematic with non-trivial 

heterogeneity (Carter et al. 2019).  

Between-participants versus within-participants 

All results we included here evaluated correlations between-participants, either averaged 

across participants or separate analysis of each SA-performance pairing. A handful of papers did 

evaluate relationships for SA-performance within-participants, but results were varied (Loft et al. 

2018; O’Hagan et al. 2019; Strybel et al. 2009). We were unable to include the small number of 

within-participant results because the output of multilevel models could not be converted to 

correlation coefficients or the results were overfit. It is possible the within-individual 

relationship(s) for SA and performance could meaningfully differ from the between-individual 

relationships (Bakdash and Marusich 2017; Fisher, Medaglia, and Jeronimus 2018; Molenaar 

and Campbell 2009). To evaluate patterns within-individuals, we recommend using repeated 

measures correlation (Bakdash and Marusich 2017) and/or multilevel modelling which can 

evaluate patterns between- and within-individuals simultaneously (Aarts et al. 2014; Gelman, 

Hill, and Yajima 2012). For multilevel modelling, sharing raw data will likely be necessary for 

meta-analysis.  

Overfitting 

We identified numerous papers with overfit results (26 papers with all results overfit and 

3 papers with partial overfitting), erroneously treating repeated measures from individuals as 

independent in their analyses, for details see (Bakdash, Marusich, Cox, et al., 2021a). This 

indicates that overfitting was common in the literature relevant to this meta-analysis. Although 

we had to exclude a substantial amount of relevant work here, previous work with a smaller and 



largely different dataset of papers that included overfit results as-reported produced similar 

results (Bakdash, Marusich, Kenworthy, et al. 2020). Nevertheless, as with ghost results, 

overfitting is a pervasive research quality problem. There are multiple ways to avoid overfitting, 

including averaging and separate analyses as well as techniques described in the previous 

paragraph.  

Conclusion 

We have shown that there is a substantial disconnect between SA’s compelling descriptive and 

theoretical strength and its weak and highly varied meta-analytic quantitative validity for 

performance. Despite several caveats associated with the included literature (e.g., limited sample 

sizes and thus low power, selection/reporting bias, and varying design and research quality), 

meta-analysis still provides the best available estimate for true effects (Button et al. 2013). This 

is not the first time that meta-analytic results diverged from narrative literature reviews and 

qualitative interpretations of empirical research (Mann 1994) as well as expert opinion (Mann 

1990).   

SA has enormous breadth: it combines a theory with a construct indicated by multiple 

measures to assess a process/state, a method for improving training and system design, and a 

desired end-goal. As a description, SA has undeniable intuitive appeal. It is perhaps the most 

succinct term for describing the combination of human cognition, task performance, and human 

interaction with systems in complex environments (Byrne 2015; Jones 2015). Yet, the 

descriptive appeal and breadth of SA may also make it ‘too neat’ and ‘too holistic’ (Billings 

1996). Face validity is the weakest type of construct validity (Drost 2011).  

Two recent meta-analyses also found that other intuitive psychological constructs fell 

short of their high face validity and respective theoretical claims. First, mindsets (i.e., beliefs that 



abilities, such as intelligence, can grow with effort) generally had much weaker effects on 

academic performance compared to typical effect sizes in other educational interventions (Sisk et 

al. 2018). Second, grit (i.e., high perseverance and resilience toward goals) was a weak and also 

a non-unique predictor of academic performance; moreover, grit also lacked a theoretically 

posited higher-order structure accounting for other personality traits (Credé, Tynan, and Harms 

2017).   

Paralleling the strong face validity of SA for performance, usability preferences (such as 

beliefs, predispositions, and satisfaction for using particular products or systems) also have high 

face validity with task performance (Nielsen and Levy 1994). However, preferences and 

performance can be dissociable and thus conflict, so preferences should never be assessed alone 

as a proxy for performance in usability research (Andre and Wickens 1995; Nielsen and Levy 

1994). Likewise, we strongly caution against using measures of SA alone as a proxy or surrogate 

variable for inferring performance (and vice versa), especially if actual performance can be 

measured, which is not always possible for real-world tasks. Similarly, interventions designed to 

improve SA may not necessarily translate to meaningful improvements in performance. 

Given the meta-analytic results, we instead recommend alternative approaches for 

assessing and improving real-world performance — for example, investigating all relevant 

systems for people, technology, and the environment: individual, team, and organization-levels, 

tasks and outcomes, technological systems, and the work environment. Such broader system 

approaches and frameworks include the Swiss cheese model of human error with potential 

hazards and using preventive defences as barriers (Reason 1990), distributed cognition (Hutchins 

1995), distributed situation awareness (Stanton, Salmon, and Walker 2015), socio-technical 



systems (Perrow 2011) and natural systems (Durso and Drews 2010), and task-technology fit to 

appropriately match tasks and technology together (Goodhue and Thompson, 1995).  
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Preprint version 7: Updates to supplemental material, May 2022 

• There were three errors for calculations with detailed effects only, Appendix F: 

i. Fixed the last column for detailed effects in Table F5: R object = table.ns and file 

= results/TabF5_ghosts_no_ghosts.csv 

ii. Fixed meta-analytic mean for detailed effects in Figure F4: R object = plot.detailed, file 

= results/FigF4_detailed.pdf) 

iii. Fixed the prop of detailed effects below in Table F6: files 

= results/props.det.RDS and results/TabF6_props_detailed.csv 

• Refactored proportion estimates using the clustering (cluster.name = .) now implemented in prop_stronger(). Huge 

improvements to runtime, so bootstrapping is always run now. Proportions are similar to the previous 

implementation but new confidence intervals are wider. 

• OSF version: All results generated at run-time now saved in /results. This is now consistent with the Code Ocean 

version. 
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Appendix A: PRISMA Checklist 

Table A1. PRISMA checklist. This table contains the location and a summary of information for each PRIMSA checklist item. Source 

of checklist:  Moher D, Liberati A, Tetzlaff J, Altman DG, The PRISMA Group (2009). Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses: The PRISMA Statement. PLoS Med 6(7): e1000097. doi:10.1371/journal.pmed1000097 For more 

information, visit: www.prisma-statement.org. 

 

Section/topic  # Checklist item  Reported on page #  

TITLE   

Title  1 Identify the report as a systematic review, meta-analysis, or 
both.  

First page. This work was only identified 
as a meta-analysis in title. Both were 
stated in the Introduction. 

ABSTRACT   

Structured summary  2 Provide a structured summary including, as applicable: 
background; objectives; data sources; study eligibility 
criteria, participants, and interventions; study appraisal and 
synthesis methods; results; limitations; conclusions and 
implications of key findings; systematic review registration 
number.  

First page. The abstract includes the 
background, objectives, method, results, 
implications, and conclusion.  

The systematic review and analyses 
were not pre-registered.  

INTRODUCTION   

Rationale  3 Describe the rationale for the review in the context of what 
is already known.  

Introduction of the paper.  

Objectives  4 Provide an explicit statement of questions being addressed 
with reference to participants, interventions, comparisons, 
outcomes, and study design (PICOS).  

Introduction. General statement about 
outcome measures (associations among 
SA and performance measures). We 
considered the Problem and Outcomes, 
but not the other elements of PICOS, 
they were not applicable here because 

http://www.prisma-statement.org/


Section/topic  # Checklist item  Reported on page #  

this is not a systematic review/meta-
analysis of clinical research. PICOS is 
Patient/Population/Problem, Intervention, 
Comparison, Outcomes, and Study 
Design. 

METHODS   

Protocol and registration  5 Indicate if a review protocol exists, if and where it can be 
accessed (e.g., Web address), and, if available, provide 
registration information including registration number.  

Methods.  

See online materials for the abstract 
review guide. We did not pre-register a 
protocol.  

Eligibility criteria  6 Specify study characteristics (e.g., PICOS, length of follow-

up) and report characteristics (e.g., years considered, 
language, publication status) used as criteria for eligibility, 
giving rationale.  

Characteristics, eligibility, and rationale 
are described in the Introduction and 
Methods, also see Appendix C.  

Information sources  7 Describe all information sources (e.g., databases with 
dates of coverage, contact with study authors to identify 
additional studies) in the search and date last searched.  

Information sources described in 
Appendix C. See online materials 
(Systematic Review folder). Dates of 
coverage were anytime to Jan 2020.  

 

We contacted two authors from one 
paper requesting raw correlations (the 
paper only reported significant 
correlations following Bonferroni 
corrections). The authors did not have 
access to the results at that time.   

 

See online materials (Bakdash, 
Marusich, Cox et al. 2021a) for search 
dates.  



Section/topic  # Checklist item  Reported on page #  

Search  8 Present full electronic search strategy for at least one 
database, including any limits used, such that it could be 
repeated.  

Methods and online materials (includes 
exported references at every stage of 
the systematic review), also see 
Appendix C and Bakdash, Marusich, 
Cox et al. (2021a). 

Study selection  9 State the process for selecting studies (i.e., screening, 
eligibility, included in systematic review, and, if applicable, 
included in the meta-analysis).  

Methods and Appendix C.  

Data collection process  10 Describe method of data extraction from reports (e.g., 
piloted forms, independently, in duplicate) and any 
processes for obtaining and confirming data from 
investigators.  

Methods and Appendix C.    

Data items  11 List and define all variables for which data were sought 
(e.g., PICOS, funding sources) and any assumptions and 
simplifications made.  

Methods, Appendix C, and comments in 
the data files and code for judgment calls 
on included/excluded results. For 
example, in Gugerty (1997) we only 
included correlations by experiments 1-3 
and did not include the correlations 
combining all three experiments.  

Risk of bias in individual 
studies  

12 Describe methods used for assessing risk of bias of 
individual studies (including specification of whether this 
was done at the study or outcome level), and how this 
information is to be used in any data synthesis.  

Methods. We attempted to mitigate 
reporting bias by including ghost results. 
We also excluded detected overfit 
results.  

Summary measures  13 State the principal summary measures (e.g., risk ratio, 
difference in means).  

Methods. The principal summary 
measure was a Pearson correlation 
coefficient. When possible, other effects 
were converted to a Pearson correlation. 

Synthesis of results  14 Describe the methods of handling data and combining 
results of studies, if done, including measures of 
consistency (e.g., I2) for each meta-analysis.  

Results and Appendix F for alternative 
models. Both meta-analytic 
inconsistency and heterogeneity were 



Section/topic  # Checklist item  Reported on page #  

estimated. 

 

Heterogeneity was also estimated for 
other models in Appendix F.  

Risk of bias across 
studies  

15 Specify any assessment of risk of bias that may affect the 
cumulative evidence (e.g., publication bias, selective 
reporting within studies).  

Methods. The only assessments of bias 
were ghost and overfit results.  

Additional analyses  16 Describe methods of additional analyses (e.g., sensitivity or 
subgroup analyses, meta-regression), if done, indicating 
which were pre-specified.  

Methods and Appendix F. All analyses in 
Appendix F were pre-planned except for 
non-expert vs. expert participants, 
objective vs. subjective SA, and the text 
search for confounds and other factors. 
These three analyses were performed 
following comments and suggestions 
from reviewers.   

RESULTS   

Study selection  17 Give numbers of studies screened, assessed for eligibility, 
and included in the review, with reasons for exclusions at 
each stage, ideally with a flow diagram.  

Methods and Appendix C.   

Study characteristics  18 For each study, present characteristics for which data were 
extracted (e.g., study size, PICOS, follow-up period) and 
provide the citations.  

Methods and Appendix D. 

Risk of bias within studies  19 Present data on risk of bias of each study and, if available, 
any outcome level assessment (see item 12).  

Methods and Appendix F. We only 
performed aggregate analyses of the 
number of effects and papers with ghost 
results.  

Results of individual 
studies  

20 For all outcomes considered (benefits or harms), present, 
for each study: (a) simple summary data for each 
intervention group (b) effect estimates and confidence 
intervals, ideally with a forest plot.  

Results and Appendix F. We do not 
present results by paper because of the 
ghost results and because a by-paper 
model cannot be fit with CRVE.  



Section/topic  # Checklist item  Reported on page #  

Synthesis of results  21 Present results of each meta-analysis done, including 
confidence intervals and measures of consistency.  

Results and Appendix F.  

In the paper, the forest plots include 
mean effects with confidence intervals 
and a prediction interval. We also show 
raincloud plots and analyze proportions 
of effects below three key thresholds.  

Risk of bias across 
studies  

22 Present results of any assessment of risk of bias across 
studies (see Item 15).  

Methods and Appendix F (ghost results 
and overfitting)  

Additional analysis  23 Give results of additional analyses, if done (e.g., sensitivity 
or subgroup analyses, meta-regression [see Item 16]).  

Appendix F: Multiple sensitivity analysis 
and other analyses. Results were 
generally robust across all analyses.  

 

Bakdash, Marusich, Cox et al. (2021a; 
2021b) contain a few additional analyses 
not reported in the supplemental 
material.  

DISCUSSION   

Summary of evidence  24 Summarize the main findings including the strength of 
evidence for each main outcome; consider their relevance 
to key groups (e.g., healthcare providers, users, and policy 
makers).  

Discussion and Conclusion.  

Limitations  25 Discuss limitations at study and outcome level (e.g., risk of 
bias), and at review-level (e.g., incomplete retrieval of 
identified research, reporting bias).  

Methods, Discussion, Conclusion, and 
Appendix F.  

Conclusions  26 Provide a general interpretation of the results in the context 
of other evidence, and implications for future research.  

Discussion and Conclusion. 

FUNDING   



Section/topic  # Checklist item  Reported on page #  

Funding  27 Describe sources of funding for the systematic review and 
other support (e.g., supply of data); role of funders for the 
systematic review.  

N/A. The authors have no conflict of 
interest for funding or other sources of 
support.  
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Appendix C: Additional Information about the Systematic Review and Coding 

Databases and search terms used 

Table C1. Details about systematic review searches. Note the specific indices available can vary for some databases depending on the 

institutional subscription.  The first two authors discovered this inadvertently after getting a different number of items for identical 

searches from what they thought were the same databases. 

 

Database Number of 

Documents 

Search Terms Used Indices Comments                                                

(filenames are italicized) 

SCOPUS 

via UT 

Dallas 

956 ( (ALL ( "situation* awareness" )  AND  ( 

performance  OR  decision* ) )  AND  ( ( ( 

association  OR  regression  OR  link  OR  

correlation  OR  validity ) ) )  AND  ( ( 

participant  OR  user  OR  cognitive  OR  

cognition  OR  behavior  OR  behavioral  OR  

"human factors"  OR  psychology  OR  

experiment  OR  study ) ) )  AND  ( ( spam  

OR  sagat  OR  sabars  OR  sart  OR  mars  

OR  sars  OR  "subject matter expert"  OR  

observer  OR  "*confidence"  OR  cars ) )  

AND  TITLE-ABS-KEY-AUTH ( 

"situation* awareness" )  AND  ( LIMIT-TO 

( LANGUAGE ,  "English" ) ) 

N/A scopus.ris 

 

Manually fixed errors when this file was 

imported into Zotero.  



Database Number of 

Documents 

Search Terms Used Indices Comments                                                

(filenames are italicized) 

SAGE 

 

 

 

 

 

 

360 for [All "situation* awareness"] AND 

[[All "performance"] OR [All "decision*"]] 

AND [[All "correlation"] OR 

[All "regression"] OR [All "link"] OR 

[All "association"] OR [All "validity"]] AND 

[Abstract "situation* awareness"] 

N/A SAGE_abstract_p1.ris 

SAGE_abstract_p2.ris 

SAGE_abstract_p3.ris 

SAGE_abstract_p4.ris 

 149 for [All "situation* awareness"] AND 

[[All "performance"] OR [All "decision*"]] 

AND [[All "correlation"] OR 

[All "regression"] OR [All "link"] OR 

[All "association"] OR [All "validity"]] AND 

[[All "spam"] OR [All "sagat"]] 

N/A SAGE_no_abs_p1.ris 

SAGE_no_abs_p2.ris 

 

SAGE was primarily used to search HFES 

conference proceeding papers. 

PsycINFO 711 TX "situation* awareness" AND ( 

TX(decision* OR performance) ) 

N/A PsycINFO Part2.ris 

 119 AB("situation* awareness") AND ( 

TX(association OR regression OR link OR 

correlation OR validity) ) 

N/A PsycINFO Part1.ris 



Database Number of 

Documents 

Search Terms Used Indices Comments                                                

(filenames are italicized) 

Web of 

Science 

via UT 

Arlington 

517 (ALL=("situation* 

awareness") AND ALL=("performance" OR 

"decision*") AND ALL=("association" OR 

"regression" OR "link" OR "correlation" OR 

"validity")) AND LANGUAGE: (English) 

Indexes=SCI-

EXPANDED, 

SSCI, 

A&HCI, 

CPCI-S, 

CPCI-SSH, 

BKCI-S, 

BKCI-SSH, 

ESCI, CCR-

EXPANDED, 

IC 

Timespan=All 

years 

WoS_savedrecs_517_Part1_full_record.bib 

WoS_savedrecs_517_Part2_full_record.bib 

  

281 

 

(ALL=("situation* 

awareness") AND ALL=("performance" OR 

"decision*") AND ALL=("SPAM" OR 

"SAGAT" OR "SABARS" OR "SART" OR 

"MARS" OR "subject matter expert" OR 

"observer" OR "confidence" OR "CARS")) 

AND LANGUAGE: (English) 

 

Indexes=SCI-

EXPANDED, 

SSCI, 

A&HCI, 

CPCI-S, 

CPCI-SSH, 

BKCI-S, 

BKCI-SSH, 

ESCI, CCR-

EXPANDED, 

IC 

Timespan=All 

years 

 

WoS_savedrecs_281_full_record.bib 



Database Number of 

Documents 

Search Terms Used Indices Comments                                                

(filenames are italicized) 

 46 CF=("Applied Human Factors and 

Ergonomics") AND ALL=("situation* 

awareness") AND ALL=("performance" OR 

"decision*")  

 WoS_savedrecs_46_AHFE.bib 

Relevant AHFE papers that should have 

appeared in the two previous two searches did 

not. This may have been a bug at the time the 

searches were run. 

Google 

Scholar 

via 

Publish or 

Perish 

300 "situation awareness" AND (decision OR 

performance) AND (regression OR 

correlation) 

 GS search 1 PoPCites.bib 

 

300 "situation awareness" AND (SPAM OR 

SAGAT OR MARS OR SABARS OR 

SART) 

 GS search 2 PoPCites.bib 

 

These two searches were performed while 

connected to a Virtual Private Network (VPN) 

to avoid customized search recommendations.   

DTIC 789 ("situation* awareness" AND "performance" 

AND "decision*")  AND (SPAM OR 

SAGAT OR SART OR SABARS OR 

"mission awareness rating scale" OR 

"situation awareness rating scales") AND 

(association  OR  regression  OR  link  OR  

correlation  OR  validity) 

 DTIC_search.csv 

 

Publicly available documents only (distribution 

unlimited).  

 



An earlier preprint of this work (Bakdash et al. 2020, version 2) and Endsley (2019) were 

used to check and refine the coverage of the searches for the current systematic review. In total, 

these searches produced 5,312 documents for potential inclusion in the meta-analysis. An 

additional 2 documents were obtained from citation tracing, for a total of 5,314. An initial review 

for duplicates reduced this number to 3,128 documents, which then underwent abstract review by 

three or more raters. 

Abstract review 

Raters coded each abstract as ‘exclude, ‘include’, or ‘maybe,' based on several rules of 
thumb. For example, abstracts indicating non-empirical work (e.g. literature review, simulated 

data), analysis of exclusively team-level data, or with no mention of SA in the title or abstract 

were excluded. Abstracts that explicitly mentioned quantitative measurement of both SA and 

performance were generally included. Those abstracts that mentioned SA and performance with 

no statement that both were quantitatively analyzed, and those that were otherwise difficult to 

code, were typically coded as ‘maybe.’ 

Full-text review 

The full-text for each of the 628 papers that passed abstract screening was reviewed by 

two or more raters using the following codes: 

 

0: exclude (see Table C2 below for detailed exclusion reasons) 

1: include – new, a paper not found in the earlier preprint (Bakdash et al. 2020) 

2: include – previously included (a paper included in the earlier preprint) 

3: not sure, need to discuss 

4: exclude – overfit model (results obtained from treating repeated measures data as 

independent)  

 

Disagreements among raters, or papers coded as ‘3,’ were resolved in discussion on a separate 

consensus sheet. All such disagreements were able to be resolved. In one instance, a single 

document with conference proceedings contained one paper that met inclusion criteria and 

multiple others that did not; in this case, the entire document was coded as an include. 

 

A total of 77 documents were included in the final meta-analysis. Of those documents, 32 

were included in the previous preprint and 45 were new additions. The total number of 

documents included here was substantially higher than both the earlier preprint (Bakdash et al. 

2020) of this paper and Endsley (2019): respectively, approximately double and 70% more 

papers. This shows the two prior systematic reviews did not adequately cover the relevant 

literature. Table C2 describes the detailed exclusion reasons for the remaining 551 documents 

(note that some documents met multiple exclusion criteria; for simplicity, only the first reason 

was used to construct the table). 

 

 



Table C2. Detailed Exclusion Reasons. Number of papers for each exclusion reason and an 

example for each one.  

 

Exclusion Reason 

Literature Search: 

Number of Papers Example 

1) No association for SA and 

performance reported 

290 Separate analyses of SA and 

performance (Marusich et al. 2016) 

2) No measure of task 

performance in an experiment 

67 Scores of elite fighter pilots on a test 

of stress, situational awareness, and 

cognitive ability (e.g., working 

memory capacity; O’Hare 1997) 

3) SA is a label for performance 

or no measure of SA 

56 Assessing SA using simulated flight 

performance (Andre, Wickens, and 

Moorman 1991); note this paper was 

published before clear distinctions 

were made between SA and 

performance 

4) Theoretical, conceptual, or 

narrative review; simulated data 

49 Narrative literature review of SA and 

other human factors constructs 

(Parasuraman, Sheridan, and 

Wickens 2008) 

5) Teams 23 SA and performance in teams of 

pilots in simulated air combat 

(Endsley 1990) 

6) Thesis, dissertation, book 

chapter, or book 

2 Book chapter on expertise and SA 

(Endsley 2006) 

7) Could not be found 1 The abstract suggested possible 

inclusion, but the full-text document 

could not be found through inter-

library loan (Montano, McDermid, 

and Cairns 2011) 

8) Statistical 

a) Overfitting 

 

 

 

 

 

 

 

26 

 

 

 

 

 

 

 

Repeated measures of SA and 

performance by participant were 

incorrectly modeled as independent. 

For example, Strybel et al. (2008) 

reports a sample size of N = 13 but 

correlations with more than 50 

degrees of freedom  



Exclusion Reason 

Literature Search: 

Number of Papers Example 

b) Could not calculate 

correlation from 

statistics 

6 No inferential statistics reported 

(Georg et al. 2018) 

9) Not written in English 

 

8 

 

Critical portions of the results were 

written in a foreign language, 

impeding raters’ ability to identify 
and code relevant effects (Jung and 

Myung 2008) 

10) Duplicate 

 

 

23 

 

Paper used identical data/results to 

another paper found in the review 

(Zhang, Kaber, and Hsiang 2008) 

Total 551   

SA assessment methods  

In addition to coding SA Measures in each paper, we also coded the SA Assessment 

Method that each paper used, see Table C3 below. These methods are categorical labels for how 

SA was assessed. They include the same data (papers and their effects) as the breakdown by SA 

measure in Table 2 in the paper. As was the case for Table 2 in the paper, because some papers 

used multiple SA measures they also had multiple assessment methods (also see Table D1). 

Thus, a single paper can also be represented in Table C3 below multiple times. 

Table C3. Assessment methods for SA measures. This includes the typical SA measure for each 

assessment method and the median sample size, number of papers, and number of effects for 

each assessment method.   

 

Assessment 

Method 

Typical 

SA Measure 

Median Sample 

Size (N) 

Number of 

Papers 

Number of 

Effects (k) 

Freeze probe SAGAT, General 

Knowledge, 

Other 

20 35 171 

Observer rating SABARS, 

MARS, SARS 

15.5 5 24 

Post-trial probe Explicit Recall, 

General 

Knowledge, 

SAGAT 

24 16 122 



Assessment 

Method 

Typical 

SA Measure 

Median Sample 

Size (N) 

Number of 

Papers 

Number of 

Effects (k) 

Post-trial self-rating SART, MARS, 

Other 

23 30 155 

 

Real-time probe SPAM, General 

Knowledge, 

Other 

21 19 206 

 

  



Appendix D: References and Summary for Papers included in the Meta-analysis  

References for 77 papers included in the meta-analysis are shown below. Unindexed papers (i.e., 

papers found only in Google Scholar or DTIC) are denoted by *; this includes technical reports 

and conference papers. Note two technical reports (Bowden and Loft 2013; Durso, Hackworth, 

and Truitt 1999) were also published as journal articles (Loft et al. 2015; Durso et al. 1998), 

respectively.  
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Table D1 shows summary information for included papers.  

 

Table D1. Summary information for included literature by paper/experiment. This table includes the author and year of each included  

paper/experiment and additional summary information (sample size, sample size from statistics, number of effects, number of SA  

measures, and SA measure type(s).   
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Rose  2018 26 26 1 1 Other 

Salmon 2009 20 20 8 2 SART, SAGAT 

Saus 2006 40 40 32 2 SARS, SABARS 

Saus 2012 36 36 2 1 SARS 

Schuster 2012 53 53 2 2 SPAM, SART 

Selcon 1990 12 12 3 1 SART 

Sollenberger 1995a 16 16 58 2 Explicit Recall, Direct-SR 

Sollenberger                          

(same data as above ref) 1995b 16 16 58 2 Explicit Recall, Direct-SR 

Stanners 2005 24 24 2 1 SAGAT 

Strater 2001 14 14 21 3 SABARS, SAGAT, Other 

Strybel 2008 13 13 2 1 SPAM 

Sulistyawati 2010 16 16 5 2 SAGAT, Other 

Sulistyawati and Chui 

(same data as above ref) 2010 16 16 5 2 SAGAT, Other 

Taylor 1995 12 12 6 1 SART 



Author Year Median N 

Median N 

from 

Statistics 

Number of 

Repeated 

Measures 

(k) 

Number of 

SA Measures SA Measure Type(s) 

Valentine 2007 16 14 9 2 SAGAT, Other 

Venturino 1990 16 16 4 2 Direct-SR, Other 

Visser 2019 180 180 4 2 SPAM, SART 

Wijayanto 2016 12 12 3 1 SAGAT 

Wojtusch 2019 28 28 3 1 SART 

Yang et al.  2011 13 13 3 1 SART 

 



Appendix E: Dataset Characteristics 

The median sample size from statistics for ‘papers’ (unique experiments or datasets) was 

N = 30.00 and the mean was N = 41.85: See Figure E1.  

 

Figure E1. Sample size by dataset. The x-axis is the sample size based on statistics for each 

dataset and the y-axis the number of datasets. Each tick mark above the x-axis represents the 

sample size for each dataset. The vertical blue line is the median sample size and the dark grey 

line is the mean. 

 
 

Most datasets (64 out of 79) assessed situation awareness (SA) and performance more 

than once (Figure E2). The median number of assessments of SA and performance per dataset 

was k = 4.00 and the mean was k = 8.58.  

 

  



Figure E2. Number of effects by dataset. The x-axis is the number of repeated measures for each 

dataset, and the y-axis shows the number of datasets. Each tick mark above the x-axis represents 

the number of repeated measures for each dataset. The vertical blue line is the median sample 

size and the dark grey line is the mean. 

 

 
  



Appendix F: Additional Analyses  

SA assessment methods  

Figure F1 shows a forest plot of the results of a meta-analysis using SA assessment 

methods (i.e., how SA was assessed). This model uses the same data as the SA measures meta-

analytic model presented previously in the paper, but instead has SA assessment methods as a 

moderator instead of labels for SA measures. All five SA assessment methods had mean effects 

significantly greater than zero, approximately small to medium in magnitude.  

 

Figure F1. Forest plot of SA assessment methods and performance. Symbols are the same as 

Figure 4 in the paper. 

 

Meta-Analytic Means: Post-Hoc Comparisons 

  

We also performed exploratory post-hoc comparisons among meta-analytic means, both 

by SA measure and SA assessment methods (Tables F1 and F2, respectively), using Tukey’s 
Honestly Significant Difference with a False Discovery Rate adjustment. There were a large 

number of comparisons with 45 by SA measure and 10 by SA assessment.  



There were some significant differences among meta-analytic means by SA measure and 

one for assessment method. However, there were no discernible patterns that particular SA 

measures, or assessment methods, consistently had significantly higher or lower means in these 

comparisons. Consequently, the results do not clearly show specific SA measures or assessment 

methods that regularly have statistically higher mean correlations with performance than other 

ones.   

 

Table F1. SA measures post-hoc comparisons. The estimate is the difference between the two 

effect sizes, SE is the pooled standard error, and the Z-value and p-value are the inferential 

results.  

 

Comparison Estimate SE Z-value p-value 

Explicit Recall - Direct-SR -0.15 0.01 -17.07 < 0.001 

General Know. - Direct-SR -0.16 0.07 -2.28 0.12 

MARS - Direct-SR -0.19 0.17 -1.09 0.54 

SABARS - Direct-SR -0.07 0.09 -0.79 0.62 

SAGAT - Direct-SR -0.08 0.07 -1.23 0.51 

SARS - Direct-SR -0.04 0.09 -0.49 0.74 

SART - Direct-SR -0.22 0.07 -3.30 < 0.01 

SPAM - Direct-SR -0.09 0.07 -1.32 0.49 

Other - Direct-SR 0.06 0.05 1.20 0.51 

General Know. - Explicit Recall -0.01 0.08 -0.18 0.90 

MARS - Explicit Recall -0.04 0.17 -0.23 0.90 

SABARS - Explicit Recall 0.07 0.10 0.77 0.62 

SAGAT - Explicit Recall 0.07 0.07 0.91 0.58 

SARS - Explicit Recall 0.10 0.09 1.14 0.52 

SART - Explicit Recall -0.07 0.07 -1.00 0.55 

SPAM - Explicit Recall 0.06 0.07 0.81 0.62 

Other - Explicit Recall 0.20 0.05 4.30 < 0.001 

MARS - General Know. -0.03 0.17 -0.15 0.90 

SABARS - General Know. 0.09 0.09 1.02 0.55 

SAGAT - General Know. 0.08 0.05 1.52 0.44 

SARS - General Know. 0.12 0.08 1.46 0.44 

SART - General Know. -0.06 0.05 -1.06 0.54 

SPAM - General Know. 0.07 0.06 1.28 0.50 

Other - General Know. 0.22 0.10 2.24 0.12 



Comparison Estimate SE Z-value p-value 

SABARS - MARS 0.11 0.16 0.70 0.66 

SAGAT - MARS 0.11 0.17 0.62 0.70 

SARS - MARS 0.14 0.16 0.89 0.58 

SART - MARS -0.03 0.17 -0.19 0.90 

SPAM - MARS 0.10 0.17 0.58 0.70 

Other - MARS 0.24 0.18 1.32 0.49 

SAGAT - SABARS -0.01 0.08 -0.12 0.91 

SARS - SABARS 0.03 0.02 1.90 0.26 

SART - SABARS -0.15 0.08 -1.81 0.29 

SPAM - SABARS -0.02 0.08 -0.20 0.90 

Other - SABARS 0.13 0.11 1.14 0.52 

SARS - SAGAT 0.04 0.07 0.54 0.72 

SART - SAGAT -0.14 0.04 -3.62 < 0.01 

SPAM - SAGAT -0.01 0.04 -0.17 0.90 

Other - SAGAT 0.14 0.10 1.45 0.44 

SART - SARS -0.18 0.08 -2.35 0.12 

SPAM - SARS -0.05 0.08 -0.61 0.70 

Other - SARS 0.10 0.11 0.91 0.58 

SPAM - SART 0.13 0.03 4.68 < 0.001 

Other - SART 0.28 0.09 2.91 0.03 

Other - SPAM 0.15 0.10 1.52 0.44 

 

  



Table F2. SA assessment techniques post-hoc comparisons. The estimate is the difference 

between the two effect sizes, SE is the pooled standard error, and the Z-value and p-value are the 

inferential results. 

 

Comparison Estimate SE Z-value p-value 

Observer Rating - Freeze Probe -0.01 0.09 -0.06 0.95 

Post-trial Probe - Freeze Probe -0.09 0.06 -1.54 0.31 

Post-trial Self-rating - Freeze Probe -0.09 0.04 -1.97 0.16 

Real-time Probe - Freeze Probe 0.05 0.05 0.97 0.55 

Post-trial Probe - Observer Rating -0.09 0.1 -0.87 0.55 

Post-trial Self-rating - Observer Rating -0.08 0.08 -1.04 0.55 

Real-time Probe - Observer Rating 0.05 0.09 0.61 0.68 

Post-trial Self-rating - Post-trial Probe 0.01 0.06 0.09 0.95 

Real-time Probe - Post-trial Probe 0.14 0.05 2.72 0.03 

Real-time Probe - Post-trial Self-rating 0.13 0.03 4.68 < 0.001 

 

Sensitivity Analyses: CRVE Estimator, Correlation in Sampling Error, and 

Alternative Calculations for Ghost Results  

To evaluate robustness of meta-analytic results under different assumptions, we 

conducted three sensitivity analyses. In general, the results appear to be robust: under varying 

assumptions results did not meaningfully change.    

First, we assessed an alternative CRVE estimator, for the SA measures meta-analytic 

model, the CR2 estimator using the R package clubSandwich (Pustejovsky 2017); see Table F4. 

The CR2 estimator is recommended for unbalanced moderators (which we have here, see Table 

2 in the paper; e.g., there were 170 effect sizes for SAGAT but only 30 effect sizes for MARS) 

and small sample sizes (Pustejovsky and Tipton 2018); also see Appendix E.  

With the CR2 estimator, SA measures sometimes had slightly larger p-values than the 

previously presented model using the CR1p estimator; although, critically, significance for the 

overall mean did not change. The two different calculations for CR2 Satterthwaite and 

Saddlepoint p-values produced similar results. This is important because the CR2 estimator had 

insufficient degrees of freedom (< 4) for some SA measures, so the Satterthwaite p-values should 

be interpreted with caution.  

  



Table F3. CRVE Adjustments and p-values for the overall effect size. We compare no CRVE 

adjustment to CR1p and two CR2 adjustment methods. This sensitivity analysis uses the same 

data reported in the main paper, it includes the draw of ghost results.  

 

CRVE 

Adjustment: 

 

None 

 

CR1p 

  

CR2 

 

SA Measure 

 

p-value 

 

p-value 

Satterthwaite 

p-value 

Saddlepoint 

p-value 

Degrees of 

Freedom 

Direct-SR < 0.001 < 0.001 0.03 < 0.01 1.67 

Explicit Recall < 0.01 < 0.001 0.01 < 0.01 5.36 

General 

Know. 

< 0.001 < 0.001 < 0.01 < 0.001 8.38 

MARS 0.05 0.25 0.36 0.36 3.10 

SABARS  < 0.01 < 0.001 < 0.05 0.04 2.68 

SAGAT < 0.001 < 0.001 < 0.001 < 0.001 33.16 

SARS < 0.01 < 0.001 < 0.05 0.03 2.24 

SART < 0.001 < 0.001 < 0.001 < 0.001 14.47 

SPAM < 0.001 < 0.001 < 0.001 < 0.001 12.54 

Other < 0.001 < 0.001 < 0.001 < 0.001 12.13 

Overall  < 0.001 < 0.001 < 0.001 < 0.001 70.18 

 

Second, we compared different fixed values for the sampling error correlation (Table F4). 

This sensitivity analysis follows the recommendation by Hedges, Tipton, and Johnson (2010). 

The analysis shows the correlation in sampling error had minimal impact on estimates for the 

overall effect size and total heterogeneity. In addition, we estimated two key meta-analytic 

parameters (the overall effect size and total heterogeneity) using both metafor and also the 

robumeta R package (Fisher and Tipton 2015). The two packages use both different estimation 

methods and different weights, but produced fairly similar results here.



Table F4. Overall meta-analytic effects sizes for different sampling error correlations. For brevity, we do not present confidence 

intervals here. The overall effect size heterogeneity (�̂�) is a standard deviation expressed as an r value. *Estimated parameters for rho 

= 1.00 could not be calculated using metafor, so rho = 0.99 was used instead. This sensitivity analysis uses the same data reported in 

the main paper, it includes the draw of ghost results.  

 

 

 

 

  Sampling Error Correlation 

Model Estimated Parameter rho = 0.00 rho = 0.20 rho = 0.40 rho = 0.60 rho = 0.80 rho = 1.00* 

metafor  Overall effect (r) 0.26 0.26 0.26 0.26 0.26 0.25 

robumeta Overall effect (r) 0.28 0.28 0.28 0.28 0.28 0.28 

metafor  Total heterogeneity (�̂�) 0.21 0.20 0.02 0.21 0.23 0.26 

robumeta Total heterogeneity (�̂�) 0.22 0.22 0.22 0.22 0.22 0.22 



Third, we compared meta-analytic models for different assumptions to calculate ghost 

results, including no ghosts (detailed only), see Table F5. The assumptions were as follows:  

(1) Draw p-values from the distribution of non-significant effects that were reported 

in detail (this is the method described in the main paper). 

 

(2) Assign fixed p-values: Assign non-significant p-values using p = 0.10, 0.50, or 

0.99 (note this produces nonzero effect sizes, with the magnitude dependent on the 

sample size of the corresponding studies). Fixed p-values of 0.10 and 0.99 are 

implausible but provide useful boundary conditions 

 

(3) Sign of correlation:  

 

(a) Ratio: probabilistically choose signs using the same ratio of positive 

(74.79%) and negative (25.21%) signs from the non-significant results that were 

reported in detail (note the probabilities are unlikely to be representative, they are 

likely biased toward effect sizes with positive signs by selective reporting and 

other forms of reporting bias), or  

 

(b) Positive: assume all r value have a positive sign (higher SA is always 

associated with better performance), this again is an unrealistic assumption but 

provides a boundary condition 

 

(4) No ghost results: Only include effects reported in detail. 

 

Most parameter estimates were more or less similar under different assumptions. There 

were minor variations in the magnitude of the overall effect. However, differences in magnitude 

were, at most, approximately a small effect size (r = 0.10) and parameter estimates have 

uncertainty. Heterogeneity estimates were close to comparable across comparisons. Note under 

all plausible assumptions the heterogeneity neared the estimates of the overall mean.   

We again caution that calculating ghost results (for draw and ratio) using the proportion 

of positive to negative non-significant effects reported in detail may be too conservative. This is 

because the ghost results are missing not at random (note this is the worst possible type of 

missing data because there is a probabilistic relationship between the value of the data and its 

omission, see Little and Rubin 2019). Hence, it is plausible the true proportion of selectively 

omitted results has a substantially greater proportion of negative effects than the detailed non-

significant effects.  



Table F5. Overall meta-analytic effects sizes for different assumptions about ghost results and no ghosts. As mentioned in the text, 

some of these assumptions are implausible (e.g., all selectively omitted non-significant effects are positive and/or have a p-value of 

0.10) and used as boundary conditions. For brevity, we do not present confidence intervals here. 

 

 

  

 Ghost Results:  

Ratio   

Ghost Results:  

Positive 

Detailed Effects 

Only (No Ghost 

Results) 

Model 

Estimated 

Parameter 

Draw/Sample p = 0.99 p = 0.50 p = 0.10 p = 0.99 p = 0.50 p = 0.10 ---- 

metafor  Overall effect (r) 0.26 0.24 0.25 0.27 0.24 0.27 0.32 0.24 0.33 

robumeta Overall effect (r) 0.28 0.26 0.27 0.29 0.26 0.29 0.33 0.26 0.35 

metafor  Total 

heterogeneity (�̂�) 0.21 0.22 0.21 0.24 0.22 0.19 0.19 0.22 0.24 

robumeta Total 

heterogeneity (�̂�) 0.22 0.23 0.22 0.24 0.23 0.20 0.19 0.23 0.22 



Visualizations of Proportions of Effects below Key Thresholds: SA Measures and 

Assessment Techniques   

The proportions of effects are visually depicted using raincloud plots in Figures F2 

and F3, for SA measures and assessment methods respectively, relative to three key 

thresholds. No inferential analyses of proportions are reported here because some subsamples 

had too many effects with high variance and/or over dispersed effects to produce stable 

calculations with the default calibration using the prop_stronger function in the MetaUtility R 

package (Mathur, Wang, and VanderWeele, 2019).  

A visual, exploratory examination of Figures F2 and F3 suggests the meta-analytic 

means often measures overestimate (i.e., exceed 50%) the proportion of effects below. A 

clear exception is in Figure F2 where the Explicit Recall and SARS SA measures have most 

effects below their meta-analytic means. Note, for both Figures F2 and F3, the consistent 

patterns with the majority of effects below the typical cognitive psychology effect size and a 

large effect size.  

 



Figure F2. Raincloud plot of individual effects by SA measure. Three different effect size 

thresholds depicted by vertical bars. The interpretation of the individual effects (rain) and the 

clouds (distribution of effects) is the same as Figure 5 in the paper. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Figure F3. Raincloud plot of individual effects by SA assessment. Three different effect size 

thresholds depicted by vertical bars. The interpretation of the individual effects (rain) and the 

clouds (distribution of effects) is the same as Figure 5 in the paper. 

 

 

Proportions for Detailed Effects Only 

 As a boundary condition, we also evaluated proportions for detailed effects only by 

omitting all ghost results (Figure F4 and Table F6). Half About two-thirds of detailed effects 

(5064%) were below their overall mean (r = 0.250.33), in contrast to nearly identical analyses 

of all to all results where thate overall mean (r = 0.26) tended to also overestimated (65%). 

For the second threshold, the proportion below for detailed effects (73%) appeared to be less 

than it was for all effects (86%). However, Ffor the third threshold, the proportion below for 

detailed effects (90%) neared the proportion below was slightly lower than for all effects with 

ghosts (96%).  



Results with detailed effects provide further evidence that SA has limited validity for 

performance. Even under the extreme condition of no ghost results, only 27% of detailed 

effects exceeded typical effect size in cognitive psychology (r = 0.38) with just 10% of 

detailed effects exceeding a large effect (r = 0.50).  

 

Figure F4. Raincloud plot of detailed effects only. Three different effect size thresholds are 

depicted by vertical bars. The interpretation of the individual effects (rain) and the cloud 

(distribution of effects) is the same as Figured 3 and 5 in the paper. 

 

 

 

 

Table F6. Proportions of detailed effects only below three relevant thresholds.  

 

Threshold  

Proportion 

Below (%) 

Lower 

95% CI 

Upper 

95% CI 

Overall Mean: r = 0.25  50.36 64.17 49.83 51 50.85 76 



Typical Cognitive Psychology Effect: r = 0.38 72.70 73.13 72.16 61 73.24 85 

Large effect: r = 0.50 90.36 90.30 89.99 82 90.77 96 

Non-Expert vs. Expert Participants and Objective vs. Subjective SA 

 We ran two additional meta-analytic models (including ghost results): Non-expert vs. 

expert participants and objective vs. subjective SA. Non-experts were defined as not have 

specialized training and/or experience, they were typically undergraduate students. We 

operationalized expert participants as having specialized training and/or experience (e.g., air 

traffic controllers, health care professionals, medical students, nursing students, Soldiers in 

the military, etc). Examples of objective SA include General knowledge, SAGAT, and 

SPAM and examples of subjective SA include CARS, LETSSA, MARS, and SARS; see the 

data dictionary for details.  

 

There was no significant difference in meta-analytic SA-performance associations for 

non-expert vs. expert participants (p = 0.56), see Figure F5. Meta-analytic effects size for 

each were in the upper end of the small range in terms of magnitude and both were similar to 

the overall effect of r = 0.26. 

 

Figure F5. Forest plot of effects for non-experts vs. experts.  

 

 
 

We found objective SA (r = 0.29) had a significantly stronger (p = 0.02) meta-

analytic association with performance than subjective SA (r = 0.21), see Figure F6. 



Nevertheless, the effect size for objective SA only neared a medium effect. Also, subjective 

SA was only 27% of the data (183 out of 678 effects). Thus, the lower pooled effect size for 

subjective SA had only a minor impact on the meta-analytic results. 

 

Figure F6. Forest plot of effects for objective vs. subjective SA measures.  

 

 

Confounds and Other Factors that May Influence Effects 

One reviewer raised the point that: “Conclusions are based on correlations. There 

could be other factors influencing the correlations.” We agree it is possible that results could 

be influenced by other factors, but we did not find strong evidence of confounds in the 

included papers and instead found partial evidence to the contrary. For restriction of range, 

we found a ceiling effect was reported for a total of three variables in two papers. Whereas 

two other papers explicitly assessed and found no evidence SA was statistically confounded 

with other variables.  

 

To search for potential confounds in all 77 included papers, we used the following 

search terms: restriction of range, range restriction, floor, ceiling, confound, covariate, 

moderator, mediator, and hidden. In summary we found (for details see the “PDF text 

searches.pdf” document in Bakdash, Marusich, Cox et al. 2021a): 

(1) Restriction of range or range restriction: No mention. 

(2) Floor: One paper mentioned avoiding floor effects. 

(3) Ceiling: Two papers mentioned finding ceiling effects for a total of three 

variables: One performance measure and two SA measures. 



(4) Confound: Two papers found no statistical evidence for confounds impacting 

SA. Several papers mentioned avoiding or minimizing confounds in their 

experiment design. One paper reported working memory may be confounded 

with measuring SA. One paper mentioned potential confounds with self-report 

measures in the context of SA.  

(5) Covariate: One paper used age as a covariate, another described why a 

variable was not used as a covariate. 

(6) Moderator or Mediator: No relevant mention. 

(7) ANCOVA: One paper reported using individual difference measures as 

covariates for predicting SA and performance.  

(8) Hidden: No relevant mention. 

While it is possible there could be hidden factors, there is a little evidence from the 

included empirical literature. Similarly, current SA theories do not clear specify there are 

other variables and/or confounding factors impacting the posited SA and performance link 

(see Figure 1 in the paper). Our conclusions are based on SA and performance as defined, 

measured, and reported in the included literature.  

 

Another consideration is that confounds do not necessarily result in diminished 

effects; instead, confounds can produce inflated effects or may not have a meaningful impact 

(see Frank, 2000). For example, say a particular measure of SA also assesses some aspects of 

workload. In this case, when the SA and performance relationship is evaluated it will 

erroneously include some amount of workload. In such a case the incremental validity of SA, 

adjusted to remove the measurable effect of workload on performance, has to be lower than 

the unadjusted, raw correlation.  
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