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Figure 1: We investigated three ways of interacting with automated note-taking while walking. Participants conducted 15-minute 
walking meetings with clip-on microphones (Microphone), a walking stick (Stick), or a walking stick with a highlighting 
button (Button). The prototype introduced new conversation dynamics, and the Button facilitated turn-taking and created 
more useful notes. 

ABSTRACT 
While walking meetings ofer a healthy alternative to sit-down 
meetings, they also pose practical challenges. Taking notes is dif-

cult while walking, which limits the potential of walking meetings. 
To address this, we designed the Walking Talking Stick—a tangible 
device with integrated voice recording, transcription, and a phys-
ical highlighting button to facilitate note-taking during walking 
meetings. We investigated our system in a three-condition between-
subjects user study with thirty pairs of participants (� =60) who 
conducted 15-minute outdoor walking meetings. Participants either 
used clip-on microphones, the prototype without the button, or the 
prototype with the highlighting button. We found that the tangible 
device increased task focus, and the physical highlighting button 
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facilitated turn-taking and resulted in more useful notes. Our work 
demonstrates how interactive artifacts can incentivize users to hold 
meetings in motion and enhance conversation dynamics. We con-
tribute insights for future systems which support conducting work 
tasks in mobile environments. 
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1 INTRODUCTION 
Many modern workplaces are built around sitting—workers sit at 
their desks completing tasks and conduct meetings either from 
their desks online or sitting around a meeting table [32]. The nega-
tive health consequences of sedentary work have been extensively 
showcased in public health literature [20, 21, 29, 30, 73]. One rec-
ognized solution to this challenge is holding walking meetings, i.e., 
discussions conducted during a walk [40]. Walking is well known to 
increase worker health and wellbeing [16, 38, 62], and enables users 
to simultaneously conduct a productive task. However, walking 
meetings also pose a number of challenges [25, 33], particularly 
difculties in taking notes. Consequently, there is a need to investi-
gate interactive technologies to support note-taking during walking 
meetings. 

At the moment, walking meetings are only seen as appropriate 
for early brainstorming or informal meetings where note-taking 
requirements are minimal [25, 33]. Our work is motivated by a 
desire to make a wider range of meetings feasible to be conducted 
as walking meetings through technology support. Past research has 
used (often controversial [71]) persuasive approaches to convince 
users to conduct more walking meetings through gamifcation and 
route guidance [2, 4]. Damen et al. [24] developed ‘Hubs’ that en-
able walking meeting participants to periodically record notes and 
share visuals. However, the Hubs require extensive infrastructure 
support, do not capture notes in real-time, and limit spontaneity. 
Audio transcription is one strategy that could support users in gen-
erating real-time notes on the move. The possibility of recording 
meetings already exists with ubiquitous recording-capable smart-

phones, but uptake remains low. Past work in CSCW has shown 
that highlighting automatically transcribed notes leads to more 
useful notes and better recall [37]. Therefore, highlighting (i.e., 
marking and extracting key phrases in a meeting transcript for 
faster search and recall) should be explored in the mobile context. 
Consequently, there is a need to investigate mobile interaction with 
real-time audio transcription and highlighting to generate useful 
walking meeting notes. 

To address this gap, we present an exploration of automated 
transcription-based note-taking for walking meetings using a research-
through-design approach [74]. Based on prior research showing that 
tangible artifacts facilitate memory cues [9, 58] and shared imagi-

nation [7], and that highlighting produces more useful notes [37], 
we designed two versions of a prototype called the Walking Talk-
ing Stick. Both prototypes are recording devices in the form of a 
tall walking staf, one with a highlighting button and one without. 
We aim to investigate the impact of transcription-based notes, a 
tangible artifact, and a highlighting button on conversation dy-
namics and user experience. In a between-subjects mixed-method 
study, thirty pairs of participants (� = 60) conducted planning 
meetings while walking outdoors using one of three devices: the 
Walking Talking Stick (Stick), the Walking Talking Stick with a 
physical button for highlighting key parts of the meeting (Button), 
and unobtrusive clip-on microphones as a baseline (Microphone). 
Specifcally, we aim to answer the research question: How does a 
shared tangible recording artifact impact walking meetings? 

We found that the tangible Walking Talking Stick promoted 
conversation turn-taking, increased task focus, and generated new 

conversation dynamics. The physical artifact created a shared un-
derstanding that a serious meeting was taking place, but partic-
ipants showed a preference for diferent form factors in certain 
contexts. We also found that the highlighting button creates more 
useful notes and facilitates summarization strategies. This paper 
contributes: (1) the design of the Walking Talking Stick, a tangible 
device for voice recording and highlighting during walking meet-

ings; (2) a user study evaluating two Walking Talking Stick designs 
compared to unobtrusive microphones; and (3) insights for future 
systems that support walking meetings. 

2 RELATED WORK 
In this section, we review past fndings that provide context for 
our research. First, we discuss physical activity at the workplace, 
followed by an exploration of technologies for meetings on the 
move. We then review HCI literature on walking meetings and 
fnally report on automated technologies to support meetings. 

2.1 Physical Activity at Work 
Walking has well-documented benefts for physical and mental 
health. Walking improves cardiovascular capacity [47] and reduces 
blood pressure, weight, and risk of disease [16]. Walking also im-

proves depression and anxiety symptoms [38], happiness and over-
all mood [62], and further reduces stress when conducted out-
doors [36]. Beyond health benefts, walking also has a positive 
impact on productive measures such as improved discussions [13] 
and creativity [50]. Further, prior work has extensively reported on 
the negative impacts of uninterrupted sedentary behavior [61, 67]. 

The benefts of walking are recognized in HCI, and research has 
aimed to encourage movement in the ofce. Moradi and Wiberg 
[46], for example, developed a conceptual framework for workplace 
movement patterns, which they used to design two prototypes: the 
NEAT-Lamp and the Talking Tree. The NEAT-Lamp is an unobtru-
sive ambient display that switches on if the user sits for more than 
25 minutes. The Talking Tree, a tree-shaped public display, uses 
color-changing leaves to visualize movement in a certain area of 
the ofce. Their results highlight the social aspect of movement. 
Our focus on walking meetings is an inherently social movement 
practice, which is in line with their framework. 

A recent survey by Zhu et al. [73] emphasizes that infrastructure 
in the workplace, such as treadmill desks, leads to an increase 
in physical activity and a decrease in sedentary time. However, 
infrastructure adjustments are expensive and often impractical, and 
many workplaces continue to optimize productivity over physical 
movement [32]. A key limitation of many existing strategies to 
increase workplace physical activity (e.g., [15, 41, 44]) is that they 
reduce the amount of time spent on productive tasks. By focusing 
on walking meetings, where motion is integrated into productive 
tasks, our work aims to increase physical activity without reducing 
productivity. 

2.2 Meetings on the Move 
Early research in Computer Supported Cooperative Work (CSCW) 
investigated challenges and opportunities associated with work-
place mobility [8], highlighting that mobility increases creativity 
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and social interactions but also complexity. Ciolf et al. [19] em-

phasized that it is important to be intentional when choosing a 
collaboration location. Other prior work on mobility by Dahlbom 
and Ljungberg [22] characterized mobility in terms of visiting, trav-
eling, or wandering. Based on this framework, when a person joins 
a meeting in a meeting room or on a virtual platform (e.g., Zoom1

), 
they are visiting. If the person answers an email while commuting, 
they are traveling. Finally, if a person joins the Zoom meeting while 
walking with their mobile phone, they are wandering. Based on 
this framework, we aim to move meetings from being mainly a 
visiting activity toward being a wandering activity. 

Prior work in mobile meetings (e.g., [65]) emphasizes the need 
to consider spaces outside of traditional meeting rooms for collabo-
ration. Wiberg [66] developed RoamWare to support spontaneous 
mobile meetings via personal digital assistants (PDAs). The aim of 
RoamWare was to support mobile meetings by taking notes, iden-
tifying participants, supporting divided attention, and seamlessly 
integrating into the mobile setting. Our work aims to extend this 
support for mobile collaboration by exploring user interactions 
with automatic note-taking support while walking. 

2.3 Walking Meetings in HCI 
Although walking meetings are promising from a health perspec-
tive, HCI research on technology-supported walking meetings has 
been limited. Ahtinen et al. [3] developed and refned a mobile 
application called Brainwolk [2, 4], which uses subtle persuasion 
through prompts and route guidance to encourage walking meet-

ings. The persuasive approach has generally been criticized in the 
past by the HCI community based on both practical and ethical 
concerns [51, 55, 57, 71]. As such, rather than taking a persuasive 
approach, we develop technology to support meetings in motion 
with the goal of making walking meetings a more attractive option 
that users willingly choose. 

Other research in HCI has investigated supporting walking meet-

ings through infrastructure, such as designated walking meeting 
paths [23] and note-taking ‘Hubs’ [24]. The Hubs create a network 
of stand-up desks where walking meeting participants can periodi-
cally stop to take notes or share visuals [26]. Damen et al. [25] also 
contributed barriers and drivers for walking meetings based on 
walking meetings conducted along a marked path. They identifed 
physical activity, environmental cues, and being outside as key dri-
vers, while lack of notes, size limitations, and distractions were key 
barriers. Haliburton et al. [33] further investigated requirements 
for technology-supported walking meetings and emphasized con-
tradictions between technology support and nature, conversation 
engagement, privacy, and serendipity. From these prior works, we 
can see that there is a need for technology to be developed that 
provides increased support for walking meetings. While the exist-
ing positive aspects of walking and talking outside are known to 
users, the lack of ability to take notes during walking meetings is 
highlighted consistently in prior work [2, 25, 33]. Thus, the inability 
to efectively take notes emerges as a key hindrance to participating 
in walking meetings that go beyond brainstorming meetings or 
open discussions. How best to support users in this task remains an 
open research question, which we aim to investigate in this work. 

2.4 Automated Meeting Technologies 
Walking meetings are usually associated with brainstorming and 
informal meetings [2, 25, 33], which limits their potential. Brain-
storming is just one of sixteen meeting types defned in the work-
place meeting taxonomy by Allen et al. [5] and only one of the 
eight meeting classifcations proposed by Ward et al. [64]. In this 
section, we identify research aimed at enhancing or automating 
meeting tasks that can inform walking meeting technologies. 

Prior work in HCI has investigated technologies to improve meet-

ing productivity and enhance post-meeting information retention. 
For example, Bexheti et al. [9] developed MemStone to capture and 
share meeting content to create memory cues. As a post-meeting 
aid, Shi et al. [54] created MeetingVis to generate a visual meeting 
summary based on audio recordings. In our study, we also base 
our approach on audio recordings. Furthermore, our work takes 
inspiration from Kalnikaitė et al. [37], who used a button-based 
technique to identify hotspots in transcripts to create more useful 
notes. They found that hotspotting increased conversation contri-
butions and improved recall after meetings. Thus, we incorporate a 
similar button in our work to enhance the usability of post-meeting 
transcripts. 

Due to the difculty of taking notes while walking, technologies 
that automatically generate meeting summaries are particularly 
relevant. Past work has attempted to create automatic meeting min-

utes [49, 72] and perform automatic meeting segmentation [28], 
but both approaches highlight the difculty of creating usable 
summaries from such unconstrained input. Researchers have also 
worked to automate parts of meetings, such as by automatically 
generating prompt images to help idea generation in brainstorm-

ing [63] or creating automatic action items from transcripts [45]. 
Several companies have developed products focusing on mobile 
meetings. Otter.ai2 

transcribes conversations via a mobile app and 
enables users to add notes and highlights. Spot3 

similarly provides 
transcription, note-taking, and highlighting functions while market-

ing itself towards walking meeting applications. These companies 
are examples of a trend in the industry towards remote and mobile 
work, which motivates our own work. While there is a history of 
systems that ofer automated meeting support, it is yet unknown 
how users prefer to interact with supporting technology during 
walking meetings. In our work, we use automatic speech-to-text 
transcription and highlighting to investigate if state-of-the-art au-
tomated meeting assistants can support walking meetings. 

3 THE WALKING TALKING STICK: DESIGN & 
IMPLEMENTATION 

To examine our research question of how a shared tangible record-
ing artifact impacts walking meetings, we created two versions of 
the Walking Talking Stick, one with a highlighting button (Button) 
and one without (Stick), and evaluated them along with a control 
condition that used clip-on microphones (Microphone). With these 
three conditions, we aim to investigate the impact of a tangible ar-
tifact and the impact of a highlighting button on walking meetings. 
In the following, we motivate our design decisions and detail the 
implementation of the prototypes. 

https://zoom.us/
https://otter.ai/
https://www.meetwithspot.com/
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Design requirement Motivation 

Record 2-4 participants 
Generate transcripts 

Shared tangible artifact 
Function as a walking stick 

Be easily shared 

Enable highlighting 

Walking meetings are typically efective in groups of 2-4 [33]. 
Note-taking during walking meetings is difcult [25, 33]. 
Tangibles help memory [9, 58], shared imagination [42], and shared storytelling [7]. 
A walking stick conveys the idea of motion, walking meetings often take place outdoors, and users 
are motivated by nature [25, 33]. 
Inspired by talking sticks [1, 31, 35, 56, 59, 70], shared meeting objects can convey the idea of an 
important conversation. 
Highlights make transcripts more useful and help recall [37]. 

Table 1: Summary of the design requirements for the Walking Talking Stick 

3.1 Design 
We developed a set of initial design requirements for the prototype 
based on past HCI research, which extensively outlines technology 
needs for walking meetings [25, 33]. The design requirements are 
summarized in Table 1 and detailed in the following. 

Past work (e.g., [25, 33], highlights that note-taking is a ma-

jor challenge for walking meetings. As such, the Walking Talking 
Stick must be able to record audio while walking outdoors and 
automatically generate notes. The prototype should capture audio 
from multiple participants since walking meetings are typically 
conducted with two to four people. 

Tangible artifacts have been used in prior research for recall-
ing [48], capturing, and sharing personal memories [9]. Prior work 
has also shown that tangibles can foster shared imagination [42] and 
enhance shared storytelling [7]. Therefore, we aimed to develop a 
shared tangible artifact for walking meetings to foster collaboration, 
conversation, and shared creativity. 

The form of the Walking Talking Stick was chosen as an exten-
sion of a traditional hiking staf, which communicates the intention 
of walking outdoors, and a talking stick, which conveys the idea 
of shared conversation. Talking sticks signify the right to speak in 
a group and are present in cultures in multiple places around the 
world. For example, talking sticks are traditionally used by indige-
nous peoples of the Northwest Coast of North America [70], Akan 
chiefs in Western Africa [1], Maori tribes in New Zealand [56], 
Parliament in the United Kingdom [59] and Canada [35], and also 
in Kindergartens in many western countries [31]. Talking sticks 
range in size from small handheld items to large stafs. Although 
the metaphor is not universal, previous work has shown that the 
concept is easily grasped and implemented by children in Kinger-
garten [31]. Thus, we adopted the talking stick as a cross-cultural 
interaction metaphor suitable for a walking meeting. The design 
intent is for the talking stick to signify that an important conver-
sation is taking place. The talking stick may be shared but does 
not necessarily need to be used as a governing item for the right to 
speak. To operationalize the two metaphors, the prototype should 
function as a real walking stick, which requires that it be height ad-
justable, comfortable to hold and walk with and withstand repeated 
contact with variable outdoor surfaces. The prototype should also 
be light and not attached to an individual user so it can be easily 
passed back and forth. 

As Kalnikaitė  et al. [37] demonstrated that a button can be used 
to indicate important moments in meetings, which subsequently 

generates more useful transcripts and improves information recall, 
we built a second version of the Walking Talking Stick which in-
cludes a highlighting button. We constructed two versions of the 
Walking Talking Stick, one with a highlighting button (Button) 
and one without (Stick), to discriminate between the impact of 
carrying a shared tangible artifact and the impact of using a shared 
highlighting button. 

To implement the prototype, we employed an iterative design 
process. We designed a frst prototype using a cane with a 3D-
printed extension, a conference microphone mounted to the top 
and handheld Bluetooth buttons for highlighting. We conducted 
a pilot study with two pairs of participants. Each pair used the 
prototype to conduct a 15-minute walking meeting. Based on their 
feedback, we created a second version of the prototype, shown in 
Figure 2, with a more comfortable grip, a larger range of height 
adjustment, a more balanced weight distribution, and an integrated 
highlighting button. 

3.2 Implementation 
To make it feasible to reproduce the system, we used a combination 
of of-the-shelf components and 3D printed parts to construct the 
Walking Talking Stick. The Stick version of the prototype consists 
of an ENOS SP 30 Bluetooth conference microphone

4 
mounted to 

a Sirui AM-306M monopod
5 
using a custom 3D printed mounting 

component
6
. A standard camera mount thread (1/4” female) is 

attached to the center of the 3D printed component using plastic 
adhesive. The component can then be easily screwed onto the 
monopod. The microphone slides into the mounting component and 
is held in place with friction. The conference microphone ensures 
that we have 360-degree audio capture at a distance of up to 25 m 
(claimed). We use a monopod because it has a large range of height 
adjustability, an adjustable rubber- or steel-tipped bottom contact 
point, a comfortable handle, and balanced weight distribution (it 
is designed to help photographers to stabilize a camera). We use 
Otter.ai to record and automatically transcribe conversations in real 
time on a mobile phone connected to the microphone via Bluetooth. 

For the Button version of the prototype, we use the full Stick 
prototype with a Flic Bluetooth smart button7 

mounted to the top to 

https://www.eposaudio.com/en/us/enterprise/products/sp-30-bluetooth-speakerphone-1000223
https://www.eposaudio.com/en/us/enterprise/products/sp-30-bluetooth-speakerphone-1000223
https://www.siruishop.de/en/products/780245
https://flic.io/
https://Otter.ai
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facilitate shared highlighting. We use Microsoft Power Automate
8 

to record timestamps each time the button is pressed. We then 
use a custom Python script to add highlights at the appropriate 

timestamps using the highlighting feature built into Otter.ai, which 
highlights the most recent statement before the button is pressed. 
As such, users should state something they wish to highlight and 
then press the button. An example (fctional) conversation is shown 
in Figure 3 to illustrate how the highlighting button functions. 

We implemented a third prototype using fully of-the-shelf com-

ponents as a baseline condition (Microphone). We used two Røde 
Wireless GO II microphones

9 
connected to a single receiver. As 

in the Stick and Button prototypes, we use Otter.ai to record 
and transcribe conversations on a mobile phone connected to the 
receiver. 

These three prototype implementations were developed to in-
vestigate two aspects of the prototypes. Microphone is a baseline 
condition in which the participants are recorded and receive a tran-
script, but the recording is unobtrusive, and the participants have no 
shared artifact. The Stick prototype introduces a functional shared 
artifact and the Button condition adds shared highlighting. In this 
manner, we can separate the impact of carrying a shared artifact 
(Stick and Button) and the impact of using a shared highlighting 
button (Button) from the impact of being recorded (Microphone). 

(a) Perspective view of the prototype. 

(b) Top view of the prototype. 

Figure 2: The Walking Talking Stick. A Bluetooth button is 
mounted on a conference microphone, which is connected 
to a monopod via a custom 3D-printed component. 

Speaker 1 0:00
So then the date is decided?

Speaker 2 0:07
Yes, we'll have the event on January 5th.

Speaker 1 0:18
Great, now about the location...

*Button pressed*

Figure 3: A fctitious conversation demonstrating how the 
highlighting button functions. One participant presses the 
button after something important has been said, highlighting 
the preceding line in the transcript. 

4 EVALUATION 
We conducted an exploratory between-subjects outdoor user study 
to investigate automatic note-taking during walking meetings. Par-
ticipants completed the study in pairs and were randomly assigned 
to one of three experimental conditions (Microphone, Stick, or 
Button, described in the following section). Photos of participants 
in each condition are shown in Figure 4. 

4.1 Participants 
We recruited thirty pairs of participants for a total of � =60, aged 
20-34, M = 26.55, SD = 3.4, 29 participants identifed as female and 
31 as male. Participants were recruited using a university mailing 
list and snowball sampling. We recruited pairs of participants, so 
each pair already knew one another to some extent. Most (17) pairs 
of participants knew one another for longer than one year, with 
seven pairs knowing each other for 6-12 months, three pairs for 1-6 
months, and three pairs for less than one month. We compensated 
participants at a rate of 10€/hour and the experiment took approx-
imately one hour, resulting in a total of 10€ per participant. The 
study was approved by the ethics committee within the University 
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(a) Participants walking with clip-on micro-

phones in the Microphone condition. 

(b) Participants walking with the prototype in 
the Stick condition. 

(c) Participants walking with the Walking 
Talking Stick in the Button condition. 

Figure 4: Participants conducting walking meetings in each 
condition. 

4.2 Task and Conditions 
Each pair of participants completed the same task, regardless of 
their experimental condition. The task was to plan a (fctitious) 
future workshop during a 15-minute walking meeting. Participants 
were instructed to conduct the meeting as though they would be 
required to follow through on their workshop plans. We provided 
the participants with a one-page Meeting Prompt

11 
describing the 

task. The prompt also contains a list of “things to consider”, in-
structing them to choose a meeting topic that combines their areas 
of expertise, select potential dates, identify speakers and attendees 

to invite, draft a schedule, and distribute tasks among themselves. 
These considerations were added to ensure that participants dis-
cussed concrete decisions, shifting the meeting towards being a 
Planning Meeting rather than a Brainstorming Meeting. 

We examined three walking meeting technology conditions, Mi-

crophone, Stick, and Button, in a between-subjects experimental 
design to evaluate our research question: 

Microphone: Each participant was equipped with a clip-on micro-

phone. One participant also carried the wireless receiver connected 
to a smartphone. Clip-on microphones were used because the mi-

crophone on a smartphone is not sufciently powerful to capture 
audio from two participants from a pocket while walking outside. In 
this condition, the meeting was recorded by wireless microphones 
and transcribed by Otter.ai. The recording was active during the 
entire meeting, and participants reviewed the transcript at the end. 

Stick: Each pair of participants was given a single Walking Talking 
Stick to carry in their meeting. The microphone on the prototype 
recorded the meeting, and Otter.ai generated transcriptions. The 
participants were free to choose who carried the Walking Talking 
Stick throughout the meeting and were allowed to switch carriers. 
The recording was active during the entire meeting, and participants 
reviewed the transcript at the end. 

Button: Each pair of participants was given a single Walking Talk-
ing Stick with a button on top. The microphone on the prototype 
recorded the meeting, and Otter.ai generated transcriptions. Partic-
ipants could use the button to generate highlights at any time. The 
participants were free to choose who carried the Walking Talking 
Stick and who pressed the button throughout the meeting and were 
allowed to swap and interchange these roles as they chose. We 
explained to participants that the highlighting button should be 
pressed after an important statement is said. The recording was 
active during the entire meeting, and participants reviewed the 
transcript at the end. 

These three conditions were designed to shed light on several 
aspects of technology-supported walking meetings. The Micro-

phone condition provides a baseline where participants experience 
automated note-taking while conducting a walking meeting with 
solely of-the-shelf components. The Stick condition introduces 
the prototype to investigate how a shared tangible artifact impacts 
the user experience and conversation dynamics. Finally, the But-
ton condition investigates shared highlighting because prior work 
suggests that this generates more useful transcripts [37]. Whether 
or not there should be highlights was a key design consideration 
since this requires (potentially distracting) manual interaction with 
the device instead of only using passive recording, which is why 
the Stick and Button conditions were separated. We did not in-
clude a condition with unobtrusive microphones and highlighting 
as this would have required designing a second device to input 
highlights. Adding a button to this condition would introduce a 
tangible element, and therefore would not be sufciently diferent 
from the Button condition to isolate the button. In all, these con-
ditions constitute a research-through-design approach, which is 
appropriate to investigate under-constrained problems [74]. 

https://Otter.ai
https://Otter.ai
https://Otter.ai
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4.3 Measures and Analysis 
We aimed to investigate how the Walking Talking Stick impacts 
conversations and to assess the usability and user experience of 
the device. As such, we collected data from recorded meeting con-
versations, questionnaires, and exit interviews. Each of these data 
sources requires a separate method of analysis. We have included 
the interview protocol and full questionnaire in the supplementary 
material. 

We analyzed the meeting recordings to understand how the pro-
totype impacts conversations. We based our conversation analysis 
on past work on turn-taking and conversational dialogues [17, 52]. 
The recorded meeting conversations were timestamped and labeled 
with speaker identifcation by the Otter.ai software. One author 
listened through each recording and ensured that the labeling was 
clean. The transcripts for each recording were then analyzed for 
relevant conversation metrics. In particular, we calculated Turn 
Density (number of words per speaker turn), Interactivity (number 
of speaker turns per minute), and Speaking Ratio (speaking time 
of the dominant speaker divided by the other). A speaker turn is 
a segment of uninterrupted speech by one speaker [52]. To ana-
lyze the conversation metrics, we use ANOVA methods similar to 
Chan et al. [17]. Depending on normality, based on Shapiro-Wilk 
testing [68], we report one-way ANOVA or ART-ANOVA results. 
Where appropriate, we then use Tukey post hoc tests to report 
comparisons between groups. 

In the questionnaire, we collected responses on usability and user 
experience. We recorded Likert-scale responses to four questions 
on user perceptions (stress level during the meeting, how engaged 
they were in the conversation, how much they felt they contributed 
to the conversation, and likelihood to use the system in the fu-
ture). We also recorded responses to two standardized scales. We 
analyzed the AttrakDif [34] and System Usability Scale (SUS) [12] 
according to their original documentation. We analyzed responses 
to Likert-type scales using ANOVA procedures (ART-ANOVA) on 
aligned-rank transformed data as the method is suited to analyzing 
ordinal data [68]. Mean cell frequencies were checked to ensure 
applicability of the test [43]. Where applicable, post-hoc pairwise 
comparisons were performed using the Tukey method. 

Finally, to gain a deeper insight into the user’s experiences, we 
also collected qualitative responses through exit interviews. We 
asked participants about their experience, the dynamics of their 
conversation (e.g. if anyone took the lead or spoke more), how 
the presence of the system impacted their conversation, and their 
strategy for interacting with the device (e.g. who carried the stick, 
if they swapped, who pressed the button, when they pressed the 
button). We recorded and transcribed all interviews verbatim. We 
imported the interview transcripts into Atlas.ti12 

analysis software. 
As a frst step, four researchers used open coding to code a represen-
tative sample of 15% of the material. Following this, the researchers 
discussed and agreed on a coding tree. Finally, one researcher coded 
the remaining material. This process is in line with Blandford et al. 
[10]. 

4.4 Procedure 
A timeline of the study procedure is depicted in Figure 5. After 
obtaining informed consent, each participant was provided with a 
one-page Meeting Prompt and given time to read through and ask 
questions. 

Depending on their study condition, the two participants were 
then introduced to either the clip-on microphone, the base Walking 
Talking Stick, or the Walking Talking Stick with the highlighting 
button. The experimenter then explained the route to the partici-
pants, which was a 1.1 km loop in a local park. This distance was 
selected as it takes approximately 15 minutes to complete. The 
experimenter initiated the Otter.ai recording and transcription soft-
ware, and the participants walked around the designated route 
while conducting a meeting based on the prompt. During the study, 
the participants were visible for parts of their route. The experi-
menter observed them when they were visible, allowing them to 
ask follow-up questions if relevant behaviors were observed (e.g., 
handing the stick to the other person after a certain time). This was 
complemented by the interview protocol elaborated in Section 4.3 
and included in the supplementary material. 

After completing the meeting task, participants were given the 
phone with the transcript to freely review within the Otter.ai app. 
Participants in the Button condition could also see the highlights 
they created. The highlighted segments were presented in situ 
within the transcript (as shown in Figure 3) and as a separate list ac-
cessed via a menu button on the side. Each participant participated 
in a post-study questionnaire and an exit interview. One participant 
completed the questionnaire while the experimenter engaged the 
other in an interview, after which the participants switched. 

5 RESULTS 
In the following, we present the results for conversation metrics, 
user perceptions, usability, and exit interviews. 

5.1 Conversation Metrics 
We found a signifcant main efect (� (2, 27) = 8.01, � < .01) of 
Condition on conversation Turn Density (words per turn). We 
found that participants in the Button condition had signifcantly 
lower Turn Density than both the Microphone ( � < .01) and 
Stick (� < .01) conditions. For Interactivity (turns per minute), 
we found a signifcant impact of Condition (� (2, 27) = 7.01, � < 
.01). Participants in the Button condition had signifcantly higher 
Interactivity than both the Microphone ( � < .01) and Stick 
(� < .01) conditions. We found no signifcant efect of how long 
participants knew one another for either Turn Density (� (3, 26) = 
0.381, � = .768) or Interactivity (� (3, 26) = 1.02, � = .401). The 
results, illustrated in Figure 6, indicate that participants in the 
Button condition had shorter, more frequent speaker turns than in 
the other two conditions. The presence of the stick, on its own, did 
not signifcantly impact the conversation dynamics. For Speaking 
Ratio, we found no signifcant efect of Condition (� (2, 27) = 0.117, 
� = .890) nor how long participants knew one another (� (3, 26) = 
1.25, � = .312). 

https://atlasti.com/
https://Otter.ai
https://Otter.ai
https://Otter.ai
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Random condition
assignment

M - Microphone

W -Walking Stick

B -Walking Stick
with Button

Meeting Prompt Questionnaire Exit interview

Walking Meeting
(1.1 km)

Figure 5: Study Procedure: Pairs of participants are given a one-page Meeting Prompt and are then randomly assigned to either 
the Microphone, Stick, or Button condition. Each pair then completes a walking meeting on a 1.1 km route based on the 
Meeting Prompt. Following the meeting, each participant completes a questionnaire and an exit interview. 

5.2 User Perceptions 
We collected Likert-scale feedback on user perceptions of stress 
levels during the meeting (Stress), how engaged they were in the 
conversation (Engagement), how much they contributed to the 
conversation (Contribution), and the likelihood of using the system 
in the future (Future). The results are shown in Figure 7. Partici-
pants in all three conditions indicated low Stress and high ratings 
for Engagement, Contribution, and Future. We found a signifcant 
main efect of Condition on Contribution (ART-ANOVA results 
for all the perception questions are shown in Table 2). We found 
that participants in the Stick condition rated Contribution signif-
cantly higher than those in the Microphone condition (� < .05). 
Thus, participants perceived that they were contributing more to 
the conversation when using the prototype than users with unob-
trusive microphones. We found no signifcant efect of how long 
participants knew one another for any of the questions (� > .05 for 
all). 

Table 2: ART-ANOVA results for all user perception Likert 
metrics 

Question � � � value p 

Stress (2, 57) 1.59 .212 
Engagement (2, 57) 2.53 .0883 
Contribution (2, 57) 4.27 < .05∗ 
Use in Future (2, 57) 0.360 .699 

5.3 Usability 
We administered the SUS to assess system usability in the three con-
ditions. All three systems were rated as highly usable (�Microphone = 
81.5, �Stick = 83.75, �Button = 76.5), and we found no signif-
cant efect of Condition on the SUS score using a one-way ART-
ANOVA, � (2, 57) = 1.46, � = .241. We found no signifcant efect of 
how long participants knew one another (� > .05). These results 

suggest that diferences in our results can be attributed to experi-
ential diferences between the systems rather than issues with any 
of the systems. 

We used the AttrakDif questionnaire to gain insight into the per-
ceived user experience for each condition. The results are shown in 
Figure 8. We can see that all three systems were rated highly in each 
category, indicating that all three conditions elicited a positive user 
experience. There were no signifcant diferences in the AttrakDif 
metrics, as indicated by a one-way ART-ANOVA; pragmatic qual-
ity: � (2, 57) = 0.385, � = .682; hedonic quality: � (2, 57) = 1.01, 
� = .372; average: � (2, 57) = 0.730, � = .487. We found no signif-
cant efect of how long participants knew one another for any of 
the questions (� > .05 for all), suggesting that the user experience 
was not signifcantly impacted by inter-participant familiarity. 

5.4 Exit Interviews 
In the following, we present the results of the exit interviews clus-
tered by themes identifed during the coding process. 

We frst analyzed each interview to determine whether the par-
ticipants felt they had adequately completed the assigned task (plan-
ning a workshop). All but one pair stated that they successfully 
completed the task and were satisfed with the outcome (100% 
inter-rater agreement). The fnal pair had conficting approaches 
to planning and had many disagreements, but they still conducted 
a complete meeting. Based on this, we conclude that our results 
should not be skewed by an inability to complete the assigned task. 

5.4.1 The Impact of Being Recorded. Although all participants were 
initially aware that they were being recorded, the recording tech-
nology often faded into the background: “it was non-existent. I didn’t 
think one minute or one second that it was recorded” (M04). This was 
mentioned by participants in all three conditions and was therefore 
true for both the clip-on microphones and the Walking Talking 
Stick prototypes. The participants also noted that they did not feel 
that being recorded impacted their conversations: “I don’t think it 
afected at all. It didn’t disturb us in any way. I would say we didn’t 
focus on the fact that we were being listened to” (M09). 
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Furthermore, participants appreciated the relaxed atmosphere 
of the meeting, as they did not have to memorize what was said: “I 
feel like free to forget things because I didn’t have this need of storing 
the main points of my conversation because that would have been 
big. I would have felt the need of writing it in my phone or something, 
but as I knew there was a device recording, I just ignored this need to 
remember things” (S15). 

There was a concern that a meeting transcript would require 
additional time after the meeting to process the information and 
create useful notes. Participants in the Stick condition refected 
on post-processing the resulting transcript: “I would need to go 
through that conversation again, which is also time-consuming” (S03). 
Participants in the Button condition were less concerned about 
post-processing and mentioned that the button created a more 
useful output: “it’s actually not only just recording but also making 
a text out of it. That’s pretty cool, but then also to highlight what I 
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Figure 6: Conversation Turn Density and Interactivity. 
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the likelihood of using the system in the future for each 
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Figure 8: AttrakDif results of the Pragmatic Quality (PQ) 
and Hedonic Quality (HQ), as well as the average. 

did. I think that at the end that might help to get back to the points 
which are important.” (B04). 

Finally, some participants also commented on the social accept-
ability of using a recording device in public. Participants felt that 
bystanders noticed them and their equipment during the meetings. 
This was true for groups carrying the stick, “Sometimes it felt maybe 
a bit weird to walk with that stick when other people were watching” 
(S12), but also for groups with the clip-on microphones, “There were 
people who were looking at us, wondering what are we doing” (M12). 

Notably, there was no discernable pattern in sentiments towards 
being recorded based on how long participants knew one another. 
There was a mixture of lengths that pairs knew one another for both 
positive sentiments (e.g., forgetting being recorded) and negative 
sentiments (e.g., concern about bystanders). 

5.4.2 Stick Strategy. A single person carried the stick for nearly 
all pairs of participants in the Stick and Button conditions. Two 
pairs swapped halfway through the meeting, but no participants 
passed the stick back and forth more than once. 

In line with participants forgetting that they were being recorded, 
several participants also mentioned that they forgot about the stick: 
“I forgot that I was holding it. I was just walking and it wasn’t inconve-
nient” (S05). However, participants were more likely to indicate that 
they were aware of the stick than the clip-on microphones. One 
efect of this awareness is that the presence of the system helped 
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them focus on the meeting and stay on task: “When I was carrying 
it, it was a constant reminder that I’m on a serious work meeting 
situation and not just taking a walk with a friend” (S04). 

Participants were split on the stick form factor. On the one hand, 
some participants wanted something smaller and less obtrusive: “It 
would be nice if it were lighter [...] I thought it would be nice if you 
could stick it in your pocket and if it would be really light” (S04). On 
the other hand, some participants acknowledged the benefts of 
a substantial artifact which requires intention: “not being so light 
makes it nicer, because it’s not something you feel you can just throw, 
but it’s something you have to take with you” (S15). 

5.4.3 Buton Strategy. Almost all participants developed a similar 
strategy for using the button. For most participants, the person who 
carried the stick also pressed the button. However, for one pair, the 
person who was not carrying the stick controlled the button, and 
two pairs shared control of the button. There is no recognizable 
correlation between button strategies and how long the participants 
knew one another. 

There were two main components to the strategies participants 
used to interact with the button. First, participants noted that they 
pressed the button when they made decisions or concluded on 
a point. Second, participants revealed that they would repeat or 
summarize important points before pressing the button so that 
the highlight in the transcript would capture the main idea: “when 
we were talking about a conclusion, then we pressed the button. We 
have a concrete conclusion on what we just discussed, and that was a 
summarization, and then the button is pushed, then we continue to 
the next topic” (B03). 

Some participants proposed the idea of individual buttons, which 
would enable users to have personalized notes: “additional buttons 
that the second or third person, or how many people there are, could 
run around with. I guess one stick or something and then multiple 
people that can press it. Then I take my notes and the other takes their 
notes” (B07) 

5.4.4 Conversation Dynamics. Most pairs of participants stated 
that they felt that the conversation was balanced, with both par-
ticipants typically reporting that they had contributed somewhat 
equally to the meeting. However, there was a range of conversation 
dynamics present in the conversations. Many participants men-

tioned that one took the lead in organizing the conversation: “I was 
holding the paper [...], so I would say I was taking over the lead and 
asking the questions” (M03). Many noted that their conversation 
fowed naturally and shifted back and forth: “it was mostly back 
and forth, but we were always on the same page, I would say. I think I 
started introducing a topic, and then we both liked the topic and then 
started planning. I would say we planned really naturally what would 
be the next step” (S03). Some other participants assumed roles of 
idea generation and response: “I was giving him ideas, and he was 
trying to bring them up to life and to make them practical” (M18). 
These diferent roles do not appear to be correlated with how long 
participants knew one another. 

Participants had somewhat conficting views on formality. Par-
ticipants discussed many details in their planning meetings and felt 
that the recording technology would be useful for structured meet-

ings: “It would be more for more structured meetings where you want 
to have fxed structured outcomes.” (B01). However, participants still 

felt that a walking meeting would be inappropriate for more formal 
or important discussions: “I feel like if it’s an important meeting, I 
wouldn’t do it walking.” (B18). 

5.4.5 Insights for Walking Meetings. The participants consistently 
mentioned experiencing the expected benefts of walking meetings, 
indicating that the recording technology did not degrade the expe-
rience. Participants noted that they enjoyed being outside in the 
fresh air: “I liked that it was outside for sure. I liked that the weather 
was nice. I could get some fresh air, exercise a bit” (M12). Participants 
also indicated feeling more concentrated, “I was concentrated on the 
content, actually only on the content because I was walking, so I had 
no time to think about anything else” (M04), and more creative, “ I 
think it will always be easier to think about creative ideas in coming 
up with things when you are walking” (S13). Participants also noted 
a feeling of efciency because they were accomplishing two things 
at once by being productive while doing physical activity: “My 
brain was still working that I could be productive at that time [...] 
was nice to have a walk and still be productive. I think it like that. 
Using time efciently.” (S03) 

Some participants found some aspects of the environment dis-
tracting, “Since we are in the park, there are some people, I could see, 
for example, a dog, which was taking a bath in the pond, and this 
distracted me” (M12). Others, however, mentioned that they were 
less distracted outside than they would be in their ofce: “I was 
entirely focused on the meeting and on the conversation. I was walking 
almost automatically, and there were no distractions, actually. I think 
that there were less distractions than while I’m sitting in the ofce” 
(M15). 

Participants also commented on several ways in which the phys-
ical space played a role in their meetings. The participants used 
physical cues to indicate when the meeting should end: “it was 
[a] very concrete way to end the meeting that we’re coming to the 
end of the walk, the meeting is done” (B14). Beyond such practical 
applications, the changing environment also helped with idea gen-
eration and creativity: “it opens the mind because the environment 
changes and we have the possibility to be more creative” (M11). Fi-
nally, conducting the meeting in a changing environment allowed 
participants to use spatial cues to remember points from the meet-

ing: “I remember where we talked about it, and I can easily remember 
what we actually talked about without actually having access or 
needing access to the transcription” (B05). 

Some participants used physical movement as an additional 
modality for expression in their meetings. For example, participants 
moderated their speed based on their emotions: “depending on how 
we talk, we could also moderate our walk. We could also react to this. 
A static position would not help us here [...] When we have more 
energy, like for example, we’re angry or happy about something, we 
tend to give away more energy. It was also nice to see how I reacted 
and when I wanted to walk faster and when the other person also 
reacted when he wanted to go faster, move on, or when he slowed 
down. It is just something that we could also moderate” (M07). 

6 DISCUSSION 
We conducted this investigation to explore the research question: 
How does a shared tangible recording artifact impact walking meet-
ings? In the following, we will discuss insights gained from the 
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Walking Talking Stick for transcription-based note-taking technolo-
gies and meetings in motion. 

6.1 Interpreting the Results 
All three systems were rated as highly usable (SUS) and elicited a 
positive user experience (AttrakDif). In line with these results, par-
ticipants in all conditions had low stress levels during the meeting 
and rated their engagement in the conversation and contribution 
to the meeting as high. We also found that participants were highly 
successful in completing the assigned task and were highly likely 
to use the system in the future. Participants consistently experi-
enced many of the established benefts of walking meetings (e.g., 
increased creativity), suggesting that our support systems do not 
degrade the walking meeting experience. We also found that the 
highlighting button had additional impacts on conversation metrics, 
leading to shorter and more frequent conversations and more inter-
action. Notably, the length of time participants knew one another 
had no impact on any other variables, although this is mitigated by 
the fact that all participants did know one another before the study. 
Overall, these results indicate that transcription-based note-taking 
systems, in general, can be efectively used during walking meet-

ings and generate interesting new conversation dynamics. Based on 
this fnding, future work should investigate whether such systems 
incentivize walking meetings over the long term. 

6.2 Recording Gives Confdence for More 
Complex Meetings 

One of the goals of this research is to investigate ways to make 
walking meetings more attractive and applicable to a wide array 
of meetings. Prior work has consistently found that people asso-
ciate walking meetings with a limited subset of meetings, typically 
brainstorming and informal discussions [25, 33]. While some prior 
work uses the persuasive approach (e.g., [2–4]) to nudge people 
into conducting more walking meetings, we take an approach more 
similar to Damen et al. [24] and Haliburton et al. [33], who suggest 
using technology to make walking meetings more convenient and 
practical. In this study, our users remarked that using recording 
technology made them feel free to forget (see Section 5.4.1 (S15) 
since they were not worried about their inability to take notes. 
Additionally, participants in the Button condition noted that the 
highlights resulted in more useful notes than a full transcript. Our 
results suggest that users should be able to conduct more complex 
and detailed meetings while walking if they use recording and 
highlighting technology similar to the Walking Talking Stick. We 
investigated our system with planning meetings, where users dis-
cussed fne details of a future event, which already moves beyond 
the traditional domain of walking meetings (i.e., early brainstorm-

ing and informal discussions). While we do not suggest that every 
meeting is suitable to be conducted in motion, further research is 
required to quantify the degree to which such technologies can 
open up the possibility space for walking meetings. Allen et al. [5] 
developed a 16-category taxonomy of meeting purposes, which 
could provide a useful framework for future investigations into the 
applicability of walking meetings for diferent meeting types. 

Our study also highlights an interesting contradiction. Past work 
shows that one of the main barriers for walking meetings is the 

lack of ability to take notes [25, 33]. In our study, participants had 
notes they found useful and generally described their meetings 
as very successful. Despite these successes, participants still em-

phasized that they felt that walking meetings are only appropriate 
for informal brainstorming meetings. Shifting this conventional 
perspective on walking meeting applicability likely requires repeat-
edly using the technology to establish trust in the efectiveness and 
usefulness of the resulting transcripts. Participants also mentioned 
some additional desires for the technology, such as support for dis-
playing visuals or automatic summaries of the transcripts, which 
could further increase the utility of the prototype and increase the 
complexity of meetings that would be feasible to conduct while 
walking. 

Recording walking meetings also raises certain ethical consid-
erations. Since walking meetings generally occur in public spaces, 
the recording device may accidentally capture bystander conversa-
tions. The ethics of recording in public and an individual’s right to 
privacy has been discussed in prior work on lifelogging [69]. This is 
an important consideration because bystanders have not consented 
to be recorded. One practical way to combat this would be for the 
recording system to automatically remove content generated by 
any speaker other than the main participants in the meeting. This 
scheme could ensure that bystander conversations never appear in 
the transcript. 

6.3 A Physical Artifact Communicates Shared 
Understanding 

Participants in the Microphone condition were more likely to com-

pletely forget about the system, while participants with the stick 
noted that the physical artifact helped people focus. In particular, 
Stick and Button participants identifed that the artifact helped 
them stay on task and signifed that they were conducting a serious 
meeting. Prior work in HCI, such as MemStone [9], has shown that 
physical artifacts create a shared understanding that a meeting has 
begun and can increase concentration. Interestingly, participants in 
the MemStone study noted that being recorded would change their 
behavior, while our participants consistently stated that recording 
had little to no impact on their conversations aside from staying on 
task. As the largest diference between the two studies is the fact 
that our meetings were conducted while walking, it may be that 
the additional stimulation and changing environment of walking 
meetings infuenced this perception. 

Despite recognizing the benefts of the tangible device, partici-
pants were mixed on whether they wanted a smaller, less obtrusive 
device. This may be an example of convenience trumping efective-
ness [27] but is also likely infuenced by the fact that the device 
is novel and ubiquitous capture devices are not yet commonplace 
in society. One potential alternative would be to record directly 
with a smartphone, as they are already ubiquitous. However, the 
smartphone would need to be held by a participant to capture the 
audio from both users, which may cause users to be distracted by 
notifcations or the phone itself since the mere presence of a smart-

phone is distracting [6, 60]. Smartphone microphone technology 
may progress in the future to the point where a conversation could 
be recorded from a user’s pocket, which would then be similar to 
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our unobtrusive Microphone condition but with a more conve-
nient initial setup. However, some participants also mentioned that 
they appreciated the large object because the added tangibility adds 
intention. This mixed opinion on the device size may also be an indi-
cation that diferent physical artifact forms may be appropriate for 
diferent users and perhaps also for diferent meetings. Some users 
mentioned that people were looking at them when they carried the 
prototype, so a small unobtrusive device may be more appropriate 
for locations with many bystanders (e.g., city sidewalks), while a 
larger device would be acceptable in less crowded locations (e.g., in 
a park). Past work has identifed social acceptance as a barrier to 
walking meetings since they can be perceived by others as simply 
going outside for a break [25]. One motivation for a larger physical 
form would be for workers to signal to colleagues that they are 
going outside for a serious work-related task. 

6.4 A Highlighting Button Facilitates 
Turn-Taking and Summarization 

We found that introducing a highlighting button signifcantly de-
creases turn density and increases interactivity during walking 
meetings. This means that participants in the Button condition 
spoke in shorter bursts and exchanged speaking roles more often 
during their meetings. Past research on turn-taking in the medical 
feld by Roter et al. [52] recommends increasing interactivity as a 
method of improving physician-patient conversations, as having 
both parties participate more in the conversation leads to increased 
understanding. Viewed through this lens, our results indicate that 
a highlighting button is an efective way to improve conversation 
dynamics and democratize meetings. 

Although we cannot defnitively say why the highlighting button 
had this impact, there are several factors that may have infuenced 
participants’ conversation dynamics. The button is a tangible object 
which represents ideas being logged into the meeting record. As 
such, participants may have felt that they were sharing in the cre-
ation of a record of their thoughts, leading to a more rapid exchange 
of ideas. Nearly all participants in the Button condition indicated 
that their strategy for using the button was to press it when they 
concluded a decision or discussion point. This action potentially 
facilitated progress through the meeting agenda and adherence 
to structure, as pressing the button was a concrete and tangible 
indication that a point was fnished and participants could move on 
with the discussion. Our study was not designed to measure task 
progress or accomplishment, so we have no indication of whether 
participants in the Button condition actually accomplished more 
or simply exchanged speaking roles more often. A future study 
where the meeting task is designed to measure whether a high-
lighting button enables participants to accomplish more during a 
meeting would be highly informative. 

Past work in HCI has also investigated turn-taking and coordi-
nation in remote meetings [11]. Chan et al. [17] found that multi-

modal (i.e., haptic and visual) icons were the preferred manner of 
facilitating turn-taking. Future work should investigate whether 
our fndings could be extended by integrating similar haptic icons 
to enhance turn-taking coordination during walking meetings. 

The button also impacted the way our participants conducted 
their conversations. Nearly all participants developed a similar 

strategy, whereby they repeated statements and summarized their 
points before they pressed the button. This behavior mimics typical 
text-based note-taking techniques and recommended note-taking 
methods, such as outlining and summarizing key points [39]. Re-
search by Choi et al. [18] shows that summarizing and re-stating 
are mnemonic strategies that reinforce collective memory and in-
formation distribution. The techniques adopted by participants in 
the Button condition are therefore aligned with recommended 
strategies to improve the efectiveness and impact of meetings. 
Past work in CSCW by Kalnikaitė  et al. [37] used a similar button 
technique and found that it decreased load, increased conversation 
contributions, and improved recall two weeks after the meetings. 

6.5 The Talking Stick Metaphor 
Although the button promoted turn-taking, no participants adopted 
the metaphor whereby only the holder of the talking stick is allowed 
to speak, which is a primary function of some traditional talking 
sticks (e.g., [70]). As noted in Section 4.2, the participants were free 
to choose who carried the stick and whether they passed it back and 
forth. We chose not to enforce the traditional talking stick paradigm 
because we wanted to investigate how the prototype naturally 
impacted the conversation dynamics. The traditional talking stick 
rules may not be appropriate for every type of meeting and was 
not the subject of this investigation. Although this result was not 
surprising, it is notable that the vast majority of participants did 
not distribute the stick carrying role at all. Only two pairs swapped 
the stick partway through (as reported in Section 5.4.2). This result 
can be partially explained by the fact that many participants forgot 
they were holding the stick, and most participants in the Stick and 
Button conditions mentioned that they were very focused on the 
meeting. While our design was inspired by the concept of a talking 
stick, it was not our aim or expectation for the device to induce 
talking stick rules. 

Beyond denoting whose turn it is to speak, talking sticks are 
also used to indicate that an important conversation is taking place. 
This theme, which is more aligned with our design intention, was 
acknowledged by the participants. As previously discussed, the pres-
ence of the stick communicated a shared understanding between 
participants that a serious meeting was taking place and attention 
should be focused on the task at hand. This reveals that although 
the participants did not literally share the object, in that they did 
not share the responsibility of carrying the object, the physical ar-
tifact was still shared through signaling and mutual understanding. 
Past work has shown that tangibles can signal various meanings 
in social communication [53], from representing responsibility or 
supporting ambient awareness. 

6.6 Ways Forward 
We highlight potential ways forward for designing technologies 
to support note-taking while in motion based on our results. The 
tangible, physical form of the Walking Talking Stick had a positive 
impact by conveying a shared understanding, helping users stay on 
task, and communicating that they were participating in a serious 
meeting. However, the prototype could be further developed to 
exploit the benefts of tangible interaction. Future work should 
investigate additional afordances available with the walking stick 
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format. For example, users could tap the stick on the ground, spin 
it, fip it upside down, or pass it back and forth as input modalities. 
Vibration motors or lights could be added for additional feedback 
to the user. Implicit interaction could also be incorporated, such as 
highlighting text based on changes in walking speed. Additional 
research is required to understand how such gestures, feedback 
modalities, and implicit interactions might impact the meeting 
experience. 

Several participants mentioned a desire for each meeting member 
to have their own highlighting button (Section 5.4.3). This could 
be implemented in several ways to generate more useful notes. In 
the most basic format, all users would contribute to a single set of 
shared highlights. The input could also be labeled, so participants 
could see which parts of the meeting were marked as important 
by which participants. Segments that are highlighted by more than 
one person could be emphasized as particularly important. In a 
diferent implementation, highlights could be private. Each person 
would only see the sections that they highlight. A hybrid version 
could also be created where highlights are private by default, but if 
multiple people highlight the same section, this information would 
be communicated to all. It is likely that the diferent modes would 
be appropriate for diferent meetings and diferent participants, so 
these modes should be personalizable. 

On the subject of privacy, although it was not mentioned by our 
participants, we foresee that there may be situations where users 
want to discuss something ‘of the record’ as discussed by Halibur-
ton et al. [33]. It would therefore be prudent for future iterations to 
include an easy method of pausing the recording function or wiping 
a previous statement from the recording. Given that participants 
summarized and restated points when they used the highlighting 
button, a privacy-forward approach would be for the system to 
only record while the button is pressed. Alternatively, the system 
could always be recording and storing a short bufer which auto-
matically deletes itself if the button is not pressed. If the button is 
pressed at some point, the bufer is saved. This confguration would 
enable users to retroactively capture important points after they 
are said, while otherwise deleting content and maintaining privacy. 
The challenge with either privacy-forward design is that the users 
need to remember to press the button, or else nothing is recorded. 
In the current design, even if the users forget to take highlights, 
they still receive a full transcript which they can annotate after the 
fact. Future research is required to investigate whether the benefts 
of the privacy-forward approach outweigh the potential usability 
issues. 

The Walking Talking Stick concept could also be applied to 
technology-supported remote walking meetings. Haliburton et al. 
[33] developed design fctions where users in disparate geograph-
ical locations could meet while walking. Each participant could 
bring a Walking Talking Stick with them to record the meeting and 
generate highlights. Since the user needs in this situation are difer-
ent than in a co-located meeting, a diferent physical artifact may 
be appropriate. Future work is required to generalize our concept 
to remote meetings, which would greatly expand the applicability 
of walking meetings. 

6.7 Limitations 
One limitation of our work is the fact that users were planning a 
fctitious event. We conducted an outdoor user study where every 
pair of participants was given the same prompt to conduct their 
meeting, which was chosen to reduce variability in meeting con-
tent. However, it would be highly informative for future studies to 
investigate similar systems in the wild. An in-the-wild study with 
real meetings would likely have higher stakes, and therefore the 
transcripts generated by the system would be more valuable and, 
therefore, more closely scrutinized by participants. 

As with any study involving human-human interaction, there 
are many uncontrollable factors. We recorded how long each pair of 
participants knew one another and found no signifcant correlation 
with any of our metrics. However, there are other factors that could 
have impacted the interaction, such as how extroverted, talkative, 
or domineering each participant is. Compared to average sample 
sizes at CHI [14], we collected a relatively large sample to combat 
this variability and found no signifcant diference in Speaking 
Ratio between conditions, so we assume that the distribution of 
such personality traits is random. 

Another potential limitation is that we did not investigate a 
scenario with unobtrusive microphones and a highlighting button. 
Although this, theoretically, would have resulted in a two-by-two 
study design (tangible object vs. unobtrusive and highlighting vs. 
no highlighting), this would not work in practice. Introducing a 
highlighting button to the unobtrusive microphone condition would 
inherently introduce a new physical object. On the one hand, this 
would, therefore, no longer be a non-tangible condition. On the 
other hand, this would require an entirely new design process. For 
example, should each participant have a small button or should 
there be some shared object? Should the button be a physical object 
that it only used for highlighting, or should participants directly 
input highlights on a mobile phone? As discussed in Section 6.6, 
it would be interesting for future work to investigate individual 
highlighting buttons and shared control paradigms. 

Finally, many of our participants do not regularly conduct walk-
ing meetings, and it is currently not common practice to record 
audio transcripts of meetings. Therefore, there was likely a double 
novelty efect resulting from the combination of meeting while 
walking outside and using audio transcription. It would be useful 
for future research in this feld to investigate how user perceptions 
change and stabilize when using such a system over the long term. 

7 CONCLUSION 
In this paper, we investigated a shared tangible artifact and a shared 
highlighting button for automatically capturing notes during walk-
ing meetings. We designed two proof-of-concept versions of the 
Walking Talking Stick and evaluated them in a between-subjects 
study with 60 people comparing three conditions: Microphone 
(baseline with unobtrusive clip-on microphones), Stick (the Walk-

ing Talking Stick without a highlighting button), and Button (the 
Walking Talking Stick with a highlighting button). Our results 
show that the Walking Talking Stick increased task focus and cre-
ated a shared understanding between users. The addition of the 
shared highlighting button fostered new conversation dynamics 
and mnemonic strategies and generated more useful notes. We 
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contribute insights for future systems to create notes on the move 
using recording and transcription technologies. By further develop-
ing this feld, we hope to expand the scope of walking meetings to 
include more complex, note-heavy meetings. Through technology-
supported walking meetings, we aim to provide an opportunity 
for users to integrate physical activity into productive workday 
routines, thereby improving the overall health of the workforce. 
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