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## I. INTRODUCTION

This chapter contains a statement of the problem under study and the motivation for undertaking this study, a synopsis of the method of analysis used nere, and a brief survey of the previous work on this problem.

## A. The Problem

In this report the geometricai theory of diffraction is applied to calculate the wide angle side lobes of reflector antennas. Although there are many types of reflector antennas this discussion will be restricted to rotationally symetric reflectors. The essential components are shown in Fig. 1; they are the feed antenna and the reflector which serves to form a beam of specified shape. Depending upon the function of the antenna, the reflector surface may be a portion of a paraboloidal, sphe ical, ellipsoidal or hyperboloidal surface of revolution. However, it is commonly a paraboloid of revolution, and the examples treated here involve a reflector of this type with the feed positioned at the focus.

The calculation of wide angle side lobes including the region behind the reflector has received slight attention, and these side lobes are of practical fmportance in cases where it is desired to a) reduce the interference between antennas, b) design low noise reflector antennas, 1 c ) reduce the radiation hazard to personnel and equipment rxposed to high power transmitting antennas. ${ }^{2}$

## B. The Approach

The pattern of the reflector antenna is composed of the primary radiation of the feed and the field of the feed diffracted by the reflector. If we consider that the field of the feed is shadowed by the reflector in the geometrical optics sense, the region around the antenna may be divided into an illuminated region and a shadow region where the field is zero. At the shadow boundary the geometrical optics field is discontinuous. In the case of the ellipsoidal and hyperboloidal reflectors there are also far zone reflected fiel.ds and associated reflection boundaries.

Employing the geometrical theory of diffraction developed by Keller, ${ }^{3}$ the field of the feed induces a class of rays diffracted at the edge of the refiector. These raye radiate into both the illuminated and shadow regions and their fields when properly corrected, as described in App. I, combine with the geometrical optics field to produce a continuous total field at the shadow and reflection boundaries. Rays multiply-diffracted across the aperture are not included in this analysis; most practical reflectors are large enough so that these rays can be neglected.


Fig. 1-Reflector Antenna.
The forward and rear axial directions are caustics of the rays diffracted from the circular edge of the reflector; consequently the geometrical theory of diffraction fails in the neighborhood of these aspects. In the case of the parabolic reflector the forward axial direction is also a caustic of the far zone reflected rays. The fields in the cross-hatched regions of Fig. 2 are calculated from integral representations. In the forward axial region, the conventional aperture field method ${ }^{4}$ is employed. In the rear axial direction equivalent electric and magnetic ring currents are employed; these currents are expressed in terms of the edge diffraction coefficients.

In sumary, the nethod or solution described in the following chapters provides a complete 360 degree pattern in any plane containing the antenna axis. Aperture blockage by the feed alone is treated approximately in the usual manner; however, for reasons of simplicity the aperture blockage by the feed support has not been included in the solution.

Although the analysis described in the chapters to follow is applied to calculate the far-zone field of an isolated reflector anterna, it can


Fig. 2 - Different regions of the secondary field pattern.
be extended to calculate a) the near-zone field, (b) the coupling between reflector antennas, and (c) the environmental effect on the patiern of a reflector antenna.

## C. Previous Work

Since the advent of microwaves as a means of tracking and conmunim cation, the interest in reflector antennas has grown rapidly. The subject of reflector antennas has been treated ex. Ensively by both silver ${ }^{5}$ and Fradin. ${ }^{\text {© }}$ though a wide varieiy of papers on various aspects of this subject have been published, relatively few have been concerned with the wide angle radiation. Tartakovsiii ${ }^{7}$ studied the radiation pattern of an ideal paraboloid using the current-distribution ${ }^{8}$ and aperture-rield methods and compared the regions of validity of the two. Schouten and Beukelman ${ }^{9}$ applicd the current-distsibution nethod to obtain the radiation pattern for a paraboloidal reflector with a dipole feed and expressed
the radiation integral in the form of an infinite series of Bessel funetions. Afifij ${ }^{10}$ compared the experinental results obtained for the cese of a dipole feed with the theoretical results based on the currentdistribution method. Computations based on the classical radiation invegral are very complicaied compared with those based on the geometrical. theory of diffraction. Furthermore, they do not correcti?.j predict the pattern behind the reflector.

Kinber ${ }^{11}$ was the first to apply the Kclier's theory of diarracted rays to this problem. He presented curves which show the general beiavior of the pattern for an uniformly iiluminated aperture. His results were not corrected for the shadow boundary and the rear axial caustic. Lysher ${ }^{12}$ and Peters ${ }^{13}$ have both investigated the fields behini a parabolic reflector using the geometrical theory of diffraction, after approximating the real geometry by simplified versions. Lysher approximated the reflector by a flat disc, and Peters considered dirfraction at a halif plane edge tangent to the edge of the reflector, thereby, neglecting the curvature of the edge. Nevertheless, their results appear to be in reasonable agreement with the measured values. Peters and Rudduck ${ }^{14}$ and Peters and Kilcoyne ${ }^{25}$ have employed the geometrical theory of diffraction to explain the radiation mechanism of reflector antennas; they also describe how it may be used to improve the design. Recentliy Rusch ${ }^{28}$ studied the edge diffraction for paraboloids and hyperboloids and compared the patterns obtained with those obtained from an integral formula. His results are not valid at the shadow boundary.

In reviewing the previous work it is evident that there is no thorough treatment of the complete pattern of a symmetrical reflector antenna. The previous solutions fail at shadow bounderies or caustics, or else thiv approximate the reflector geometry.

## II. WIDE ANGLE SIDE LOBFS

This chapter begins with a description of the physical configuration of the reflector antenna and the various coordinate systems used in its analysis. The field of the primary feed radiation is describod next, and subsequently, the two point method to determine the fields away from the axis, and the ring current method to determine the fields in the rear axial region are developed.

## A. The Configuration and the Coordinate System

The reflecting surface considered here is a portion of a surface of revolution. Let the vertex of the surface be contained in this portion. A surface of revolution is generated by rotating a curve about a straight line referred to as the axis of revolution. This uriace is terminated by a plane perpendicular to the axis; therefore the edge of the surface is a circle and the reflector is said to be axially symmetric. In such a case the circle containing the edge of the reflector is called the aperture circle and the plane containing it, the aperture plane. The faraboloid of revolution ard spiere are two reflecting surfaces of widespread practical interest. In the case of the parabolic reflector the shape of the reflector is commonly described in terms of the $f / D$ ratio, i.e. the ratio of the focal length to the diaraeter.

The reflector is assumed to have a sharp edge and a perfectly conducting surface. The feed is generally placed at the axial focus. Its primary radiation pattern is in general not isotropic. The reflector is assumed to be in the far zone region of the primary radiation field, and the dimensions of the reflector, as well as the distance to the field point are assumed to be large compared with a wavelength, thus the geometrical theory of diffraction can be employed to calculate the field of the edge diffracted rays.

Four coordinate systems are used in this analysis to describe the field of the primary feed, the aperture und edge geometry and the far zone field of the reflector antenna. The field of the feed is described in the spherical coordinate system shown in Fig. 3a, which is centered on the axis of the reflector at the phase reference of the feed; this field may be obtained either from calculation or measurement. The coordinate system shom in Fig. 3b is introduced to describe the field of the feed at the reflector; it has the same origin as the previous coordinate system, but its polar axis is the 2 axis instead of the $y$ axiz. Setting $\psi=\pi-\theta^{\prime}$; the trarsformation of variables and unit vectors, dencted by a superscript, between the two coordinate systems is

$$
\begin{equation*}
\cos \psi=\cos \varphi_{f} \sin 9_{\mathrm{f}} \tag{1}
\end{equation*}
$$



Fig. 3-Coordinate systems used in the analysis.
(2)

$$
-\cos \varphi^{\prime} \sin \psi=\sin \varphi_{I} \sin \theta_{\Gamma}
$$

$$
\hat{\psi}=-\hat{\theta}_{\mathrm{f}^{\prime}} \frac{\sin \phi^{\prime} \cos \psi}{\beta}+\hat{\varphi}_{\mathrm{C}}\left(\frac{\cos \varphi^{\prime}}{\beta}\right)
$$

(4)

$$
\hat{\varphi}^{\prime}=-\hat{\theta}_{1^{\prime}} \frac{\cos \varphi^{\prime}}{\beta}-\hat{\varphi}_{\mathrm{I}} \frac{\sin \phi^{\prime} \cos \psi}{\beta}
$$

where

$$
\begin{equation*}
\beta=\sqrt{1-\sin ^{2} \psi \sin ^{2} \varphi^{\prime}}, \tag{5}
\end{equation*}
$$

The cylindrical coordinate system ( $\rho^{\prime}, \varphi^{\prime}, 2^{\prime}$ ) show in Fig. $3 c$ is used to describe the aperture and edge of the reflector; its origin is at the center of the aperture. This ccordinate system is useful in the description of the edge diffracted rays, aperture fields, and equivalent edge currents which will be described later. Finally we have the spherical coordinate system shown in Fig. 3d to describe the far zone field of the reflector antenna. The origin of this coordinate system coincides with that of Fig. 3c.

## B. The Field of the Feed

For the purpose of the present anaiysis, the feed is assumed to be a radiator whose dimension is small compared with the aperture diameter ana its pattern is assumed to be broadly directional with its maximum value coincident with the reflector axis. Furthermore, for the sake of simplifying the following discussion the pattern of the feed is assured to be linearly-polarized in the direction $\theta_{f}$. It is clear that this is not an essentiel restriction because an elliptically polarized field can always be represented as a sum of linearly polarized fields. For the linear polarization state just described the yz-plane is the E-plane and the $x z-p l a n e ~ i s ~ t h e ~ H-p l a n e . ~$

In the far zone the field of the feed is given by

$$
\begin{equation*}
\bar{E}^{f}=-\hat{\theta}_{f} A g\left(\theta_{f}, \varphi r\right) \frac{e^{-j k R^{\prime}}}{R^{\prime}} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\theta}_{f}=-\frac{\hat{R}^{\prime} \times\left(\hat{y} \times \hat{R}^{\prime}\right)}{\sin \theta_{\mathrm{f}}} \tag{7}
\end{equation*}
$$



Fig. 4 - The two edge diffracted rays which contribute to the field behind the reflector.

A is the normalization constant,
$g\left(\theta_{f}, \varphi_{f}\right)$ is the primary feed pattern (with its maxinum magnitude equal to unity).

In terms of the coordinate system shown in Fig. 3b
(8) $\quad \bar{E}^{f}\left(R^{z}, \psi, \varphi^{\prime}\right)=-A\left[\hat{e}^{\prime} \frac{\cos \psi \sin \varphi^{y}}{\beta}-\hat{\varphi}^{\prime} \frac{\cos \varphi^{2}}{\beta}\right] f\left(\psi, \varphi^{\prime}\right) \frac{e^{-j k R^{3}}}{R^{\prime}}$, where

$$
\begin{equation*}
f\left(\psi, \hat{\varphi}^{2}\right)=g\left(\theta_{\hat{i}}^{\prime}, \varphi_{\hat{f}}\right) \tag{9}
\end{equation*}
$$

In the E- and H-planes the above expression reduces to

$$
\begin{equation*}
\bar{E}_{e}^{f}= \pm \hat{\theta}^{\prime} \Lambda j_{e}(\psi) \frac{e^{-j k R^{\prime}}}{R^{\prime}} \quad, \phi^{\prime}=\frac{\pi}{2} \tag{10}
\end{equation*}
$$

Where the siga is determined by $\operatorname{sgn}(-\cos \psi)$.

$$
\bar{E}_{h}^{f}=\hat{y} A r_{h}(\psi) \frac{e^{-j k R^{\prime}}}{R^{\prime}},
$$

in which the pattern functions $f_{e}$ and $f_{h}$ may be written as functions $o:$ $\psi$ only in the two principal planes.

## c. The Two Point Method

As mentioned earlier, this method is used to calculate the field of the reflector antenna at aspects away from the forward and rear axes of symmetry. It should be noted, however, that the two point method is applicable to all practical single reflector antennas.

Earlier it was pointed out that according to geometrical optics concepts the region surrounding the reflector antenna may be divided into an illuminated region and a sinadow region. The geometrical optics field at any field point $P$ is then given by

$$
\bar{E}^{\mathrm{g} \cdot 0} \cdot(\mathrm{P})= \begin{cases}\overline{\mathrm{E}}^{\mathrm{f}}(\mathrm{P}), & \mathrm{P} \text { in the illuminated region. }  \tag{12}\\ 0, & P \text { in the shadow region } .\end{cases}
$$

This geometrical optics field propagates along ray paths which emanate radially from $F$.

Next let us turn our attention to the dirfracted rays and field at P. Consider the path from $F$ to $P$ which also includes a point on the edge of the reflector; the path consists of two straight line sections in a homogeneous medium. There exist two points $Q_{2}$ and $Q_{2}$ on the edge of the reflector which make the distance along this path a minimum and maximum, respectively. According to Keller's extension of Fermat's principle these minimum and maximum paths are the trajectories of two edge diffracted rays. We may fix $Q_{1}$ and $Q_{2}$ in the following way. Let $V$ be the vertex of the reflector; the plane defined by FVP intercepts the edge of the reflector at $G_{Q_{1}}$ and $Q_{2}$.

The total field at $P$

$$
\begin{equation*}
\overline{\mathrm{E}}(\mathrm{P})=\overline{\mathrm{E}}^{\mathrm{g}} \cdot 0 \cdot(\mathrm{P})+\overline{\mathrm{E}}^{\mathrm{d}}(P) \tag{13}
\end{equation*}
$$

where $\overline{\mathrm{E}}^{\mathrm{d}}(P)$ is the sum of the fields which are edge diffracted at $Q_{2}$ and $Q_{2}$. However, over a certain range oi $\theta$, the contributions to the dinfracted fieid come only from one of these two points as the other gets shadowed by the reflector itself, as showm in Fig. 5. Thus

$$
\bar{E}^{d}(p)= \begin{cases}\overline{E_{1}^{d}}(D)+\bar{E}_{2}^{d}(P), P \text { visible from } Q_{1} \text { and } Q_{2}  \tag{14}\\ \overline{E_{1}^{d}}(P), & P \text { not visible from } Q_{2}\end{cases}
$$



Tig. 5 - Different regions illuminated by the two edge diffracted rays.
where $\bar{E}_{1}^{d}(P), \bar{E}_{2}^{d}(P)$ are the ficlds of the edge d.ffracted rays at $Q_{1}$ and $Q_{2}$, respectively. The ray incident on the edge at $Q_{2}$ gives rise to a surface diffracted ray which propagatea along the back surface of the reflector. The surface ray sheds rays tangentially so it propagates into the shadow region shown in Fig. 5. These rays have not been included in our analysis; in general, their effect on the pattern is very small. The contributions from rays multiply-diffracted across the aperture and from rays diffracted from the edge and then reflected from the inner surface of the reflector are small and have been neglected.

Since high frequency diffraction is essentially a local phenomenon, $\bar{E}_{i}^{d}(P)$ can be determined in terms of the reflector and ray geometry at the point of diffraction $Q_{i}$ on the edge. The field of an edge diffracted ray is given by ${ }^{17}$

$$
\begin{equation*}
\bar{E}_{i}^{\mathrm{d}}(p)=\overline{\bar{D}}\left(Q_{\dot{i}}\right) \cdot \overline{\mathrm{E}}^{\mathrm{P}}\left(Q_{i}\right) \sqrt{\frac{\rho_{i}}{r_{i}\left(\rho_{i}+r_{i}\right)}} e^{-j k r_{i}}, \tag{15}
\end{equation*}
$$

where
$\overline{\bar{D}}$ is the dyadic diffraction coefficient for a straight edge,
$\overline{\mathrm{E}}^{\mathrm{f}}\left(Q_{i}\right)$ is the electric field of the feed at edge at $Q_{i}$, $i=1,2$.
$\rho_{i}$ is the distance of the caustic from the edge at $Q_{i}$, and,
$r_{i}$ is the distance from $Q_{i}$ to $P$.
$\overline{\bar{D}}$ and $\rho$ are both as defined by Kouyoumjian, ${ }^{18}$ and they are given in App. I and App. II, respectively.

Referring to these appendices, it is seen that $\overline{\bar{D}}$ is a function of the incident and diffracted ray geometries at the edge; it does not depend on edge curvature. The curvature of the edge is taken into account by the divergence factor, the square root term in Eq. (15), which is expressed in terms of the caustic distance at the edge.

Next let us explicitly determine the caustic distance $\rho_{1}, \rho_{2}$ at $Q_{1}, Q_{2}$. We define the radius of the aperture to be a, the distance from the focus $F$ to any point on the edge to be $R_{0}$, the angle subtended by the edge at $F$ to be $2 \alpha$ (Fig. 5), the distance from the center of the aperture 0 to the field point $P$ to be $R$ (Figs. 3d, 4).

As shown in App. II, the caustic distances for this are

$$
\begin{equation*}
\rho_{1}=\frac{a r_{1}}{R \sin \theta-a} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{2}=-\frac{a r_{2}}{R \sin \theta+a} \tag{17}
\end{equation*}
$$

Thus at $Q_{1}$, the divergence factor becomes

$$
\begin{equation*}
\sqrt{\frac{\rho_{2}}{r_{1}\left(\rho_{1}+r_{1}\right)}}=\frac{1}{\sqrt{r_{1}}} \sqrt{\frac{a}{R_{1} \sin \theta}} \tag{18a}
\end{equation*}
$$

and at ?e,

$$
\begin{equation*}
\sqrt{\frac{\rho_{2}}{r_{2}\left(\rho_{2}+r_{2}\right)}}=\frac{j}{\sqrt{r_{2}}} \sqrt{\frac{a}{R \sin \theta}} \tag{18b}
\end{equation*}
$$

In the far zone the divergence factors reduce to

$$
(19 a, b) \quad \frac{1}{R} \sqrt{\frac{a}{\sin \theta}}, \frac{j}{R} \sqrt{\frac{a}{\sin \theta}}
$$

at $Q_{1}$ and $Q_{2}$, respectively. The factor $j$ is caused by the phase discontinuity which occurs at the caustic between $Q=$ and the field point.

Substituting from Eqs. (19a) and (19b) into Eq. (15) and making use of the far zone approximations

$$
\begin{align*}
& r_{1} \simeq R-a \sin \theta,  \tag{20}\\
& r_{2} \simeq R+a \sin \theta,
\end{align*}
$$

in the phase term and $r_{1}, r_{2} \simeq R$ in the amplitude, we have for the far zone edge diffracted fields

$$
\begin{gather*}
\bar{E}_{1}^{d}(P)=\overline{\bar{D}}\left(Q_{1}\right) \cdot \bar{E}^{f}\left(Q_{2}\right) \sqrt{\frac{a}{\sin \theta}} \frac{e^{-j k(R-a \sin \theta)}}{\bar{R}},  \tag{22}\\
\bar{E}_{2}^{\alpha}(P)=\overline{\bar{D}}\left(Q_{2}\right) \cdot \bar{E}^{f}\left(Q_{2}\right) \sqrt{\frac{a}{\sin \theta} \frac{e^{-j k(R+a \sin \theta)} \bar{R}}{j \frac{\pi}{2}}}
\end{gather*}
$$

It is seen that the scalar product of $\overline{\bar{D}}$ and $\overline{\mathrm{E}}^{f}$ depends on the polarization of the electric field of feed with res'lect to the diffracting edge. From Eqs. (10) and (11) we see that this electric field is normal to the edge for the E-plane pattern whereas it is parallel to the edge on the H-plane pattern. The pattern in these two planes is of particular interest; the analysis for each case is carried our separately.
a) E-plane Analysis $(\phi=\pi / 2)$

The two edge points $Q_{2}$ and $Q_{2}$ lie in the $y z$-plane as shom in Fig. 6. Equation (10) yielde for the incident field at $Q_{1}$,

$$
\begin{equation*}
\bar{E}_{e}^{Z_{e}^{\prime}}\left(Q_{1}\right)=\left(\hat{x} \times \hat{I}_{2}\right) A r_{e}(\alpha){\frac{\varepsilon^{\prime}}{R_{0}}}^{-j k R_{0}} \tag{24}
\end{equation*}
$$

in which $\psi=\alpha$ at the eate of the reflector. Fron Fig. 6 one obtain:is

$$
\hat{e}_{1}=-\hat{x},
$$


(a) FRONT VIEW

(b) SIDE VIEW

Fig. 6 - Ccometry of the edge diffracted rays in t::E E-ple::e.

$$
\begin{aligned}
\hat{p}_{d_{1}} & =-\hat{x} \times \hat{d}=\hat{\theta} \\
\hat{P}^{\prime} & =-\hat{x} \times \hat{I}_{1}
\end{aligned}
$$

in which we set $\hat{d}_{1}=\hat{d}_{2}=\hat{d}$ in the far zonc. Hence
$\overline{\bar{D}}\left(Q_{1}\right) \cdot \bar{E}\left(Q_{2}\right)=\left[\hat{x} \hat{x} D_{S}\left(Q_{1}\right)+(\hat{x} \times \hat{d})\left(\hat{x} \times \hat{I}_{1}\right) D_{h}\left(Q_{1}\right)\right] \cdot\left(\hat{x} \times \hat{I}_{2}\right) E_{e}^{r}\left(G_{1}\right)$

$$
\begin{equation*}
=-\hat{\theta} D_{h}\left(Q_{2}\right) A f_{e}(\alpha) \frac{e^{-j k R_{0}}}{R_{0}} \tag{25}
\end{equation*}
$$

Substituting Eq. (25) into Eq. (22),

$$
\begin{equation*}
\bar{E}_{I}^{d}(P)=-\hat{\theta} A r_{e}(\alpha) \frac{e^{-j k R_{0}}}{R_{0}} D_{h}\left(Q_{I}\right) \sqrt{\frac{a}{\sin \theta}} \frac{e^{-j k(R-a \sin \theta)}}{R} \tag{26}
\end{equation*}
$$

For the rays diffracted at $Q_{2}$,

$$
\begin{equation*}
\bar{E}_{e}^{f}\left(Q_{2}\right)=\left(\hat{x} \times \hat{I}_{2}\right) A f_{e}(\alpha) \frac{e^{-j k R_{0}}}{R_{0}} \tag{27}
\end{equation*}
$$

and from Fig. 6 one obtains

$$
\begin{aligned}
\hat{e}_{2} & =\hat{x} \\
\hat{p}_{d_{2}} & =\hat{x} \times \hat{d}=-\hat{\theta} \\
\hat{p}_{2} & =\hat{x} \times \hat{I}_{2} .
\end{aligned}
$$

Following the same procedure as that used for the fiela :" fracted from $Q_{1}$, one finds that the fi.eld diffracted from $Q_{2}$ is
(28) $\quad \overline{\mathrm{E}}_{2}^{d}(\mathrm{P})=-\theta \mathrm{Af}_{\mathrm{e}}(\alpha) \frac{\mathrm{e}^{-j k R_{O}} \mathrm{R}_{\mathrm{O}}}{D_{h}\left(Q_{2}\right)} \sqrt{\frac{a}{\sin \theta}} \frac{e^{-j k(R+a \sin \theta)+j \frac{\pi}{2}} .}{}$

The field in the E-plane due to the direct radiation from the feed is given by [Eq. (10)]

$$
\begin{equation*}
\overline{\mathrm{E}}^{\mathrm{f}}(P)= \pm \hat{\theta} A f_{\mathrm{e}}(\psi) \frac{e^{-j k R^{\prime}}}{\mathrm{R}^{\prime}} \tag{29}
\end{equation*}
$$

which after substituting

$$
\begin{equation*}
R^{\prime}=R-b \cos \theta \tag{30}
\end{equation*}
$$

in the phase term and $\mathrm{R}^{2} \simeq \mathrm{R}$ in the amplitude reduces to

$$
\begin{equation*}
\hat{E}^{f}(P)= \pm \hat{\theta} A f_{e}(\psi) \frac{\left.e^{-j k(R-b} \cos \theta\right)}{\hat{R}} \tag{31}
\end{equation*}
$$

where the sign is determined by $\operatorname{sgn}(\cos \theta)$ and
$b$ is the distance betwern the aperture center and the focus.
b) H-plane Analysis ( $\phi=0$ )

The configuration of rays for this case is show in Fig. 7. The pointe $Q_{1}$ and $Q_{2}$ now lie in the $x z-p l a n e$. The electric field in the incident ray is given by [Eq. (11)]

$$
\begin{equation*}
\overline{\mathrm{E}}_{\mathrm{h}}^{\mathrm{f}}\left(Q_{2}\right)=\hat{\mathrm{y}} \mathrm{Af}_{\mathrm{h}}(\alpha) \frac{e^{-j k R_{0}}}{R_{0}} \tag{32}
\end{equation*}
$$

Therefore

$$
\begin{align*}
\overline{\bar{D}}\left(Q_{1}\right) \cdot \overline{\mathrm{E}}^{f}\left(Q_{1}\right) & =\left[\hat{y} \hat{y} D_{S}\left(Q_{2}\right)+(\hat{y} \times \hat{d})\left(\hat{y} \times \hat{I}_{1}\right) D_{h}\left(Q_{2}\right)\right] \cdot \hat{y} E_{h_{h}}^{f}\left(Q_{2}\right) \\
& =\hat{y} D_{S}\left(Q_{1} ; A f_{h}(\alpha) \cdot \frac{e^{-j k R_{0}}}{R_{0}}\right. \tag{33}
\end{align*}
$$

Next on substituting Fqs. (33) in Eq. (15) and employing Eqs. (19), (20), (21) after making the usual far zone approximations, one obtains
(34) $\quad \bar{E}_{1}^{2}(P)=\hat{y} A f_{h}(\alpha) \frac{e^{-j k R_{o}}}{R_{0}} D_{S}\left(Q_{1}\right) \sqrt{\frac{a}{\sin \theta}} \frac{e^{-j k(R-a \sin \theta)}}{R}$,

$$
\begin{equation*}
\overline{\mathrm{F}}_{2}^{d}(P)=\hat{y} A f_{h}(\alpha) \frac{e^{-j k R_{0}}}{R_{0}} D_{S}\left(Q_{2}\right) \sqrt{\frac{a}{\sin \theta}} \frac{e}{R}^{-j k(R+a \sin \theta)+j \frac{\pi}{2}} \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{E}^{f}(p)=\hat{\operatorname{yan}}_{h}(\psi) \frac{e^{-j k(R-b \cos \theta)}}{\underline{R}} \tag{36}
\end{equation*}
$$

The total E - and H -plane fields in various regions lying awsy from the axis can now be ootained on substituting Eqs. (26), (28) and (31) or Eqs. (34), (35) and (36) in Eqs. (23 and 14). if the tangent to the surface at the edge makes an angle $\theta_{t}$ with the $z$-axis, the region given by $\theta_{t}<\theta<\frac{\pi}{2}$ will be seen only by one of the two points; see Fig. 5. The shadow boundary for feed illumination is given by $\theta=\pi-\alpha$. The fields contributirg to the illumination of the different regions are presented in tabular form; again it is convenient to refer to Fig. 5.

(a) FRONT VIEW

(i) TOP VIEW

Fig. ' $f$ - Geometry of the edge diffracted rays in the li-glane.

Table 1 - Total Fields in Different Regions covered by the Two Point Method

| Region | Total Field |
| :---: | :---: |
| $\theta \leq \frac{\pi}{2}$ | $\overline{\mathrm{E}}^{\mathrm{f}}+\overline{\mathrm{E}}_{2}^{\mathrm{d}}+\overline{\mathrm{E}}_{2}^{\mathrm{d}}$ |
| $\frac{\pi}{2}<\theta<(\pi-\alpha)$ | $\overline{\mathrm{E}}^{\mathrm{f}}+\overline{\mathrm{E}}_{2}^{\mathrm{d}}$ |
| $(\pi-\alpha)<\theta<\theta_{\mathrm{t}}$ | $\overline{\mathrm{E}}_{2}^{\mathrm{d}}$ |
| $\theta_{\mathrm{t}} \leq \theta$ | $\overline{\mathrm{E}_{2}^{\mathrm{d}}+\overline{\mathrm{E}}_{2}^{d}}$ |

The diffraction coefficients appearing in Eqs. (25) and (33) include the correction factor $F$ which will take into account the smooth variation of the total fields across the shadow boundary. Therefores this transition region has not been considered separately.

Both the E- and H-plane fields are cal.culated using thjis method over the complete range of aspects except in the vicinity of $\theta=0$ and $\theta=\pi$. The aperture field method and the ring current method will give the contributions to the field at aspects around $\theta=0$ and $\theta=\pi$, respectively.

## D. The Ring Current Method

The rear axis of the reflector forms a caustic for the dirfracted rays and therefore, the geometrical theory of diffraction cannot be arplied directly to find the field in tris direction. As mentioned previously, a different method employing equivalent ring currents will be used for this purpose.

The relationship of these equivalent currents flowing along the edge of the reflector and the scalar diffraction coefficients for the hard and soft boundary conditions may be deduced by examining the twodimensional dicfraction of a plane wave normaily incident on a perfectlyconuucting half plane. We will consider two cases separately, in one sase the incident electric field is parallel to the edge and in the other, the incident magnetic field is parall.el to the edge. Using the geometrical theory of diffraction the diffracued electric field in the first: case is round to be

$$
\begin{equation*}
E^{d}=E^{i}(\Omega) D_{S}(Q) e^{-j k s} \tag{37}
\end{equation*}
$$

and the diflracted magnctic ricld in the second sase to be

$$
\begin{equation*}
\left.H^{\dot{i}}=H^{i}(Q) D_{h}(Q)\right)_{\sqrt{5}}^{-j k s} \tag{38}
\end{equation*}
$$

where $s$ is the perpandicular aistance from the edge to the rield point. Alternatively, these diffracted rields may be described in terms of electric and magnetic line currents I and $M$ flowing along the edge of the half plane.

$$
\begin{equation*}
E^{\alpha}=-k z_{0} \frac{e^{j \pi / 4}}{\sqrt{8 \pi k s}} e^{-j k s} I \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
H^{\alpha}=-k Y_{0} \frac{e^{j \pi / 4}}{\sqrt{8 \pi k s}} e^{-j k s} M . \tag{40}
\end{equation*}
$$

In the case of an arbitrarily polarized incident wave, $\mathrm{E}^{i}(\mathrm{Q})$ must be replaced by its component tangent to the edge $\hat{e} \cdot \bar{E}^{i}(Q)$ and $H^{1}(Q)$ must be replaced by its component tangent to the edge e $\cdot \mathrm{H}^{\mathrm{i}}(\mathrm{Q})$. With this in mind and comparing Eq. (37) with Eq. (39) and Eq. (40), it is seen that the equivalent electric and magnetic edge currents are

$$
\begin{equation*}
I=-\frac{\hat{e} \cdot \overline{\mathrm{E}}^{i}(Q)}{Z_{0}} D_{S}(Q) \sqrt{\frac{8 \pi}{k}} e^{-j \pi / 4} \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
M=-\hat{e} \times \hat{I} \cdot \bar{E}^{i}(Q) D_{h}(Q) \sqrt{\frac{8 \pi}{k}} e^{-j \pi / 4} \tag{42}
\end{equation*}
$$

in which $\hat{I}$ is a unit vector in the direction of incidence and we have made use of the relationship

$$
\begin{equation*}
\bar{H}^{i}(Q)=\frac{\hat{I} \times \overline{\mathrm{E}}^{i}(Q)}{Z_{0}} \tag{43}
\end{equation*}
$$

It is seen that these equivalent edge currents not only are a function of the position on the edge, but they also depend upon the angles of incidence and diffraction (as defined in Fig. 17 of App. I) at the edge point in question.

These currents are now used to calcuiate the field directly on the rear axial caustic of the reflector antenna. It can be shown that this procedure leads to a result identical with that obtained when the Braunbek currents ${ }^{19}, 20$ are employed and the field on the axial caustic is calculated by evaluating the radiation integral asymptotically This latiter procedure is known to be a very good high frequency approximation.

At aspects close to the rear axial caustic we employ ti:e sa:e equivalent currents as are used for the rear axial case itsé... Strictly speaking this does not seem to be justiried, but we rir. that the patterns calculated by this procedure blend smoothly witil. the patterns calculated by the two point method. Moreover, we recte that near the rear axial caustic $D_{S}$ and $D_{h}$ are slowly yarying fiusetions or the angle of diffraction in this application, and so keepine them constant for a limited range of aspects is not a poor appoximation. These equivalent currents have been used by Ryan ${ }^{25} \div 0$ calculste the scattered fields at the axial caustics on several bodies of revolution.

In calculating the field near the rear axial caustic of the reflector

$$
\begin{equation*}
I\left(\varphi^{\prime}\right)=-\frac{E^{\mathrm{f}}\left(\varphi^{\prime}\right)}{Z_{0}} \cos \varphi^{\prime} D_{S}\left(\gamma, \gamma^{\prime}\right) \sqrt{\frac{8 \pi}{k}} e^{-j \frac{\pi}{4}} \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
M\left(\varphi^{\prime}\right)=-E^{f}\left(\varphi^{\prime}\right) \sin \varphi^{\prime} D_{h}\left(\gamma, \gamma^{\prime}\right) \sqrt{\frac{8 \pi}{k}} e^{-j \frac{\pi}{4}} \tag{45}
\end{equation*}
$$

where the angles $\gamma, \gamma^{\prime}$ are the ang?es of diffraction and incidence at the edge of the reflector as shown in Fig. 8. The electric field $\overline{\mathrm{E}}$ produced by the ring current $I\left(\varphi^{\prime}\right)$ is given by the radiation integral (App. III).

$$
\begin{equation*}
\bar{E}^{e}=\frac{j k a Z_{0}}{4 \pi} \frac{e^{-j k R}}{\frac{R}{R}} \int_{0}^{2 \pi} I\left(\varphi^{r}\right) e^{j k a \sin \theta \cos \left(\varphi-\varphi^{\mathfrak{r}}\right)} \tag{46}
\end{equation*}
$$

and the electric field produced by the magnetic ring current $K\left(\varphi^{\prime}\right)$ is given by

$$
\begin{equation*}
\bar{E}^{m}=\frac{j k a}{4 \pi} \frac{e^{-j k R}}{R} \int_{0}^{2 \pi} M\left(\varphi^{\prime}\right) e^{j k a \sin \theta \cos \left(\varphi-\varphi^{\prime}\right)}\left(\hat{R} \times \hat{\varphi}^{\prime}\right) d \varphi^{\prime} . \tag{47}
\end{equation*}
$$

The total electric field is then given by the superposition of $\overline{\mathrm{E}}^{e}$ and $\overline{E^{m}}$. Thus

$$
\begin{equation*}
\overline{\mathrm{E}}=\widetilde{\mathrm{E}}^{\mathrm{e}}+\overline{\mathrm{E}}^{\mathrm{m}} . \tag{48}
\end{equation*}
$$

In order io evaiuaite these integrals it is necessary to express the field of the feed $\overline{\mathrm{E}}^{\mathrm{f}}$ as a function of $\varphi^{\prime}$. $\overrightarrow{\mathrm{E}}^{\mathrm{f}}\left(\varphi^{2}\right)$ can de determined from measurement or calculation. In the former case it is customary to measure the E- and H-plane paiterns of the feed. The measurement of the feed patterns in these lwo planes may suffice, if the difference between the two patterns is not too great.

(a)

REFLEGTOR ANTENNA AND RAYS FORMING rear axial caustic


Figure 8.

If the pattern of feed is relatively unjform we may furctionally interpolate between $\bar{E} e$ and $\overline{\mathrm{H}}$-plane patterns. The type of irverpolation used ir this analysis is described helow:

$$
\begin{equation*}
E^{f}\left(\varphi^{t}\right)=E_{e}^{f}(\alpha)-\left[E_{e}^{f}(\alpha)-E_{h}^{f}(\alpha)\right] \cos ^{2} \varphi^{\prime} \tag{49}
\end{equation*}
$$

which can be wrijten as

$$
\begin{equation*}
\mathrm{E}^{f}(\varphi)=T-\delta \cos 2 \varphi^{\prime}, \tag{50}
\end{equation*}
$$

where
(51)

$$
\begin{aligned}
& T=\frac{E_{e}^{f}+E_{h}^{f}}{2}, \\
& S=\frac{E_{e}^{f}-E_{h}^{f}}{2}
\end{aligned}
$$

Eqs. (44), (46) and (50) now yield


$$
\begin{equation*}
\left(\hat{\mathrm{R}} \times \hat{\mathrm{R}} \times \hat{\varphi}^{\prime}\right) d \varphi^{2}, \tag{53}
\end{equation*}
$$

arid similarly, Eqs. (45), (47) and (50) yield

$$
\bar{E}^{m}=-\frac{a}{\sqrt{\lambda}} \frac{\left.e^{-j(k R}-\frac{\pi}{4}\right)}{D_{h}} \int_{0}^{2 \pi}\left(T-\delta \cos 2 \varphi^{\prime}\right) e^{j k a \sin \theta \cos \left(\varphi-\varphi^{\prime}\right)} \sin \varphi^{\prime}
$$

$$
\begin{equation*}
\left(\hat{\mathrm{R}} \times \hat{\varphi}^{\mathrm{t}}\right) \mathrm{d} \varphi^{\prime}, \tag{54}
\end{equation*}
$$

where $D_{S}=D_{S}\left(\gamma, \gamma^{\rho}\right)$ and $D_{h}=D_{h}\left(\gamma, \gamma^{1}\right)$ as mentioned earlier.
The vector products appearing in the integrals are different for the two principal planes and therefore, the evaluation of the integrals is carried out for the E- and H-planes separately.
a) E-plane Anaiysis

In the E-plane $\left(\varphi=\frac{\pi}{2}\right)$ the vector product appearing in the integral of Eq. (53) can be expressed in the ;orm

$$
\begin{equation*}
\hat{R} \times \hat{R} \times \hat{\varphi}^{\prime}=\hat{x} \sin \hat{\varphi}^{z}-\hat{\theta} \cos \theta \cos \varphi^{\prime} \tag{55}
\end{equation*}
$$

Employing this relationship in Eq. (53) it is found upon evaluating the integral that the $x$-component vanishes and the $\hat{\hat{0}}$ - component, denoted by $\mathrm{F}^{\mathrm{e}}(\theta)$, is

$$
\begin{equation*}
J^{\prime} e(\theta)=\pi \cos \theta\left[\left(T-\frac{\delta}{2}\right) J_{0}(\chi)+(T-\delta) J_{2}(\chi)-\frac{\delta}{2} J_{4}(\chi)\right] \tag{56}
\end{equation*}
$$

Yhere

$$
x=k a \sin \theta,
$$

$J_{m}(\chi)$ is the $m^{\text {th }}$ order Bessel function with argument $\chi$.
Eq. (53) can now be written as

$$
\begin{equation*}
\overline{E^{e}}=\hat{\theta} \frac{a \pi}{\sqrt{\lambda}} D_{S} \cos \theta \frac{e^{-j k R}}{R}\left[\left(T-\frac{\delta}{2}\right) J_{0}(\chi)+(T-\delta) J_{2}(\chi)-\frac{\delta}{2} J_{4}(\chi)\right] e^{j \frac{\pi}{4}} \tag{57}
\end{equation*}
$$

Returning to Eq. (54), for the E-pline the vector product inside the integral can be expressed in the form

$$
\begin{equation*}
\hat{R} \times \hat{\varphi}^{\prime}=-\hat{x} \cos \theta \cos \varphi^{\gamma}-\hat{\theta} \sin \varphi^{\prime} . \tag{58}
\end{equation*}
$$

Again the $\hat{x}$-component vanishes on evaluating the integral jeaving only the $\hat{\theta}$-component which is given as

$$
\begin{equation*}
F^{\mathbb{M}}(\theta)=-\pi\left[\left(T+\frac{\delta}{2}\right) T_{0}(x)-(T+\delta) J_{2}(x)+\frac{\delta}{2} J_{4}(x)\right] . \tag{59}
\end{equation*}
$$

Thus Eq. (54) reduces to
(60) $\bar{k}^{m}=-\hat{\theta} \frac{\pi a}{\sqrt{\lambda}} D_{h} \frac{e^{-j}\left(k R-\frac{\pi}{4}\right)}{R}\left[\left(T+\frac{\delta}{2}\right) J_{0}(\chi)-(T+\delta) J_{2}(\chi)+\frac{\delta}{2} J_{4}(\chi)\right]$.

Employing Eqs. (57) and (60j in Eq. (48),
where

$$
\begin{align*}
& A_{2}=T\left(D_{h}-D_{S} \cos \theta\right)+\frac{\delta}{2}\left(D_{h}+D_{s} \cos \theta\right)  \tag{62a}\\
& A_{2}=-T\left(D_{h}+D_{S} \cos \theta\right)-\delta\left(D_{h}-D_{s} \cos \theta\right) \\
& A_{3}=\frac{\delta}{2}\left(D_{h}+D_{s} \cos \theta\right) \tag{62c}
\end{align*}
$$

b) H-plane Analysis

In the $H-p l a n e \phi=0, \pi$ and the vector product

$$
\begin{equation*}
\hat{R} \times \hat{R} \times \hat{\phi}^{\prime}=-\hat{y} \cos \phi^{\prime}+\hat{\theta} \sin \phi^{\prime} \cos \theta \tag{63}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{R} \times \hat{\phi}^{\prime}=-\hat{y} \cos \theta \sin \phi^{\prime}-\hat{\theta} \cos \phi^{\prime} \tag{64}
\end{equation*}
$$

Substituting Eq. (63) in Eq. (53) and evaluating the integral, the contribution from the $\theta$-component vanishes leaving
(65) $\quad \bar{E}^{e}=\hat{y} \frac{\pi a}{\sqrt{\lambda}} D_{s} \frac{e^{-j\left(k R-\frac{\pi}{4}\right)}}{R}\left[\left(T-\frac{\delta}{2}\right) J_{0}(x)-(T-\delta) J_{2}(x)-\frac{\delta}{2} J_{4}(x)\right]$.

Next evaluating the integral in Eq. (54) after substituting Eq. (64) in the equation, we obtain the $y$-component as
(66) $\quad \overline{E^{m}}=-\hat{y} \frac{\pi a}{\sqrt{\lambda}} D_{h} \cos \theta \frac{e^{-j\left(k R-\frac{1}{4}\right.}}{R}\left[\left(T+\frac{\delta}{2}\right) J_{0}(x)+(T+\delta) J_{2}(x)+\frac{\delta}{2} J_{4}(x)\right] \cdot$

The total field is obtained as earlier by superposing $\overline{\mathrm{E}}$ and $\overline{\mathrm{E}}$ obtained above. Thus
(67) $\bar{E}=\hat{y} \frac{\pi a}{\sqrt{\lambda}} \frac{e^{-j\left(k R-\frac{\pi}{4}\right)}}{R}\left[B_{1} J_{0}(x)+B_{2} J_{2}(x)+B_{3} J_{4}(x)\right]$,
where
(68a)

$$
\begin{aligned}
& \text { (68a) } \quad B_{1}=T\left(D_{s}-D_{h} \cos \theta\right)-\frac{\delta}{2}\left(D_{s}+D_{h} \cos \theta\right), \\
& \text { (68b) } \quad B_{2}=-T\left(D_{s}+D_{h} \cos \theta\right)+\delta\left(D_{s}-D_{h} \cos \theta\right),
\end{aligned}
$$

(68c) $\quad B_{3}=\frac{\hat{\delta}}{2}\left(D_{s}+D_{h} \cos \theta\right)$.
The rear axis is common to both the Ew and $H$-planes and therefore, we expect both these planes to give identical results corresponding to this direction. This has been found to be so, with the rear axfal field given bv

$$
\begin{equation*}
\bar{E}(\pi)=\hat{y} \frac{\pi a}{\sqrt{\lambda}}\left[\left(T-\frac{\delta}{2}\right) D_{s}+\left(T+\frac{\delta}{2}\right) D_{h}\right] \frac{e^{-j\left(k R-\frac{\pi}{4}\right)}}{R} \tag{69}
\end{equation*}
$$

III. MAIN LOBE AND ADJACENT SIDE LOBES

In chis chapter a description of the aperture-field method and its application to compute the fields in the forward axial region are given. The aperture blockage caused by the feed structure and its effect on the radiation pattern are also discussed.

## A. Methods of Calculation

The forward axis of a reflector of revolution with axial illuminati.on is a caustic of the diffracted rays; moreover in the case of a parabolis antenna one also has a compruence of the ordinary reflected rays. Consequently, geometrical optics and the geometrical theory of diffraction fail at and near the forward axial direction, and as in the case of the rear axial caustic, we calculate the field in the neighborhood of forward aspect from an integral iepresentation.

One may calculate the field of the reflector antema in the forward axial region either from the current indused on the surface of the reflector (current-distribution method) or from equivalent sources in the aperture of the reflector (aperture-field method). In the current-distribution method the electric current flowing on the surface of the reflector is approximated by the geometrical optics current

$$
\begin{equation*}
\bar{J}_{s}\left(\bar{R}^{\prime}\right)=2 \hat{n} \times \overline{\mathrm{H}}^{\mathrm{f}}\left(\bar{R}^{\prime}\right) \tag{70}
\end{equation*}
$$

where here $\bar{R}^{\prime}$ is the position vector of a point on the surface of the reflector, $\hat{\mathrm{n}}$ is a unit normal to the surface at $\overline{\mathrm{R}}^{\prime}$ and $\overline{\mathrm{H}}^{\mathrm{f}}\left(\overline{\mathrm{R}}^{1}\right)$ is the magnetic field of the feed at $\bar{R}^{\prime}$. The calculation of the far field of the reflector from $\bar{J}_{S}$ is not easy, in the case of the parabolic reilector, a simple approach is to be found in the aperture-ifield method described in this chapter. In the aperture-field method geometrical optics is used to determine the aperture field in terins of the field of the feed, taking into accuunt the reflection which occurs at the surface of the reflector.

Both of these approaches have been discussed and compared by Silver, see Chapters 5 and 12 in [5]. The current-distribution method is clearly the more accurate method; however, as tine diameter of the aperture in terms of a wavelength increases, the pattern salculated from the current-distribution method approaches the pattrin calculated from the aperture-field method. This approach is particularly rapid in the forward axial region, and as a resuit the aperture-field method can be used to calculate the pattern of most aperture sizes of practical interest in the forward axial region. This conciusion is also supported by the work of Tartakouskif ${ }^{7}$ who shows pattenns calculated by the two methods; in the forward axial region they are seen to agree well. However, in the case of very deep reflectors with $\mathrm{f} / \mathrm{D}$ < about .25 it may be necessary to use the current-distribution method.

## B. The Aperture-F'ield Distribution

As mentioned earlier, the forward axial fields are computed here for the case of a parabolic reflector only; however the method can be applied to reflectors of other shapes also. Figure 9 shows the configuration of the ray system employed to determine the aperture rield. Consider a tube of rays emanating from the feed $F$ located at the focal point of the reflector; this tube of rays is reflected from the surface at $Q Q^{\prime}$ and appears at PP : in the aperture. The intensity of this tube of rays at PP' is obtained from the principle of power conservation in a tube of rays. Let the intensity of the reflected field at PP' be $\left|E^{2}\right|$. The intensity of the incident field at the surface of the reflector is $\left|\mathrm{E}^{\mathrm{f}}\left(\mathrm{R}^{\prime}\right)\right|$. Therefore, according to the principle of power concentration in a tube of rays

$$
\begin{equation*}
\left|E^{f}\left(R^{\prime}\right)\right|^{2} R^{2} d \psi \rho^{2} d \phi^{\prime} d \rho^{\prime}=\left|E^{2}\right|^{2} d \rho^{\prime} \rho^{\prime} d \phi^{\prime} ; \tag{71}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
\left|E^{2}\right|=\left|E^{f}\left(R^{1}\right)\right| \sqrt{R^{\prime} \frac{d \psi}{\frac{Q}{p}}} \tag{72}
\end{equation*}
$$



Fig. 9 - Rays used to calculate the aperture ficld distribution.

For the paraboloid of revolutjon with focal distance $f$

$$
\begin{equation*}
\psi=\tan ^{-1} \frac{\rho^{\prime}}{\rho-\frac{\rho^{\prime 2}}{4 \Gamma}} \tag{73}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\frac{d \psi}{d \rho^{\prime}}=\frac{1}{i+\frac{\rho^{i z}}{4 f}}=\frac{1}{R^{\prime}} \tag{74}
\end{equation*}
$$

so that employing Eqs. (6), (9), (72) and (74)

$$
\begin{equation*}
\left|E^{a}\right|=\frac{A f\left(\psi, R^{\prime}\right)}{R^{1}} . \tag{75}
\end{equation*}
$$

Finally adding polarization and phase information

$$
\begin{equation*}
\bar{E}^{2}\left(\rho^{\prime}, \varphi^{\prime}\right)=\hat{y} A h\left(\rho^{\prime}, \varphi^{\prime}\right) \frac{e^{-j k R_{0}}}{R^{t}} \tag{76}
\end{equation*}
$$

where

$$
-h\left(\rho^{\prime}, \varphi^{f}\right)=f\left(\psi, \varphi^{\prime}\right)=g\left(\theta_{f}, \varphi_{f}\right),
$$

$R_{0}$ is the distance from the focus to the edge of the reflector.
The normalizing constant $A$ is chosen so that the amplitude of the electric field in the center of the aperture is unity. Since $h(0)=$ l, $A=f$ the focal distance, and

$$
\begin{equation*}
\bar{E}^{\mathrm{a}}\left(\rho^{\mathrm{p}}, \varphi^{j}\right)=\hat{y} f \mathrm{~h}\left(\rho^{\prime}, \varphi^{\prime}\right) \frac{e^{-j k R_{0}}}{\mathrm{R}^{2}} \tag{77}
\end{equation*}
$$

Even though it has been assumed that the feed radiation is linearly polarized in the $y$ direction, the aperture field is in general not linearly polarized due to the curvature of reflecting surface. The aperture field has a cross polarized component in the $x$ direction which vanishes in the two principal planes leaving oniy the $y$ component. It is also seen that the direction of the $x$ component reverses as one moves from one quadrant to the adjacent one; see Fig. 12.2 in [5]. Furthermore, the magnitude of this component is amall compared to tle y component. Therefore, these cross polarized fields do not really contribute to the far zone field in the two principal planes; however they give rise to small cross--polariaed lobes in the axial planes at $45^{\circ}$ to the principal planes. ${ }^{21}$

As mentioned carlier $h\left(\rho^{\prime} \varphi^{\prime}\right)$ may be determined from calculation or a series of pattern measurements; however in many cases it sulficea to measure the field of the reed in its E- and H-planes and to determine the field of the feed elsewhere by the functional interpolation scheme described on page 21.

Thus the aperture electric field is given by

$$
\begin{equation*}
\left.\overline{\mathrm{E}}^{\mathrm{a}}\left(\rho^{\prime}, \varphi^{\prime}\right)=\hat{y}\left[\overline{\mathrm{E}}_{\mathrm{e}}^{\mathrm{a}}\left(\rho^{\prime}\right)-\left[\overline{\mathrm{E}}_{\mathrm{e}}^{\mathrm{a}} \rho^{\prime}\right)-\overline{\mathrm{E}}_{\mathrm{h}}^{\mathrm{a}}\left(\rho^{\prime}\right)\right] \cos ^{2} \varphi^{\prime}\right] \tag{78}
\end{equation*}
$$

This can be written in terms of $T$ and $\delta$ [Eqs. (51) and (52)], both of which are functions of $\rho^{\prime}$. Consequently,

$$
\begin{equation*}
E^{\mathrm{a}}\left(\rho^{\prime}, \varphi^{\mathrm{i}}\right)=\hat{y}\left[\mathrm{r}\left(\rho^{\mathrm{a}}\right)-\delta\left(\rho^{\mathrm{a}}\right) \cos 2 \varphi^{\mathrm{a}}\right] \tag{79}
\end{equation*}
$$

## C. Integral Representation of the Field

The integral representation of the far zone of a radiating system is described in App. III. If we completely enclose the reflector by the dotted surface $S$ as shown in Fig. 10, and if the exact values of the equivalent currents $\overline{\mathrm{J}}_{\mathrm{S}}=\hat{\mathrm{n}} \times \overline{\mathrm{H}}$ and $\overline{\mathrm{K}}_{\mathrm{S}}=\overline{\mathrm{E}} \times \hat{\mathrm{n}}$ are known everywhere on $S$, then the radiation from the reflector can be found exactly. However, in the present case the reflector diameter is taken to be large in terms of a wavelength; consequently. we may employ the following approximations in calculating the reflector far zone field in the forward axial region.

1) ' $\bar{J}_{\mathrm{S}}=0$ on the back side of the retlector,
2) $\bar{K}_{S}=\bar{E}^{a} \times \hat{z}$, where $\bar{E}^{a}$ is given.by Eq. (79),
3) $\bar{J}_{S}=\hat{z} \times \bar{H}^{a}$, where $\bar{H}^{a}=\frac{\hat{z} \times \bar{E}^{a}}{Z_{O}}$.

In addition, the approximations $\hat{R} \cdot \hat{z}=\cos \theta \simeq 1$ and $\sin \theta \simeq 0$ may be used in the amplitude of the integrand of the radiation integral, with the result that the far zone electric field of the reflector in the forward axial region is given to a good approximation by

$$
\begin{equation*}
\left.\bar{E}(\bar{R})=\hat{y} \frac{j}{k} \frac{e^{-j k R}}{R} \int_{A} e^{j k \bar{\rho}} \cdot \hat{R}_{E^{2} i}^{i} \bar{\rho} ;\right) d s^{i} \tag{80}
\end{equation*}
$$

Employing Eq. (79) this yields


Fig. 10 - Surface of integration for the aperture-field method.
$\bar{E}(\bar{R})=\hat{y} \frac{j}{\lambda} \frac{e^{-j k R}}{R} \int_{0}^{2 \pi} \int_{0}^{a}\left[T\left(\rho^{\prime}\right)-\delta\left(\rho^{\prime}\right) \cos 2 \varphi^{\prime}\right] e^{j k \rho^{\prime}} \sin \theta \cos \left(\varphi-\varphi^{\prime}\right)$
(81)
$\rho^{\prime} d \rho^{2} d \varphi^{2}$
Carrying out the integration with respect to $\varphi^{\prime}$,

$$
\bar{E}(\bar{R})=\hat{y} \frac{j}{\lambda} \frac{e}{R}^{-j k R} 2 \pi \int_{0}^{a}\left[T\left(\rho^{\prime}\right) J_{0}\left(k \rho^{\prime} \ldots \alpha,\right)+\right.
$$

$$
\begin{equation*}
\left.\delta\left(\beta^{\prime}\right) \cos 2 \varphi J_{2}\left(k \rho^{\prime} \sin A\right)\right] \rho^{\prime} d \rho^{\prime} \tag{82}
\end{equation*}
$$

in which $J_{0}$ and $J_{2}$ are Bessel. functions of order 0 to 2 respectively. If one considers the two principal planes oniy, the cos $2 \varphi$ term insjde the integral takes the value -1 ior the $\mathrm{E}-\mathrm{plane}$ and +1 for the H-plane. $T$ and $\delta$ can be expressed in terms of the known functions $f_{e}(\psi)=H_{c}\left(\rho^{\prime}\right)$ and $f_{h}\left(\psi^{\prime}\right)=h_{h}\left(\rho^{\prime}\right)$ usine Eqs. (51), (52) and (71), as

$$
\begin{align*}
& T\left(\rho^{\prime}\right)=\frac{f}{2 R^{\prime}} e^{-j k R_{o}\left[h_{e}\left(\rho^{\prime}\right)+h_{j}\left(\rho^{\prime}\right)\right]}  \tag{83}\\
& \delta\left(\rho^{\prime}\right)=\frac{f}{2 R^{\prime}} e^{-j k R_{o}}\left[h_{e}\left(\rho^{\prime}\right)-h_{h}\left(\rho^{\prime}\right)\right] . \tag{84}
\end{align*}
$$

The expressions for he and $h_{h}$ may be found from tle meastired :aed patterns and the integration in Eq. (82) can then be evaluated rumerically by the Simpson's method. To avoid cumulative errors :'orty points per wavelength are taken in the integration, which is repeated at half degree intervals. The far zone pattern is normalized to the main beam maximum value, which is taken to be 0 dB .

## D. Ine Aperture Blockage

The presence of the feed and its support in the path of the reflected rays has not been taken into account in the preceding analysis. One can expect that this will give rise to wide angle scattering and therefor increase the side lobe levels while reducing the gain slightly. Because of the complicated nature of the feed structure, which includes the actual radiator and its supporting structure, an exact analysis of the contribution made by the aperture blockage is a difficult task. However, an approximate assessment of the increase in side lobe levels in the forward $r \in g i o n$ can be made if one assumes that the feed blocks out a portion of the aperture radiation equal to its physical cross section, as viewed from the forward axial direction. In other words, one assumes that the feed gives rise to a shadow in the aperture field in the geometrical optics sense. This is the customary method of approxfmating the effect of aperture blockage. In the second example treated here, there is a significant aperture blockage; in this case the shadow area can be approximated by a circle of radius c. Since the shadow area is located at the center of the reflector aperture and is relatively small, the aperture field here is approximately equal to unity. The far field set-up by this "shadow" aperture can be written as

$$
\begin{equation*}
\bar{E}_{s}=-\hat{y} \frac{j}{\lambda} \frac{e^{-j k R}}{R} 2 \pi c^{2} \frac{J_{1}(k c \sin \theta)}{k c \sin \theta} e^{-j k R_{\square}} \tag{85}
\end{equation*}
$$

where $J_{1}$ is the Bessel function of craici 2. The resultant field in the forward axial region can then be obtained by the super-position of Eqs. (82) anč (85).

Since the hypothetical shauduw aperiure is small compared with the refiector aperture, its pattern given by Eq. (85) will be very broad describing a background radiation in the forward axial region which is roughly constant and opposite in phase to the reflector pattern on axis.

IV , MEASUREMENTS
In order to check the theoretical anflysis given in the previous chapter measurements were talion on a parabolic reflector artema onerating in the $X$-band range of frequencics. A description of the antema, the antenna range and the E- and Il-plane patterns obtained for the primary ficld of the feed are presented in this chapter.

## A. Description of the Antenna

The antenna used to obtain the far field power patterns (Figs. 15 and 16) is show in Fig. 11. The diameter of the aperture of the parabolis reflector is 24.0 inches and its focal length is 8.0 inches. The edge of the surface has a thickness of 0.057 inch which can be considered small compared with the measurement wavelength. The feed is an openended flanged rectangular waveguide. The feed support consists oi' a tripod which is fabricated of polystyrene. The cylindrical legs of this tripod are 0.37 inch in diameter and are mounted weil away from the edge of the reflector to minimize interference with the edge diffraction. A simple tuner in the form of a waveguide plunger is employed to match the feed to a crystal mixer. The i-f output $0^{-}$the mixer is fed to a coaxial transmission line, which is attached to one of the legs of the tripod.

The position of the feed was carefully checked to ensure that its effective phase center was at the focal point of the reflector. It was first positioned mechanically, then finally adjusted to obtain: 1) a maximum radiated signal in the forward axial direction, 2) a pattern symmetrical about the reflector axis. It was found that the focus of the reflector is about 0.1 inch behind the aperture of the feed.

## B. The Antenna Range

An outioor antenna range was employed. The patterns of the reflector antenna were measured at a range of 45 feet, which corresponds to $R=D^{2} / \lambda$, here $D$ is the aperture diameter. A block diagram of the antenna measuring system is shown in Fig, 12.

The transmitter consists of a frequency stabilized X-13 klystron. The transmitted power is mproximately 150 milliwatts , and the measurement frequency is 11 Ghz. The transmitter feeds a horn which has sorrugated inner walls to minimize its side lobe level. The horn has a gain of about 20 db , and its half power beam widths are approximately 15 degrees in the E- and H-planes. The horn is mounted about 13 feet above the ground. The parabolic antenne is mounted at the top of a metal mast 6 feet long and 1.75 inches in diameter. The mast in turr, is mounted on a pedestal whose heicht and axis rotation are adjustable. The rotation of the pedestal is controlled from a panel by a selsyn system; a second selsyn sysiem controls the rotation of the recorder

(a)


Fig. 11. Description of the parabolic reflector antenna used in the measurements.


Fig. 12 - Diagram of the antenna maasuring system.
drum from the panel. In recording the patterns, two decrees of antenna rotation correspor.d to one inch of recorded pattern. Before a pattern measurement, both ti.e height of the antenna and the orientation of the axis of rotation of the mast, were carcfully checked to make ceriain the range was aligned.

The i-f output of the parabolic antenna is fed to a ScientirjcAtlanta series 1600 recelver, which in turn is connected to a ScientificAtianta series 2520 recorder. The receiving system, including the crystal mixer at the antenna feed, has a sensitivity of about -96 dbw at 11 Ghz. In principle, the antenna measuring system is sensitive enough to record the complete E- and H-plane patterns of the parabolic antenna at a. 45 feet range. In other words, the transmitter power level and. receiver noise level are not a limitation to pattern measurement. Satisfactory E-plane patterns were recorded. Also satisfactory H-plane patterns were recorded, except for the deep shadow region behind the reflector; there only the primary lobe of the rear axial caustic was strong enough to be measured without interference from a background signal. These measured E- and H-plane patterns are compared with calculated patterns in the next chapter.

During the measurement of the pattern behind the reflector, the main beam illuminates a field of closely mowed grass. Rough calculafions show that the terrain backscatter from this field of grass is about the same order of magnitude as the H-plane signal received behind the reflector. It is believed that this terrain scatter is the spurious background signal mentioned in the preceding paragraph.

## C. The Primary Feed Patterns

The patterns of the primary feed also were measured at a range of 45 feet. The flanged waveguide feed supports only dominant TEO2 mode, so that it produces a linearly polarize ${ }^{2}$ field. The measured patterns in both E - and H-plenes are shown in Fig. 13. It is seen that the Eplane pattern has a taper of about 13 db , and the H-plane pattern a taper of about 16 db at angular distances corresponding to the reflector edge. The beam widths at the 3 db level are $66^{\circ}$ and $56^{\circ}$ in the Eand H-planes, respectively. The patterns are roughly similar to those calculated from thecretical formulas for the unflanged open-end rectangular waveguice, assuming that no reflected waves exist at the guide termination. ${ }^{22}$ However, these formulas were not used in the analysis as the representation of the primary feed pattern; it was found to be rather critical in determining the secondary pattern. Therefore, the measure primary patterns. in both E - and H -planes were represented closely by errosical formulas, so that they could be employed to interpolate the valuss at each of the points used in the integration of Eq. (82). For the E-plane a good empirical expression is given by

$$
\begin{equation*}
f_{e}(\psi)=e^{-3.5 \times 10^{-4}} \psi^{2}+i .3 \times 10^{-8} \psi^{4} \tag{86}
\end{equation*}
$$



and the the H -plane

$$
\begin{equation*}
r_{h}(w)=e^{-4.4} \times 10^{-4} \psi^{2}+2.0 \times 10^{-8} \psi^{4} \tag{87}
\end{equation*}
$$

where $\psi$ is measured in degrees. These formulas are valid crily in the forward region of the feed where the patterns have a nonoteric behavior.

## V. RESUUTS AND DISCUSSION

The methods developed earlier are applied to calculate the patterns of two parabolic reflector antennas. One of them is the same antenna described in the last chapter, the cther is a parabolic reflector with a dipole feed. A comparsion of the calculated patterns is presented in this chapter, and some conclusions are reached concerning the utility of the geometrical theory of diffraction in this type of problem.

The scattering from the feed and its support are only approximated crudely, see section 3.4 ; therefore it is desirable in evaluating the present method of analysis to begin with a case where the scattering from the feed and its support is minimal. In such a case we can see how well this method predicts the wide angle radiation from the reflector.

## A. Parabolic Reflector with Dipole Feed

Afifi ${ }^{10}$ has measured the H-plane pattern of a parabolic antenna mounted on a ground plane. The feed consists of a dipole positioned at the focus, which lies in the aperture of the reflector In this configuration there is no scattering from the feed suppor and the scattering from the feed itself is relatively small compared with the edge diffraction and direct feed radiation.

The aperture diameter is $10.65 \lambda$ and $f / D$ ratio is 0.25 . Afifi's measured pattern is compared with . pattern calculated from computer programs based on the two point and ring current methods; the pattern calculated by the latter method blends smoothly with that calculated by the former method at $\theta=168^{\circ}$. The pattern in the forward axial region was not calculated as it would simply coincide with that calculated by Afifi, who used the current-distribution method. At the shadow houndary the secondary pattern is 6 dB below that of the primary pattern; this was used to relate the levels of the calculated and measured patterns shown in Fig. 14.

The agreement between calculated and measured patterr.s is excellent between the forward axial region and the sharow boundary of the reflector (from $10^{\circ}$ to $90^{\circ}$ ) and also in the shadow region behind the reflector from $90^{\circ}$ to $130^{\circ}$. The agreement in the deep shadow region at aspects greater than $130^{\circ}$ is good. Based upon previous experience with pattern measurement in the deep shadow region, it is safe to attribute a good part discrepancy here to measurement error at these low signal levels, see the discussion on page 33. Thus, in general, this comparison between calculated and measured patterns is very gratifying, because it confirms the accuracy of our solution based upon the geometrical theory of diffraction.


Fig. 14 - H-plane pattern of a parabolic reflector with a dipole feed.

## B. Paraboli.c Reflector with Flanged Waveguide Feed

This antenna and the measurement of its patterns, together with the patterns of its feed, are described in Chapter IV. The patterns are calculated from computer programs which are based on all of the analytical methods described in Chapters $-I$ and III, including the aperture blockage due to the feed alone. The pattern calculations for the forward and rear axial regions are joined smoothly with those calculated by the two point method.

The calculated and measurea E-plane patterns are compared in Fig. 15. The patterns were first calculated neglecting aperture tlockage (solid curve), and then the effect of aperture blockage was included (dotted curve) in the region between 0 and 25 dngrees. It was felt that the nature of the approximation did not justify the inclusion of aperture biockage at the larger aspect angles. In part, this belief was based on the fact that the scattering from the dielectric rods contributes perceptibly at the larger aspect angles, and this was not included in the analysis.

The powar level of che main beam maxima of the three patterns is chosen to be 0 dB , and it is clear that the calculated patterns predict the shape of the main beam well, as one would expect. The calculated and measured patterns also are in very good agreement in the region behind the reflector, where aperture blockage does not affect the pattern directly. The close agreement of the lobe structure of the two patterns in this region again confirms the accuracy the analysis based on the geometrical theory of diffraction. This agreement is all the more remarkable when one notes that it occurs at pattern levels which are 40 to 50 dB down with respect to the main beam maximum.

In the illuminated region, between $30^{\circ}$ and the shadow boundary at 1070, the calculated and measured patterns are in fairly good agreement. In the region between $5^{\circ}$ and $30^{\circ}$ t.ie agreement is poor unless the effect of aperture blockage is included. The salculation without aperture blockage is of interest in the region between $5^{\circ}$ and $30^{\circ}$, because it indicates the minimum achievable side lobes in the region close to the main beam, for a given aperture illumination. Any significant a erture blockage raises the level of these side lobes.

In the H-plane the aperture taper is 3 dB greater than that in the E-plane; furthermore, the orientation of the dielectric rods of the tipod with respect to the polarization of the feed is such as to result in a somewhat greater scattering from the tripod. Thus one would expect larger discrepancies between the calculated and measured patterns in this plane, and this expectation is confirmed in Fig. 16, where the overall agreement between the two patterns is only fair. Despite the absence of detailed agreement, the general behavior of the measured pattern is predicted qualitatively by the calculated pattern; this observation is particularly true when one notes that the comparison is made over a dynamic range exceeding 60 dB .


Fi.g. 16. H-plane pattern of a parabolic reflector with a flanged waveguide feed.

As in the case of the E-plane pattern, the shape of the main beam is predicted well from the aprture-field method. Also the shape of the main lobe of the rear axial caustic is predisted well by the theory. The minor lobe structure in the deep shadow region behind the reflector was too low to be measured accurately, and it is not included. in the measured pattern.

It is evident from the above discussion that the scattering from the feed and its support can play an important part in determining the side lobes of a reflector antenna; hence it is desirable to extend the present solution to include a careful analysis of this effect.

## C. Wide Angle Side Lobes

The following observations concerning the characteristics of the wide angle side lobes of a parabolic reflector antenna are based on the two examples described here. In the region between the forward axial region and the shadow boundary the wide angle side lobes depend upon the direct feed radiation, the edge diffracted radiation, and the aperture blockage if it is significant. The average level of these side lobes is closely related to the feed pattern. There is a pattern maximum near the shadow boundary which results from the in phase combination of the feed radiation and the edge diffracted radiation. The edges of both reflectors are sharn; hence the field at the shadow boundary is 6 dB below the feed field illuminating the edge.

The field drops sharply as one enters the shadow region. In the deep shadow region the many well def:ned lobes of the measured pattern shown in Fig. 15 confirm the radiation mechanism associated with the two edge diffracted rays. Finally, we note that there is another pattern maximum at the rear axial caustic. The fields diffracted at the edge of the reflector in the vicinity of the E-plane are primarily responsible for this relatively large pattern maximum. It can be eliminated by placing a limited amount of absorber at appropriate positions on the rim of the parabola. 14 Also, this same absorber will reduce the deep shadow pattern of Fig. 15 to roughly that of Fig. 16. This illustrates the usefulness of the geometrical theory of diffraction solution in antenna design, which stems from its direct association with the radiation mechanism.

## D. Conclusions

The complete pattern of a parabolic reflector antenna can be calculated using the singly-diffracted rays of the geometrical theory of diffraction, with proper corrections for the forward and real axial directions. Excellent agreement vith experimental patterns can be expected, if the aperture ilocikage is not significant.

The solution has the usual advantages of a solution based on the geometrical theory of diffraction, namely, it is obtained in the form of simple functions, its computation cost is low, it is directly related to the radiation mechanism of the antenna sc it can be readily used in the design problem, ard it can be easily extended and modified as the need arises.

## AMPSTDIX I

## half-plans: difylactioi: coerficielt

The Gyadic diffraction cuefficient $\overline{\bar{D}}$ for the half-wiane can ae expressed in terms of the two scalar diflraction ccerficier:ts $D_{E}$ 三in $D_{h}$ for the soft and hard boundary conditions, respectiveiy. Iet the total scalar field $U$ be the sum of a geometrical optics Eield arci a diffracted field $U$. At the surface of the half-plane $U=0$ for the soft boundary condition, whereas $\partial \mathrm{U} / \partial \mathrm{y}=0$ Ior the hard courdary condition, see Figure 17. The diffraction of a scalar plane wave ineid by a half-plare has been solved exactly by Sommerfeld; ${ }^{23}$ recertly Pathei: and Kouyoumjian ${ }^{24}$ have obtained an asymptotic solution for the sphericel wave illumination of the wedge. This solution is particularly amenable to interpretation in terms of the geometrical theory of difiraction. In this appendix we reproduce the results or their solution oniy for the half-plane and for the illuminatior of the edge at romal incidence.


Figure 17. talf-plane diffraction in the plane which contains the source and is porpendicular to the edge.

Fig. 17 - Half-plane diffraction in the plane which contains the scurae and is perpendicu3.ar to the edge.

Let $U^{i}\left(s^{\prime}, \varphi^{2}\right)$ be the rield of the spherical wave incider. $t$ at tine edse of the half-plane. The difrracted rields for the so:i ( $s$ ) and bird (in) boundery conditions are

$$
\begin{equation*}
{\underset{S}{S}}_{d}^{d}(s, \varphi)=U^{i}\left(s^{\prime}, \varphi^{\prime}\right){\underset{h}{S}}^{\left(\varphi, \varphi^{\prime}\right)} \sqrt{\frac{s^{\prime}}{s\left(s+s^{\prime}\right)}} e^{-j: s} \tag{AI}
\end{equation*}
$$

where the scaiar diffraction coefrjcients are given ty
(A2)

$$
D_{\mathrm{S}}\left(\varphi, \varphi^{\prime}\right)=-\frac{e^{-\frac{j \pi}{4}}}{2 \sqrt{2 \pi k}}\left[\frac{r^{\prime}\left(k L a_{-}\right)}{\cos \frac{\varphi-\varphi^{\prime}}{2}} \div \frac{\mathrm{F}\left(k L a_{+}\right)}{\cos \frac{\varphi+\varphi^{\prime}}{2}}\right],
$$

with

$$
\begin{equation*}
F\left(k L a_{\mp}\right)=j 2 \sqrt{k T, a_{\mp}} e^{j k L a_{\mp}} \frac{\int^{\infty}}{\sqrt{k L a_{\mp}}} e^{-j \tau^{2}} d \tau \tag{A3}
\end{equation*}
$$

$$
\begin{equation*}
a_{\mp}=2 \cos ^{2} \frac{\left(\varphi \mp \varphi^{t}\right)}{2} \tag{A4}
\end{equation*}
$$

$$
\begin{equation*}
L=\frac{s s^{2}}{s+s^{r}} \tag{A5}
\end{equation*}
$$

$F\left(k L a_{\mp}\right)$ is a correction factor needed only in the transition regions of the reflection and shado: boundaries. Away from these boundaries, more precisely when $k L a_{\mp}>10, F\left(k L a_{\bar{〒}}\right) \simeq 1$ and may be replaced by unity in Eq. (A2). It is to emphasize this behavior that we show the diffraction coefficient to be a function of $\varphi$ and $\varphi^{\prime}$ only.

The integral appearing in this factor is related to the tabulated fresnes -integral.- -

$$
\int_{x}^{\infty} e^{-j \tau^{2}} d \tau=\int_{0}^{\infty} e^{-j \tau^{2}} d \tau-\int_{0}^{x} e^{-j \tau^{2}} d \tau
$$

where

$$
\int_{0}^{\infty} e^{-j \tau^{2}} d \tau=\sqrt{\frac{\pi}{2}}(0.5-j 0.5)
$$

and

$$
\int_{0}^{x} e^{-j \tau^{2}} d \tau=\sqrt{\frac{\pi}{2}}\left[c\left(\sqrt{\frac{2}{\pi}} x\right)-j s\left(\sqrt{\frac{2}{\pi}} x\right)\right]
$$

$C$ and $S$ being the tabuiated Fresnel integrals of argument $\sqrt{\frac{2}{\pi}} x$. Thus

$$
\begin{equation*}
\int_{x}^{\infty} e^{-j \tau^{2}} d \tau=\sqrt{\frac{\pi}{2}}\left[\left[0.5-c\left(\sqrt{\frac{\pi}{2}} x\right)\right]-j\left[0.5-s\left(\sqrt{\frac{3}{\pi}} x\right)\right]\right] \tag{A6}
\end{equation*}
$$

The values of the functions $C$ and $S$ are obtained using the library subroutines available in the IBM 360/75 computer.

For rays normally incident on the edge of a perfectly-conduciing half-plane the dyadic diffraction coefficient ${ }^{18}$

$$
\begin{equation*}
\overline{\bar{D}}=\hat{\mathrm{e}} \hat{e} D_{\mathrm{s}}+\hat{\mathrm{p}}_{\mathrm{d}} \hat{\mathrm{p}} D_{\mathrm{h}}, \tag{A7}
\end{equation*}
$$

where
$\hat{\mathbf{e}}$ is the unit vector tangent to the edge,
$\hat{p}=\hat{e} \times \hat{I} ; \hat{I}$ being the unit vector in the direction of the incident ray,
$\hat{p} d=\hat{e} \times \hat{d} ; \hat{d}$ being the unit vector in the direction $0^{r}$ the diffracted ray.

Thus the diffracted electromagnetic field

$$
\begin{equation*}
\overline{\mathrm{E}}^{\mathrm{d}}(s, \varphi)=\overline{\bar{D}}\left(\phi, \phi^{\prime}\right) \cdot \bar{E}^{\dot{I}}\left(s^{\prime}, \phi^{\prime}\right) \sqrt{\frac{s^{\prime}}{s\left(s+s^{\prime}\right)}} e^{-j k s} \tag{A8}
\end{equation*}
$$

In the case of high freguency diffraction, it is interesting to
note how intimately scalar diffraction is related to vector (electromagnetic) diffraction, as evidenced by the form of the dyadic diffraction coefficient.

## APDSHDIX II

## CAUSTIC DISSNNCES

Employing differential geometry a new formula has bee: derived ${ }^{18}$ for the distance $\rho$ of a caustic from the point of disfraction $Q$ on a curved edge.

## Let

$\ell$ be the distance from the phase center of the source to $Q$,
$\rho_{e}$ be the radius of curvature of the edge,
$\hat{e}, \hat{\mathrm{n}}$ be the unit vectors tangent and normal to the edge directed outward from the center of curvature, respectively,
$\hat{I}, \hat{d}$ be the unit vectors in the direction of the incident and diffracted rays at $Q$,
$\beta$ be the angle between $I$ and $e$.
Then
(A9)

$$
\frac{1}{\rho}=\frac{1}{e}-\frac{\hat{n} \cdot(\hat{I}-\hat{a})}{\rho_{e} \sin ^{2} \beta}
$$

Substituting a. for $\rho_{e}, \frac{\pi}{2}$ for $\beta, R_{0}$ for $\ell$, we get
(A10)

$$
\frac{I}{\rho_{i}}=\frac{1}{R_{0}}-\frac{\hat{n}_{i} \cdot\left(\hat{I}_{i}-\hat{\alpha}_{i}\right)}{a}
$$

with $i=1,2$ corresponding to $Q_{1}$ and $Q_{2}$, respectively.
a) Diffraction at, $Q_{1}$ (see Fig. 6)

$$
\begin{gathered}
\hat{n}_{1}=y \\
\hat{I}_{1}=\frac{\hat{y} a-\hat{z}(l-h)}{R_{0}} \\
\hat{d}_{1}=\frac{\hat{z} R \cos \theta+\hat{y}(R \sin \theta-a)}{r_{1}}
\end{gathered}
$$

Thus

$$
\hat{n}_{1} \cdot \hat{I}_{1}=\frac{a}{R_{0}} \text { and } \hat{n}_{1} \cdot \hat{a}_{1}=\frac{R \sin \theta-a}{r_{1}}
$$

which yield
(AII)

$$
\rho=\frac{a r_{2}}{R \sin \theta-a}
$$

b) Diffraction at $Q_{2}$

$$
\begin{gathered}
\hat{n}_{2}=-\hat{y} \\
\hat{I}_{2}=\frac{-\hat{y} a-\hat{z}(f-h)}{R_{0}} \\
\hat{d}_{2}=\frac{\hat{z} R \cos \theta+\hat{y}(R \sin \theta+a)}{r_{2}}
\end{gathered}
$$

Thus

$$
\hat{n}_{2} \cdot \hat{I}_{2}=\frac{a}{r_{0}} \text { and } \hat{n}_{2} \cdot \hat{d}_{2}=-\frac{(R \sin \theta+a)}{r_{2}}
$$

which yield
(A12)

$$
\rho_{2}=-\frac{a r_{2}}{R \sin \theta+a}
$$

## APPENDIX ITI

FAR ZONE INIEGRAL RETRESENTATION OF THE FIELD


Fig. 18 - Geometry of the Source Point $P^{\prime}$ and the Field Point P.

The far zone criteria for the radiation field are given by
a) $\mathrm{kr} \gg 1$,
b) $R \gg D^{\prime-}$ with $R^{\prime} S D^{\prime}$,
where
$r$ is the distance between the source point $p^{\prime}$ and the field point $P$,
$R^{2}$ is the distance between $P^{\prime}$ and $O_{3}$ and
$D^{\prime}$ is the maximum distance of the source distribution from 0 .

These concitions lead to whe following approximations in the radialion integral:
a) $r \simeq R-\bar{R} \cdot \hat{A}$ in the calculation of phase,
b) $x \simeq R$ in the amplitude term,
c) terms of order $\frac{l}{\mathrm{r}^{2}}$ and $\frac{1}{\mathrm{r}^{3}}$ are neglected.

The electric field $\overline{\mathrm{E}}$ and the magnetic field $\overline{\mathrm{H}}$ will each be transverse to the direction of propagation $\bar{R}$ and are related by the characteristic impedence of the ruedium $Z_{0}$, so that

$$
\begin{equation*}
\overline{\mathrm{E}}=\mathrm{z}_{\mathrm{O}} \overline{\mathrm{I}} \times \hat{\mathrm{R}} . \tag{Al3}
\end{equation*}
$$

The electric field due to an electric current moment $d \bar{p}_{e}$ is given by (A4) $\quad \overline{\mathrm{E}}^{e}(\overline{\mathrm{R}})=\frac{j k Z_{o}}{4 \pi} \frac{\mathrm{e}^{-j k R}}{\bar{R}} \int_{\text {sources }} e^{j k \bar{R}^{r}} \cdot \hat{R} \hat{R} \times\left[\hat{R} \times d \bar{p}_{e}\left(\bar{R}^{r}\right)\right]$, and the corresponding magnetic field follows from Eq. (Al3) as (Al5) $\quad \bar{H}^{e}(\bar{R})=-\frac{j k}{4 \pi} \frac{e^{-j k k}}{R} \int_{\text {sources }} e^{j k \bar{R}^{\prime} \cdot \hat{R}} \hat{R} \times d \bar{p}_{e}\left(\bar{R}^{\prime}\right)$

The electric field due to a magnetic current monent $d \bar{p}_{m}$ is obtained from the above equation by duality and is

$$
\begin{equation*}
\bar{E}^{m}(\bar{R})=\frac{j k Z_{0}}{4 \pi} \cdot \frac{e^{-j k R}}{\int_{\text {source }}} e^{j k \bar{R}^{r}} \cdot \hat{R}_{I_{0}} \tilde{R} \times d \bar{p}_{m}\left(\bar{R}^{\prime}\right) \tag{A16}
\end{equation*}
$$

The current moments for surface and line distributions of current are given by

$$
\begin{align*}
& d \bar{p}_{e}\left(\bar{R}^{\prime}\right)=\left\{\begin{array}{l}
\bar{J}_{S}\left(\bar{R}^{\prime}\right) d s^{\prime} \\
I\left(g^{\prime}\right) \hat{\ell}^{\prime} d \ell^{\prime},
\end{array}\right.  \tag{A17}\\
& d \bar{p}_{m^{\prime}}\left(\bar{R}^{\prime}\right)=\left\{\begin{array}{l}
\bar{K}_{S}\left(\bar{R}^{\prime}\right) d s^{\prime} \\
M\left(\ell^{\prime}\right) \hat{\ell}^{\prime} d \ell^{\prime} .
\end{array}\right. \tag{n18}
\end{align*}
$$

Therefore, the total electric field due to both clectric and magnetic current sources is given by

$$
\overline{\mathrm{E}}(\overline{\mathrm{R}})=-\frac{j k Z_{o}}{4 \pi} \frac{e}{}^{-j k R} \overline{\mathrm{U}},
$$

where the vector far ficid anmlitude
(A20) $\bar{U}=-\int_{\text {source }} e^{j k \bar{R}^{\prime}} \cdot \hat{R} \hat{R} \times\left(\hat{R} \times d \bar{p}_{e}\left(\bar{R}^{\prime}\right)+Y_{O} \hat{R} \times d \bar{p}_{m}\left(\bar{R}^{\prime}\right)\right)$

In the case of an aperture lying in the $x y m p l a n e$ the equivalent surface current sources are given by

$$
\begin{equation*}
\bar{J}_{S}=\hat{z} \times \overline{\mathrm{H}}^{2} \operatorname{and} \overline{\mathrm{~K}}_{\mathrm{S}}=\overline{\mathrm{E}}^{\mathrm{a}} \times \hat{\mathrm{z}} \tag{A21}
\end{equation*}
$$

where $\overline{\mathrm{E}^{\mathrm{a}}}$ and $\overline{\mathrm{H}}^{\mathrm{a}}$ are the aperture fields. If the source poirt is described in cylindrical coordinates ( $\rho^{\prime}, 0, \varphi^{\prime}$ ) and the fjeld point by spherical cooráinates ( $R, \theta, \varphi$ ),

$$
\begin{equation*}
\bar{R}^{s} \cdot \hat{R}=\rho^{p} \sin \theta \cos \left(\varphi-\varphi^{p}\right) \tag{A22}
\end{equation*}
$$
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