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The word frequency effect in lexical decision:
Finding a frequency-based component
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Subjects making lexical decisions are reliably faster in responding to high-frequency words than
to low-frequency words. This is known as the word frequency effect. We wished to demonstrate
that some portion of this effect was due to frequency differences between words rather than to
other dimensions correlated with word frequency. Three groups of subjects (10 engineers, 10 nurses,
and 10 law students) made lexical decisions about 720 items, halfwords and halfnonwords, from
six different categories (engineering, medical, low-frequency nontechnical, medium-frequency non
technical, and two groups of high-frequency nontechnical). Results of two analyses of variance
revealed a crossover interaction such that engineers were faster in responding to engineering
words than to medical words, whereas nurses were faster in responding to medical words than
to engineering words. The engineering and medical words were equally long and equally infre
quent by standard word counts. We take this as support for a frequency-based component in the
word frequency effect. The practical implications of this research for estimating the readability
of technical text are discussed.

The lexical decision task is commonly used to study the
characteristics of the intemallexicon (McKoon & Rat
cliff, 1979; Meyer & Schvaneveldt, 1971; Meyer,
Schvaneveldt, & Ruddy, 1974; Rubenstein, Garfield, &
Millikan, 1970; H. Rubenstein, Lewis, & M. Rubenstein,
1971; D. L. Scarborough, Cortese, & H. S. Scarborough,
1977; Schvaneveldt, Meyer, & Becker, 1976). In one ver
sion of such a task, a subject must decide whether a string
of visually presented letters is a word or a nonword. Sub
jects making this decision are reliably faster in respond
ing to high-frequency words than they are in responding
to low-frequency words (Rubenstein et al., 1970; Scar
borough et al., 1977). This finding is known as the word
frequency effect.

It would seem that the difference in time required to
respond to high- and low-frequency words is due to the
differing frequency of these items in the general language.
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This would imply that people making a lexical decision
are influenced by their experience with the lexicon, and
that greater experience leads to faster decisions. Upon
reflection, however, we found that another possible ex
planation of the word frequency effect exists. Landauer
and Streeter (1973) showed that a number of lexical
dimensions are correlated with word frequency. For in
stance, common and rare words have different distribu
tions of phonemes and graphemes. A number of other
differences exist as well. Landauer and Streeter pointed
out that any of these differences could account for the
word frequency effect. They stated:

The observed differences in phonemic constituency, as
sociatedwith apparentdifferencesin communicative effec
tiveness, suggests [sic]a routeby which characteristics other
than frequency may account for the frequency effect. But
the size of these effects is very difficultto evaluaterelative
to the size of the word-frequency effect itself. It would be
hard to showthat all or anyspecifiableportionof the word
frequency effectsusuallyobservedare due to such factors.
(p. 130)

We wished to demonstrate that at least some portion
of the word frequency effect is due to frequency-that is,
experience with the lexical items in question-and not to
some confounding factor, such as those suggested by Lan
dauer and Streeter. To test our contention, we performed
the experiment described here. The rationale was to ask
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members of twodifferent occupations to makelexical de
cisions abouttwo groupsof equally infrequent, occupa
tionally relatedwords. We hoped to find an interaction
between theoccupations of subjects andthe categories of
words,suchthat subjects were relatively fastat respond
ing to words from their own occupation, but relatively
slow at responding to (equally infrequent) words from
another occupation. Such results could be explained in
terms of the greater frequency with which members of
an occupation encounter technical wordsfrom their own
occupation, even though, on the basis of standardized
wordcounts (e.g., Kucera & Francis, 1967), suchtech
nicalwordsare of quite low frequency. This would sup
port the notion thatat leastsomeportionof the wordfre
quency effectis due to frequency-that is, the number of
timesan individual encounters a word in his or her day
to-day experience.

MEmOD

Subjects
Subjects were selected from three groups with differing techni

cal backgrounds. All three groups of subjects came from the Salt
Lake City, Utah, metropolitan area. The first group consisted of
10graduate studentsand professionals (9 malesand 1 female) with
backgrounds in engineering,physics,or computerscience.The sec
ond group consisted of 10 graduate students and professionals (1
male and 9 females)with backgroundsin nursing. The third group,
which served as a university-level control group, consisted of 10
law students (7 males and 3 females). The students in each of the
three groups were enrolled in graduate programs at the University
of Utah. The professionals in engineering, physics, and computer
science had been trained in these areas and were now employed
in their respective fields. The professionals in nursing had been
trained in nursing and were employed at the time of the experi
ment as registered nurses. All subjects were paid for their partici
pation in the study.

Median-frequencycounts (using the Kucera-Prancis norms), as
wellas mean string lengths,for each of the six setsof stimuli (broken
down by words, and the words on which the nonwordswere based)
are presented in Table 1. Medianfrequency counts.rather than mean
frequencycounts, are reported becausethe distribution ofKu~ra
Francis word frequencies is skewed in the three low-frequency
groups (engineering, medical, and low-frequency nontechnical).
This skewingoccurs becausethe distributionis boundedon the low
end by one (the lowest possible frequency per million reported by
Kucera and Francis). We also calculatedthe mean frequencycount
for each of thestimulusgroupslistedin Table 1, and theydisplayed
a pattern very similar to the pattern displayed by the medians. As
can be seen from the table, words in both of the technical word
groups are very infrequentand of roughly equivalentstring length.
Words in thehigh-frequency groupsarevery frequent, andof some
what shorter string length. Words in the low-frequency nontechni
cal group are similar to those of the two technical groups in terms
of median frequency and mean string length, and words in the
medium-frequency group are intermediate betweenthoseof thethree
low-frequency groups and the two high-frequency groups.

It is worth noting that there is a substantial negative correla
tion betweenstring lengthand word frequencyacross the six stimu
lus groups in our sample. This correlation between string length
and frequency occurs in the language, and is very difficult to
avoid without producing biased samples of words. For this reason
no attempt was made to equate the six stimulus groups in terms
of string length. Although this correlation makes it difficult to
eliminate string length as a potential contributor to differences in
lexical decision times among some of the groups, the two groups
of primary interest-the technical groups-are matched in terms
of string length. Thus differences in lexical decision time between
the two technical groups should not be affected by differences in
string length.

In addition to the six groups of items discussed above, a group
of 60 items (30 words and 30 nonwords) was constructed for the
purpose of practice. These items were chosensoas not to represent
any particularfrequency groupor technical background; theymerely
served to familiarizethe subjects with the experimental task. Lexi
cal decision times to these items were not included in any of the
analyses to be discussed.

Note-Statistics for nonwords are based on the wordsfromwhich they
were created.

Design
Subjects madea word-nonworddecision on all 720stimulus items

(plus the additiona160 practice items). The 60 practice items were
blocked together and were always the first set of items presented.

Word 2.5 8.30 2.29
Nonword 3.5 8.42 2.31

Word 1.0 8.25 2.24
Nonword 1.0 8.30 2.15

Word 145.0 6.72 2.37
Nonword 185.5 6.63 2.31

VVord 159.5 6.80 1.38
Nonword 158.5 6.85 1.64

VVord 36.5 7.27 1.54
Nonword 27.0 6.80 1.90

Word 2.0 8.58 2.06
Nonword 2.0 7.73 2.47

Category

Table 1
Frequency Counts and String LengtIL<i of Experimental Stimuli

KOCera-Francis
Lexical Frequency Count String Length
Status Median Mean SD

Engineering

High-Frequency
Group 1

High-Frequency
Group 2

Medium Frequency

Medical

Low Frequency

Stimuli
Stimuli in the experiment consisted of six groups of 120 words.

All of the words in each of thesix groups were nouns or were used
primarily as nouns.

The first group was taken from the indices of a number of texts
on electrical engineering and physics. The secondgroup was com
piled from the index of a textbook on medical and surgical nurs
ing. These items constituted the two groups of technical words in
the experiment: engineering words and medical words.

The third and fourth groups were selected from high-frequency
words found in the Ku~ra and Francis (1961) word-count norms.
High frequency was defined as a frequency of 100 per million or
greater. The fifth and sixth groups consisted of medium- and low
frequency words from theKu~ and Francis norms. Mediumfre
quency wasdefined as a KOCeI'a-Francis frequency countof between
10and 99 occurrencesper million itemsof text, and low frequency
wasdefinedas a KOCeI'a-Francis countof fewer than 10occurrences
per million items of text. Words in groups three through six did
notrepresent any specialized occupational background. These groups
served two purposes: (1) they allowed lexical decisions about let
ter strings to be made against a background of items of varying
frequencies, and (2) they allowed a number of baselines against
which to measure the size of the word frequency effect.

Half of the words in each set were converted to nonwords by
changing one or two letters. Vowelsreplaced vowelsand consonants
replaced consonants. All resulting nonwords were pronounceable
and followed the rules of English orthography.
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The 720 stimulus items were presented in 12 blocks of 60 items
each. Each block contained 5 words and 5 nonwords from each
of the six stimulus categories (engineering, medical, high-frequency
Group I, high-frequency Group 2, medium frequency, and low
frequency nontechnical). The 60 items in each block were chosen
randomly without replacement from the total pool of items. For
instance, in forming Block 2 the 5 high-frequency words could be
any of the high-frequency words except those 5 that had already
served in Block I. Arrangementof items within a block was also
random, with the constraint that no more than 5 words or 5 non
words be presented consecutively.

Procedure
All stimuluspresentations anddata collectionwerecontrolledvia

an Apple Il-l- microcomputer. Subjectswere seated in a room illu
minatedby subduedlight, in front of a 12-in. black and white tele
visionmonitor.Subjectsrespondedby pressingeither thez key (far
left) or the? key (far right) on the keyboardof the computer. Sub
jects respondedwith their preferred hand to stimuli whichtheybe
lievedto be wordsandwiththeir nonpreferred handto stimuliwhich
they believed to be nonwords.

At the beginningof a trial, an asterisk, centered in the presenta
tion field, was presentedfor 1,000 msecas a fixationpoint and as
a warning that a trial was about to begin. The screen then went
blank for 1,000 msec,at the end of which time the stimulusstring
appearedin whitecapitalletters on the darkenedbackgroundof the
televisionscreen. When the subject made his or her response, the
stimuluswas erased and the screen remained blank for 400 msec.
The subject's reactiontimeand thecorrectnessof theresponse were
recorded. Feedback wasthenprovided for500msec; eithertheword
corrector the word incorrect was displayedcenteredon the televi
sion screen. The screen was then cleared and remained blank for
500 msec preceding the beginning of the next trial.

At the conclusionof each block, the subject was given feedback
on his or her mean reaction time (for correct trials only) and the
number of errors he or she made. If the subject made more than
eight errors, the following message was displayed: "Your error

rate is high. Remember-accuracy is important." Subjects were
instructed at the beginningof the session to respond as quickly as
possible while maintaining high accuracy.

RESULTS

In this experiment we were interested in assessing the
difficultyof a lexical decisionwhen sucha decisioncould
in fact be made. Thus we will be reporting data for cor
rect responses only. We performed similar analyses on
the entire data set (correct plus incorrect decision times
combined), and these analyses produced similar results.

Our experiment yielded five potentially relevant fac
tors: (1) occupational background (engineer, nurse, or law
student), (2) category of the stimulus item (engineering,
medical, high-frequency Group 1, high-frequency
Group 2, medium-frequency, and low-frequency nontech
nical), (3) lexicalstatusof the stimulus item (wordor non
word), (4) presentation block (one through twelve), and
(5) subject (10 withineach profession).We began by col
lapsing data over the five replications that existed within
the crossing of each level of each of the five factors. This
yielded a morestableestimate for eachcell. We nexttrans
formed our data to reduce the effect of outliers on later
analyses. For each subject, we calculated the standard
deviationof lexical decision times. We then set any lexi
cal decision time longer than two standard deviations
above the mean equal to two standard deviations above
the mean. Finally, we collapsedour data over blocks, be
cause this factor was of no interest to us.

The main results from the experiment are presented in
Table 2, which shows lexical decision times for correct

Tabte 2
Lexical Decision Times for Correct Responses and Error Rates

Category

Lexical High-Frequency High-Frequency Medium Low
Status Engineering Medical Group I Group 2 Frequency Frequency

Engineers

Word Mean 790 946 679 667 728 907
SD 188 300 136 141 158 276
Error Rate .07 .13 .01 .01 .02 .12

Nonword Mean 1009 1065 918 929 932 978
SD 367 399 289 320 303 353
Error Rate .05 .03 .02 .03 .05 .02

Nurses

Word Mean 1025 926 677 692 757 1054
SD 498 474 270 293 313 520
Error Rate .25 .02 .01 .01 .02 .12

Nonword Mean Il25 1167 1007 1029 1000 1045
SD 540 580 462 487 425 468
Error Rate .06 .04 .02 .05 .07 .04

Law Students

Word Mean 764 756 554 552 593 732
SD 152 114 98 91 93 139
Error Rate .20 .08 .01 .01 .00 .06

Nonword Mean 854 908 774 778 802 813
SD 176 235 127 143 146 150
Error Rate .05 .03 .02 .03 .03 .02
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Table 3
Analysis of Variance of Correct LeDcaIDecillion 11mes

in questionhave very similar frequencies in the general
language and nearlyidentical stringlengths.Whatcaused
these individual differences? We concludethat the differ
encesweredueto the differing amounts of experience that
each subject grouphadwitheachwordgroup. This brings
us back to the notion of word frequency. Although the
two word groups had similar frequencies for subjects
drawn randomly from the general populace, each word
group was of higher frequency for subjects drawn from
a technicalbackground, who used these words as part of
theiroccupational vocabulary. Thuswe found a frequency
effect based on experience: greater experience with a
group of words leads to faster lexical decisions.

How large is the word frequency effect in thisexperi
ment? It depends, to some extent, upon the baseline
againstwhichwe chooseto measureit. Ifwe use the two
high-frequency groupsas the baseline,then the word fre
quencyeffect, as measuredby technicalwordsoutsideof
a subject's occupation, is 273 msec for engineers and
341 msecfor nurses. Ifwe use the samebaseline,but this
time measure the word frequency effect using technical
wordsfrom withina subject'soccupation, the correspond
ing numbers are 117 msec for engineers and 242 msec
for nurses. This amountsto a 57%reductionin the word
frequency effect for engineers anda 29% reduction for
nurses.Thesizeof the frequency-based component of the
word frequency effect is substantial.

If the word frequency effect is measured from some
other baseline, the size of the absolute word frequency
effect (technical words from outside a subject's occupa
tion minusthe baseline)diminishes,but the proportional
reduction due to a word's inclusionin a subject's occupa
tionalvocabulary increases. For instance,if the medium
frequency group is usedas thebaseline,the absolute word
frequency effects are 218 msec for engineers and
268 msec for nurses. Measured from technical words
withina subject's occupation, the word frequency effect
is 62 msec for engineers and 169 msec for nurses. The
reduction due to a word's inclusion in a subject's oceupa-

responses, the standard deviations of these lexical deci
siontimes, and error rates broken down accordingto the
categoryand the lexicalstatus of the stimulus. Theresults
are further subdivided by the occupational backgrounds
of the subjects.

Error rates for engineersand nurses were high for in
frequentwords, includingoccupational words from out
side their own occupations (for engineers, low frequency
= 12%, medical = 13%; for nurses, low frequency =
12%, engineering =25%). For law students, whoserved
as a control group, error rates were also high for the en
gineering words(20%), and somewhat high for the medi
cal words (8%) and the low-frequency words (6%).
Althoughthe 8%and 6%error rates seem small in abso
lute terms, the law studentgroup wasextremelyablever
bally, andshowedbetter overall performancethan either
the engineering or the nursing group. The results from
the law students indicate that the engineering wordswere
somewhat more difficult than the medical or low
frequency words, but that these two groups were also
moredifficult thananyof the otherthreegroupsof words.

A four-factor analysis of variance was performed on
the reaction time data. The four factors in the analysis
were: (1) occupational background of subject,
(2) categoryof the stimulus item, (3) lexicalstatusof the
stimulus item,and (4) subject. The first threeof thesefac
tors were crossed; the first was a between-subjects fac
tor, whereasthe remaining two were within-subjects fac
tors (repeated measures). These three factors were treated
as fixedeffects.The last factorwasnested withinthe first
and was treated as a random effect.

The results of the analysisof variance are reported in
Table 3. The findingof primary interest is the three-way
interaction of lexical status of the stimulus item x
categoryof the stimulus item x occupational background
of the subject [F(10,135) = 4.36, p < .001]. The sig
nificanceof this interaction, we contend, is due in large
part to the fact that nurses were (relatively) fast on medi
cal words and slow on engineering words, whereas en
gineers were (relatively) fast on engineering words and
slow on medical words.

The problem with interpreting the interaction of lexi
cal status x category x occupationas we have done is
that there are a number of cells that might be producing
the interaction,but whichare not part of our hypothesis.
To clarify the situation, and to test our hypothesis more
explicitly, we conducteda second analysis of variance.
In this analysis, we restricted ourselves to considering
only: (1) the categories of engineering and medical items,
(2) theoccupations of engineer andnurse,and (3) the lexi
cal status of word (no effect was predicted for nonword
decisions). The experimental hypothesis was tested by the
interaction of category x occupation (because there is
onlyone lexicalstatuspossible, there is no additional fac
tor for lexical status). This interaction was significant
[F(1,18) = 27.25,p < .001], which validates our earlier
interpretation. Significant individual differences in lexi
cal decision can be found, even when the word groups

Variance Source

Occupatioo of Subject
SubjectswithinOccupatioo
Lexical Status of StimulusItem
LexicalStatus x Occupatioo
Lexical Status x Subjects

withinOccupatioo
Category of Stimulus Item
Category x Occupatioo
Category x Subjects

withinOccupatioo
Lexical Status X Category
Lexical Status x Category x

Occupatioo
Lexical Status X Category x

SubjectswithinOccupatioo

*p < .001. tp < .OS.

Sum of Mean
df Squares Square F

2 2,936,413 1,468,206 1.30
27 30,384,964 1,125,369

I 3,086,914 3,086,914 75.36*
2 28,980 14,490 0.35

27 1,IOS,964 40,962
5 2,262,481 452,496 50.95*

10 186,045 18,604 2·09t

135 1,198,949 8,881
5 552,451 110,490 30.60*

10 157,600 15,760 4.36*

135 487,521 3,611
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tional vocabulary is now 72%for engineersand 37% for
nurses. Thus our earlier calculations set a lower bound
on the sizeof the frequency-based component of the word
frequency effect.

DISCUSSION

The findings of the experiment are clear. Systematic
individual differences in lexicaldecision timeswerefound
as a function of subjects' occupational backgrounds and
the technical categories from which words were drawn.
In particular, nurseswere relativelyfaster in responding
to medical wordsthan to engineering words, whereasen
gineers were relativelyfaster in responding to engineer
ingwordsthanto medical words. The twogroupsof tech
nical words, however, had nearly identical frequency
counts in the Kucera and Francis (1967) word-count
norms.

Our resultsdemonstrate that a substantial portionof the
word frequency effect is due to frequency-that is, ex
perience with a corpus of words-and not to the many
factors correlated with frequency, such as those demon
stratedby Landauer and Streeter(1973). Although we ac
knowledge that such correlatedfactorsexist and contrib
ute to the word frequency effect, this experiment
controlled for themby taking the sametwogroups of tech
nicalwords and varyingonly the subjectpopulations that
viewedthem. The result-substantial differencesin lexi
cal decisiontime-must be due to differencesamong the
populations. The most obviousof these is a differencein
educational backgroundand work experience. This, we
contend, is the heartof a true frequency-based difference.
Word frequency, in an approximate way, reflects the
familiarityof the subject with a word's meaningand the
contexts in whichit is likely to occur, and mayalso indi
cate how recently it has been seen.

This experimentalso has practical implications for es
timating the readability of technical expository text. Com
puterizedautomatic methodshave been developed(e.g.,
Coke & Rothkopf, 1970; Macdonald, Frase, Gingrich,
& Keenan, 1982) for calculating readability indices on
the basisof a numberof structuredcharacteristics of text.
Word frequency is one of thesestructured characteristics,
although it is usually indirectly estimated through cor
relatedmeasures suchas wordlength (e.g., Flesch, 1948)
or by useof special indicator listsof high-frequency words
(Dale& Chall, 1948). As Millerand Kintsch (1980) have
pointed out, readability can be viewed as an interaction
betweenreader and text. The establishedapproximations
used in readability formulae are based on general word
frequency norms. For this reasontheymaynotbeaccurate
estimatesof the familiarity of specialized target popula
tions with the words of the text, and may lead to under
estimates of readability.

Howcan thisproblem be avoided? A readability predic
tor that is tailor-made for a particular group of readers
could take several forms. It might, for example, make
use of a discounting coefficientfor the length of techni
cal words, or calculate the lexical components of the read
ability formula directly from word counts in particular
literatures. Whatever form such an amended readability
predictor may take, it will have the interesting property
of being less restrictive for writers and editors than con
ventional difficulty indices. For this reason, a readability
index that makes use of expectations about the language
experienceof intendedreaders is likely to make the de
velopment of suitablewritten documentation less costly.
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