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The World’s Technological Capacity
to Store, Communicate, and
Compute Information
Martin Hilbert1* and Priscila López2

We estimated the world’s technological capacity to store, communicate, and compute information,
tracking 60 analog and digital technologies during the period from 1986 to 2007. In 2007,
humankind was able to store 2.9 × 1020 optimally compressed bytes, communicate almost
2 × 1021 bytes, and carry out 6.4 × 1018 instructions per second on general-purpose computers.
General-purpose computing capacity grew at an annual rate of 58%. The world’s capacity for
bidirectional telecommunication grew at 28% per year, closely followed by the increase in
globally stored information (23%). Humankind’s capacity for unidirectional information
diffusion through broadcasting channels has experienced comparatively modest annual growth
(6%). Telecommunication has been dominated by digital technologies since 1990 (99.9% in
digital format in 2007), and the majority of our technological memory has been in digital
format since the early 2000s (94% digital in 2007).

L
eading social scientists have recognized

that we are living through an age in which

“the generation of wealth, the exercise of

power, and the creation of cultural codes came to

depend on the technological capacity of societies

and individuals, with information technologies as

the core of this capacity” (1). Despite this insight,

most evaluations of society’s technological ca-

pacity to handle information are based on either

qualitative assessments or indirect approxima-

tions, such as the stock of installed devices or the

economic value of related products and services

(2–9).

Previous work. Some pioneering studies have
taken a more direct approach to quantify the

amount of information that society processes

with its information and communication tech-

nologies (ICTs). After pioneering work in Japan

(10), Pool (11) estimated the growth trends of the

“amount of words” transmitted by 17 major com-

munications media in the United States from

1960 to 1977. This study was the first to show

empirically the declining relevance of print me-

dia with respect to electronic media. In 1997,

Lesk (12) asked, “How much information is

there in the world?” and presented a brief out-

line on how to go about estimating the global

information storage capacity. A group of research-

ers at the University of California at Berkeley

took up the measurement challenge between 2000

and 2003 (13). Their focus on “uniquely created”

information resulted in the conclusion that “most

of the total volume of new information flows is

derived from the volume of voice telephone traf-

fic, most of which is unique content” (97%);

because broadcasted television and most infor-

mation storage mainly consists of duplicate infor-

mation, these omnipresent categories contributed

relatively little. A storage company hired a pri-

vate sector research firm [International Data Cor-

poration (IDC)] to estimate the global hardware

capacity of digital ICT for the years 2007–2008

(14). For digital storage, IDC estimates that in

2007 “all the empty or usable space on hard

drives, tapes, CDs, DVDs, andmemory (volatile

and nonvolatile) in the market equaled 264

exabytes” (14). During 2008, an industry and

university collaboration explicitly focused on in-

formation consumption (15) measured in hard-

ware capacity, words, and hours. The results are

highly reliant onmedia time-budget studies, which

estimate how many hours people interact with a

media device. The result obtained with this meth-

odology was that computer games and movies

represent 99.2% of the total amount of data

“consumed.”

Scope of our exercise. To reconcile these dif-
ferent results, we focused on the world’s tech-

nological capacity to handle information. We do

not account for uniqueness of information be-

cause it is very difficult to differentiate between

truly new and merely recombined, duplicate in-

formation. Instead, we assume that all informa-

tion has some relevance for some individual.

Aside from the traditional focus on the transmis-

sion through space (communication) and time

(storage), we also considered the computation of

information. We defined storage as the mainte-

nance of information over a considerable amount

of time for explicit later retrieval and estimated

the installed (available) capacity. We did not con-

sider volatile storage in the respective inventory
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(such as RAM) because the ultimate end of vol-

atile memory is computation, not storage per se.

Communication was defined as the amount of

information that is effectively received or sent by

the user while being transmitted over a consid-

erable distance (outside the local area). This in-

cludes those transmissions whose main purpose

consists in the overcoming of distances, not the

local sharing of information (such as the distribu-

tion of copies at a meeting, or communication

through private local area networks). We took in-

ventory of the effective communication capacity

(the actual amount of bits transmitted). We de-

fined computation as the meaningful transforma-

tion of information and estimated the installed

(available) capacity.

More precisely, as shown in Fig. 1, we dis-

tinguished among storage of information in bits,

unidirectional diffusion through broadcasting in

bits per second, bidirectional telecommunication

in bits per second, computation of information by

general purpose computers in instructions per

second [or MIPS, million (or mega) instructions

per second], and the estimated computational ca-

pacity of a selected sample of application-specific

devices (MIPS).Whereas previous studies tracked

some two or three dozen categories of ICT over

three consecutive years at most, our study en-

compasses worldwide estimates for 60 categories

(21 analog and 39 digital) and spans over two

decades (1986–2007).

We obtained the technological capacity by

multiplying the number of installed technological

devices with their respective performances. All

estimates are yearly averages, but we adjusted

for the fact that the installed technological stock

of a given year is the result of an accumulation

process of previous years, whereas each year’s

technologies contribute with different perfor-

mance rates. We used 1120 sources and explain

our assumptions in detail in (16). The statistics

we rely on include databases from international

organizations [such as (17–22)], historical in-

ventories from individuals for commercial or

academic purposes [such as (23–26)], publicly

available statistics from private research firms

[such as (27, 28)], as well as a myriad of sales

and product specifications from equipment

producers. We filled in occasional blanks with

either linear or exponential interpolations, de-

pending on the nature of the process in question.

Frequently, we compared diverse sources for

the same phenomena and strove for reasonable

middle grounds in case of contradictions. In cases

in which specific country data were not available,

we aimed for a globally balanced outlook by

creating at least two international profiles, one for

the “developed” member countries of the Organ-

isation for Economic Co-operation and Develop-

ment (OECD) and another one for the rest of

the world.

Information, not hardware with redundant
data.Although the estimation of the global hard-

ware capacity for information storage and com-

munication is of interest for the ICT industry

(14), we are more interested in the amount of

information that is handled by this hardware.

Therefore, we converted the data contained in

storage and communication hardware capaci-

ty into informational bits by normalizing on

compression rates. This addresses the fact that

information sources have different degrees of

redundancy. The redundancy (or predictability)

of the source is primarily determined by the con-

tent in question, such as text, images, audio, or

video (29, 30). Considering the kind of content,

we measured information as if all redundancy

were removed with the most efficient compres-

sion algorithms available in 2007 (we call this

level of compression “optimally compressed”).

Shannon (29) showed that the uttermost com-

pression of information approximates the entropy

of the source, which unambiguously quantifies

the amount of information contained in the mes-

sage. In an information theoretic sense (30), in-

formation is defined as the opposite of uncertainty.

Shannon (29) defined one bit as the amount of

information that reduces uncertainty by half (re-

garding a given probability space, such as letters

from an alphabet or pixels from a color scale).

This definition is independent of the specific task

Fig. 2. World’s technological installed capacity to store information (table SA1) (16).

Fig. 3. World’s technological effective capacity to broadcast information in optimally compressed
megabytes MB per year, for 1986, 1993, 2000, and 2007; semi-logarithmic plot (table SA2) (16).
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or content. For example, after normalization on

optimally compressed bits we can say things like

“a 6-cm2 newspaper image is worth a 1000words”

because both require the same average number

of binary yes/no decisions to resolve the same

amount of uncertainty.

Normalization on compression rates is essen-

tial for comparing the informational performance

of analog and digital technologies. It is also in-

dispensable for obtaining meaningful time series

of digital technologies because more efficient

compression algorithms enable us to handlemore

information with the same amount of hardware.

For example, we estimated that a hard disk with a

hardware performance of 1 MB for video storage

was holding the equivalent of 1 optimally com-

pressedMB in 2007 (“optimally compressed”with

MPEG-4) but only 0.45 optimally compressed

MB in 2000 (compressed withMPEG-1), 0.33 in

1993 (compressed with cinepack), and merely

0.017 optimally compressed MB in 1986 (sup-

posing that no compression algorithms were used).

Given that statistics on the most commonly used

compression algorithms are scarce, we limited our

estimations of information storage and communi-

cation to the years 1986, 1993, 2000 and 2007

[(16), section B, Compression].

Conventionally, bits are abbreviated with a

small “b” (such as in kilobits per second: kbps)

and bytes (equal to 8 bits) with a capital “B”

(such as in megabyte: MB). Standard decimal

prefixes are used: kilo- (103), mega- (106), giga-

(109), tera- (1012), peta- (1015), exa- (1018), and

zetta- (1021).

Storage. We estimated how much informa-

tion could possibly have been stored by the 12

most widely used families of analog storage

technologies and the 13 most prominent families

of digital memory, from paper-based advertise-

ment to the memory chips installed on a credit

card (Fig. 2). The total amount of information

grew from 2.6 optimally compressed exabytes

in 1986 to 15.8 in 1993, over 54.5 in 2000, and

to 295 optimally compressed exabytes in 2007.

This is equivalent to less than one 730-MB CD-

ROM per person in 1986 (539 MB per person),

roughly 4 CD-ROMper person of 1993, 12 CD-

ROM per person in the year 2000, and almost

61 CD-ROM per person in 2007. Piling up the

imagined 404 billion CD-ROM from 2007would

create a stack from the earth to the moon and a

quarter of this distance beyond (with 1.2 mm

thickness per CD).

Our estimate is larger than the previously

cited hardware estimate from IDC for the same

year (IDC estimates 264 exabytes of digital hard-

ware, not normalized for compression, whereas

we counted 276 optimally compressed exabytes

on digital devices, which occupy 363 exabytes

of digital hardware) (14). Although our study is

more comprehensive, we are not in a position

to fully analyze all differences because IDC’s

methodological assumptions and statistics are

based on inaccessible and proprietary company

sources.

Before the digital revolution, the amount of

stored information was dominated by the bits

stored in analog videotapes, such as VHS cas-

settes (Fig. 2). In 1986, vinyl long-play records

still made up a considerable part (14%), as did

analog audio cassettes (12%) and photography

(5% and 8%). It was not until the year 2000 that

digital storage made a notable contribution to our

technological memory, contributing 25% of the

total in 2000. Hard disks make up the lion share

of storage in 2007 (52% in total), optical storage

contributed more than a quarter (28%), and

digital tape roughly 11%. Paper-based storage

solutions captured a decreasing share of the total

(0.33% in 1986 and 0.007% in 2007), even though

their capacity was steadily increasing in absolute

terms (from 8.7 to 19.4 optimally compressed

petabytes).

Communication.We divided the world’s tech-

nological communication capacity into two

broad groups: One includes technological sys-

tems that provide only unidirectional downstream

capacity to diffuse information (referred to as

broadcasting), and one provides bidirectional up-

stream and downstream channels (telecommu-

nication). The ongoing technological convergence

between broadcasting and telecommunication

is blurring this distinction, as exemplified by the

case of digital television, which we counted as

broadcasting even though it incorporates a small

but existent upstream channel (such as video-on-

demand).

Fig. 4. World’s technological effective capacity to telecommunicate information (table SA2) (16).

Fig. 5. World’s technological installed capacity to compute information on general-purpose computers,
in MIPS (table SA3) (16).
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The inventories of Figs. 3 and 4 account for

only those bits that are actually communicated. In

the case of telecommunication, the sum of the

effective usages of all users is quite similar to the

total installed capacity (any difference represents

an over- or future investment). This is because

most backbone networks are shared and only

used sporadically by an individual user. If all

users demanded their promised bandwidth simul-

taneously, the network would collapse. This is

not the case for individual broadcast subscribers,

who could continuously receive incoming infor-

mation. To meaningfully compare the carrying

capacities of each, we applied effective consump-

tion rates to the installed capacity of broadcasting

(calling it the effective capacity). This reduced

the installed capacity by a stable factor (by 9 in

1986, 9.1 in 1993, 8.7 in 2000, and 8.4 in 2007),

implying an average individual broadcast con-

sumption of roughly 2 hours and 45 min per 24

hours. It did not notably change the relative

distribution of the diverse technologies (Fig. 3).

Figure 3 displays the capacity of six analog

and five digital broadcast technologies, including

newspapers and personal navigation devices [glob-

al postioning system (GPS)]. In 1986, the world’s

technological receivers picked up around 432

exabytes of optimally compressed information,

715 optimally compressed exabytes in 1993, 1.2

optimally compressed zettabytes in 2000, and 1.9

optimally compressed zettabytes in 2007. Cable

and satellite TV steadily gained importance, but

analog, “over-the-air” terrestrial television still

dominated the evolutionary trajectory. Digital

satellite television led the pack into the digital

age, receiving 50% of all digital broadcast signals

in 2007. Only a quarter of all broadcasting in-

formationwas in digital format in 2007. The share

of radio declined gradually from 7.2% in 1986

to 2.2% in 2007.

Figure 4 presents effective capacity of the

three most common bidirectional analog tele-

communication technologies and their four most

prominent digital heirs. The 281 petabytes of op-

timally compressed information from 1986 were

overwhelmingly dominated by fixed line teleph-

ony, whereas postal letters contributed only 0.34%.

The year 1993 was characterized by the digitiza-

tion of the fixed phone network (471 optimally

compressed petabytes). We estimate the year

1990 to be the turning point from analog to dig-

ital supremacy. The Internet revolution began

shortly after the year 2000. In only 7 years, the

introduction of broadband Internet effectively mul-

tiplied the world’s telecommunication capacity

by a factor of 29, from 2.2 optimally compressed

exabytes in 2000 to 65 in 2007. The most wide-

spread telecommunication technology was the

mobile phone, with 3.4 billion devices in 2007

(versus 1.2 billion fixed-line phones and 0.6 bil-

lion Internet subscriptions). Nevertheless, the fixed-

line phone is still the solution of choice for voice

communication (1.5% of the total). The mobile

phone network became increasingly dominated

by data traffic in 2007 (1.1% for mobile data

versus 0.8% for mobile voice).

When compared with broadcasting, telecom-

municationsmakes up amodest but rapidly grow-

ing part of the global communications landscape

(3.3% of the sum in 2007, up from 0.07% in

1986). Although there are only 8% more broad-

cast devices in the world than telecommunication

equipment (6.66 billion versus 6.15 billion in

2007), the average broadcasting device commu-

nicates 27 times more information per day than

the average telecommunications gadget. This re-

sult might be unexpected, especially considering

the omnipresence of the Internet, but can be un-

derstood when considering that an average Inter-

net subscription effectively uses its full bandwidth

for only around 9 min per day (during an average

1 hour and 36 min daily session).

Computation. From a theoretical standpoint,

a “computation” is the repeated transmission of

information through space (communication) and

time (storage), guided by an algorithmic pro-

cedure (31). The problem is that the applied

algorithmic procedure influences the overall per-

formance of a computer, both in terms of hard-

ware design and in terms of the contributions of

software. As a result, the theoretical, methodo-

logical, and statistical bases for our estimates for

computation are less solid than the ones for stor-

age and communication. In contrast to Shannon’s

bit (29, 30), there is no generally accepted theory

that provides us with an ultimate performance

measure for computers. There are several ways to

measure computational hardware performance.

We chose MIPS as our hardware performance

metric, which was imposed on us by the reality of

available statistics. Regarding the contributions

of software, it would theoretically be possible to

normalize the resulting hardware capacity for

algorithmic efficiency (such as measured with

O-notation) (32). This would recognize the con-

stant progress of algorithms, which continuously

make more efficient use of existing hardware.

However, the weighted contribution of each al-

gorithm would require statistics on respective exe-

cution intensities of diverse algorithms on different

computational devices. We are not aware of such

statistics. As a result of these limitations, our es-

timates refer to the installed hardware capacity of

computers.

We distinguished between two broad groups

of computers. The first group includes all com-

puters whose functionality is directly guided by

their human users. We call this group “general-

purpose computers” and include six technolog-

ical families (Fig. 5). The second group carries

out automated computations that are incidental to

the primary task, such as in electronic appliances

or visual interfaces. The user may have a range of

predefined choices regarding their functionality

but cannot change the automated logic of these

Fig. 6. Annual growth of
installed general-purpose
computational capacity as
percentage of all previous
computations since 1977
(year t / S[1977, year
t – 1]) (table SA2) (16).

Table 1. Evolution of the world’s capacity to store, communicate, and compute information, absolute per
capita, CARG, and percentage in digital format (tables SA1 to SA3 and SA5) (16).

1986 1993 2000 2007 CAGR 1986–2007

Storage
MB optimal compression

per capita (installed capacity)
539 2,866 8,988 44,716 23%

Percent digital 0.8% 3% 25% 94%

Broadcast

MB optimal compression

per capita per day

(effective capacity)

241 356 520 784 6%

Percent digital 0.0% 0.0% 7.3% 25%

Telecom

MB optimal compression

per capita per day

(effective capacity)

0.16 0.23 1.01 27 28%

Percent digital 19.8% 68.5% 97.7% 99.9%

General-purpose

computation

MIPS per capita

(installed capacity)
0.06 0.8 48 968 58%

Sample of

application-specific

computation

MIPS per capita

(installed capacity)
0.09 3.3 239 28,620 83%
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embedded systems.We call this group “application-

specific computers.”

Although general-purpose computers are also

equipped with application-specific parts (for ex-

ample, mobile phones come with digital signal

processors, and PCs contain microcontroller units),

we only include the capacity of humanly guid-

able microprocessors in the respective inventory.

The calculator laid the cornerstone for modern

microprocessors and was still the dominant way

to compute information in 1986 (41% of 3.0 × 108

general-purpose MIPS). The landscape changed

quickly during the early 1990s as personal com-

puters and servers and mainframe computers

pushed the evolutionary trajectory to 4.4 × 109

MIPS. The personal computer extended its

dominance during the year 2000 (86% of a total

of 2.9 1011 MIPS), to be rivaled in 2007 by

videogame consoles (1.6 × 1012MIPS, or 25% of

the total of 6.4 × 1012 MIPS) and increasingly

relevant mobile phones (3.7 × 1011 MIPS, or 6%

of the 2007 total). Nowadays, clusters of video-

game consoles are occasionally used as super-

computer substitutes for scientific purposes and

other data-intensive computational tasks (33).

The relatively small role of supercomputers (less

than 0.5% throughout) and professional servers

and mainframes might come as a surprise. It can

partially be explained by the fact that the in-

ventory of Fig. 5 presents the installed capacity,

independent of effective usage rates. We also car-

ried out some estimations on the basis of the

effective gross usage of the computers, which con-

siders the time users interact with computers (not

the net computational time). As a result, we get

between 5.8 and 9.1% of the installed capacity

(table SA4) (16). With this setup, the share of

servers andmainframes grew to 89% in 1986 and

11% in 2007, and supercomputers contributed

4% to the effective capacity in 2007.

The data also allows us to look at respective

growth rates. Until the early 1990s, the annual

growth rate was quite stable at roughly 40%

(Fig. 6). The 1990s show outstanding growth,

reaching a peak of 88% in 1998. Since then, the

technological progress has slowed. In recent times,

every new year allows humankind to carry out

roughly 60% of the computations that could have

possibly been executed by all existing general-

purpose computers before that year.

Our inventory of application-specific compu-

tations is the least complete one. The entire group

of application-specific computers is very large

and diverse (for example, dice cups and roulette

wheels are application-specific, analog, random-

number generators), and it is often not straight-

forward to translate their performance intoMIPS.

The main goal of our inventory of this group was

to show that the computational hardware capacity

of application-specific computers is larger than

the computational capacity of general-purpose

computers (table SA3) (16). To achieve this, we

focused on a sample that includes three promi-

nent groups: digital signal processors (DSPs),

which translate between analog and digital sig-

nals (including CD, DVD, and PVR devices; cam-

eras and camcorders; modems and setup boxes;

GPS; portable media; printer and fax; radio; and

fixed-line and mobile phones); microcontrollers

(MCUs) (which regulate electronics and appli-

ances); and graphic processing units (GPUs) (an

increasingly powerful microprocessor for visual

displays). Although microcontrollers dominated

our sample of application-specific computing sup-

port in 1986 (90% of the 4.3 × 108 application-

specificMIPS from our sample), graphic processing

units clearly made up the lion’s share in 2007

(97% of 1.9 × 1014 MIPS).

Comparisons and growth rates. The world’s

technological capacity to compute information has

by far experienced the highest growth (Table 1).

The per capita capacity of our sample of application-

specificmachinemediators grewwith a compound

annual growth rate (CAGR) of 83% between 1986

and 2007, and humanly guided general-purpose

computers grew at 58% per year. The world’s

technological capacity to telecommunicate only

grew half as fast (CAGR of 28%). This might

seem a little surprising because the advancement

of telecommunications, and especially the Inter-

net, is often celebrated as the epitome of the dig-

ital revolution. The results from Table 1 challenge

this idea and move the world’s ability to compute

information into the spotlight. The storage of

information in vast technological memories has

experienced a growth rate almost similar to tele-

communication (CAGR of 23% per capita over

two decades). The lower growth rate results from

the relatively high base level provided by preva-

lent analog storage devices. The main character-

istic of the storage trajectory is the digitalization

of previously analog information (from 0.8% dig-

ital in 1986 to 94% in 2007). The global capacity

to broadcast information has experienced the least

progress at 6%CAGR per capita. Broadcasting is

also the only information operation that is still

dominated by analog ICT. As a result, the ca-

pacity to store information has grown at a much

faster rate than that of the combined growth rate

of tele- and broadcast communication. In 1986,

it would have been possible to fill the global stor-

age capacity with the help of all effectively used

communication technologies in roughly 2.2 days

(539/241.16). In 1993, it would have taken al-

most 8 days; in the year 2000, it would take

roughly 2.5 weeks; and in 2007, almost 8 weeks

would be required.

The CAGRs represent the temporal average

of periods that were experiencing different pat-

terns of technological change. General-purpose

computation had its peak growth around the turn

of the millennia (Fig. 6). Storage capacity slowed

down around the year 2000, but accelerated growth

has been occurring in recent years (CAGR of

27% for 1986–1993, 18% for 1993–2000, and

26% for 2000–2007) (Table 1). The introduction

of broadband has led to a continuous acceleration

of telecommunication (CAGR of 6% for 1986–

1993, 23% for 1993–2000, and 60% for 2000–

2007) (Table 1), whereas broadcasting had a

relatively stable rate of change (CAGRs of 5.7%,

5.6%, and 6.1% for 1986–1993, 1993–2000, and

2000–2007, respectively) (Table 1).

The growth rates also allow us to look at the

application of Moore’s laws (34) for the techno-

logical information processing capacity of human-

kind. Machines’ application-specific capacity to

compute information per capita has roughly dou-

bled every 14 months over the past decades in our

sample, whereas the per capita capacity of the

world’s general-purpose computers has doubled

every 18 months. The global telecommunication

capacity per capita doubled every 34 months,

whereas the world’s storage capacity per capita re-

quired roughly 40 months. Per capita broadcast

information has doubled roughly every 12.3 years.

Of course, such averages disguise the varying

nature of technological innovation avenues (35).

Perspectives. To put our findings in perspec-
tive, the 6.4 × 1018 instructions per second that

humankind can carry out on its general-purpose

computers in 2007 are in the same ballpark area

as the maximum number of nerve impulses exe-

cuted by one human brain per second (1017) (36).

The 2.4 × 1021 bits stored by humanity in all of its

technological devices in 2007 is approaching an

order ofmagnitude of the roughly 1023 bits stored

in the DNA of a human adult (37), but it is still

minuscule as compared with the 1090 bits stored

in the observable universe (38). However, in con-

trast to natural information processing, the world’s

technological information processing capacities

are quickly growing at clearly exponential rates.
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Chronic Mucocutaneous Candidiasis
in Humans with Inborn Errors of
Interleukin-17 Immunity
Anne Puel,1*‡ Sophie Cypowyj,2* Jacinta Bustamante,1 Jill F. Wright,3 Luyan Liu,1

Hye Kyung Lim,2 Mélanie Migaud,1 Laura Israel,1 Maya Chrabieh,1 Magali Audry,2

Matthew Gumbleton,4 Antoine Toulon,5 Christine Bodemer,5 Jamila El-Baghdadi,6

Matthew Whitters,3 Theresa Paradis,3 Jonathan Brooks,3 Mary Collins,3

Neil M. Wolfman,3 Saleh Al-Muhsen,7 Miguel Galicchio,8 Laurent Abel,1,2†
Capucine Picard,1,9,10† Jean-Laurent Casanova1,2,7,10‡

Chronic mucocutaneous candidiasis disease (CMCD) is characterized by recurrent or persistent
infections of the skin, nails, and oral and genital mucosae caused by Candida albicans and, to
a lesser extent, Staphylococcus aureus, in patients with no other infectious or autoimmune
manifestations. We report two genetic etiologies of CMCD: autosomal recessive deficiency in the
cytokine receptor, interleukin-17 receptor A (IL-17RA), and autosomal dominant deficiency of
the cytokine interleukin-17F (IL-17F). IL-17RA deficiency is complete, abolishing cellular responses
to IL-17A and IL-17F homo- and heterodimers. By contrast, IL-17F deficiency is partial, with mutant
IL-17F–containing homo- and heterodimers displaying impaired, but not abolished, activity.
These experiments of nature indicate that human IL-17A and IL-17F are essential for
mucocutaneous immunity against C. albicans, but otherwise largely redundant.

C
hronic mucocutaneous candidiasis (CMC)

is characterized by infections of the skin,

nails, and oral and genital mucosae with

Candida albicans, which is commensal in healthy

individuals (1). In patients with inherited or ac-

quired T cell immunodeficiencies, CMC is as-

sociated with various infectious diseases (1). In

patients with STAT3 deficiency and a lack of

interleukin-17A (IL-17A)– and IL-22–producing

T cells (2–5), CMC is associated with severe

cutaneous and pulmonary staphylococcal infec-

tions (1). In some patients with IL-12p40 or

interleukin-12 receptor b1 (IL-12Rb1) deficiency

and mycobacterial disease (2) and in a family

with caspase recruitment domain 9 (CARD9) de-

ficiency with systemic candidiasis and peripheral

dermatophytosis (6), CMC and low proportions of

IL-17A–producing T cells were also documented.

Finally, CMC is the only infection of patients with

autoimmune regulator (AIRE) deficiency, who

have neutralizing autoantibodies against IL-17A,

IL-17F, and/or IL-22 (7, 8). These data suggest

that human IL-17A, IL-17F, and/or IL-22 are in-

volved in mucocutaneous immunity to C. albicans

(1). CMC disease (CMCD), the molecular and

cellular basis of which is unknown, consists of

CMC in the absence of other overt infectious

or autoimmune signs (1). CMCD was initially

thought to be benign, until squamous cell carci-

noma (9) and cerebral aneurysms (10) were re-

ported. First described in 1967 in sporadic cases

(11), familial CMC segregating as autosomal dom-

inant (AD) (12) and autosomal recessive (AR)

traits (13) was soon reported. We thus searched for

the genetic basis of CMCD, testing the hypoth-

esis that CMCD may be caused by inborn errors

of IL-17A, IL-17F, or IL-22 immunity (1, 14).

Autosomal recessive IL-17RA deficiency. We

first investigated a French child born to first-

cousin parents of Moroccan descent (Fig. 1A)

[report S1 (15)]. He presented with C. albicans

dermatitis during the neonatal period and dis-
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