
Nuclear Instruments and Methods in Physics Research A 350 (1994) 368-378
North-Holland

The X-ray energy response of silicon
Part A. Theory
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In this, the first part of a two-part study of the interaction of soft X-rays with silicon, motivated by the calibration requirements of CCD
imaging spectrometers in astronomy, we describe a Monte Carlo model of X-ray energy loss whose products are the energy- and
temperature-dependences of (i) W, the average energy required to create an electron-hole pair, and (ü) the Fano factor F. W and F have
invariably been treated as material constants in previous analyses of Si X-ray detector performance . We show that in fact, at constant
detector temperature T, W is an increasing function of X-ray energy for E< 0.5 keV while F is predicted to increase slowly with E. The
temperature coefficient dW/dT has a calculated value _ 1 X 10`4 K- t at a typical CCD operating temperature of 170 K. We discuss the
practical implications of these results .

Finally, we describe our separate calculations of the near-edge variation of CCD quantum detection efficiency arising from silicon
K-shell Extended X-ray Absorption Fine Structure (EXAFS).

1. Introduction

The interaction of soft X-ray photons (energies 0.05 <
E < 10 keV) with silicon is a detector physics topic of
fundamental interest in many fields [1-7]. In X-ray astron-
omy, photon-counting silicon charged coupled devices
(CCDs) will be the prime spectroscopic detectors for al-
most all satellite observatories operational in the next
decade . The Leicester X-ray Astronomy group is presently
involved in the development of CCD focal plane arrays for
two major experiments : the Joint European X-ray Tele-
scope (JET-X) for the Russian Spectrum X-Gamma mis-
sion [8] and the European Photon Imaging Camera (EPIC)
[9] for ESA's XMM Observatory .

The first modern instrument to combine high through-
put X-ray optics with the resolving power of a silicon
detector (E/DE > 50 for 6 keV X-rays) was the US
Broad Band X-ray Telescope (BBXRT), a cooled, seg-
mented Si (Li) detector at the focus of gold-coated conical
foil optics, carried into orbit by the Shuttle in December
1990 . The BBXRT X-ray spectrum of the Crab Nebula
[10] contains spurious emission/ absorption line features
correlated with the K edge of oxygen of 0.54 keV, with the
K edge of silicon at 1 .839 keV and, possibly, with the
2.20-3 .425 keV M edges of gold . These instrumental
artefacts lie in precisely the same energy range as emission
and absorption features expected from H- and He-like Si, S
and Àr in cosmic plasmas.
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Section A

From the example of BBXRT and from other evidence,
it is clear that physical models of X-ray mirror and solid
state detector responses must now be developed to a higher
level of precision than hitherto considered acceptable in
X-ray astronomy, if the scientific return from future exper-
iments is not to be compromised . In parallel, we believe
that "traditional" methods of energy calibration, using
only sparse sets of isolated X-ray lines [8,11,12], must be
supplemented by measurements at synchrotron sources,
continuously tunable in energy in - eV steps.

The present paper, which is restricted to the theoretical
characterisation of Si detector response, addresses two
concerns :

(i) That small (~ percent) departures from perfect lin-
earity must exist in silicon-based X-ray detectors, in partic-
ular discontinuities in the W parameter at the Si L (99 and
148 eV) and K absorption edges. W is, of course, the
average energy required to produce an internal electron-
hole pair (Section 2 below) . Such non-linearities, difficult
to detect using traditional methods of energy calibration,
are, however, well documented for other classes of (astro-
nomical) X-ray detector . Lamb et al . [13] describe post-
flight synchrotron studies of discontinuous changes in
"electron gain" E/W for the Spacelab 1 gas scintillation
proportional counter (GSPC) in the vicinity of the Xe L
edges (4.78-5.45 keV). In flight, these discontinuities gave
rise to a spurious narrow line feature at 4.8 keV in the
X-ray spectrum of the Crab Nebula . More recently, Jahoda
and McCammon [14] have reported discontinuities in the
response of an argon-methane proportional counter across



the Ar L�, L� , edges at 250 eV, while Tsumemi et al . [15]
have described a gain change across the Xe K edge (34.56
keV) in a Xe-C02 counter flown on the Japanese Ginga
X-ray astronomy satellite . Finally, Zulliger et al . [16] have
reported a ^- 1% gain non-linearity over the Ge K edge
(11 .10 keV) in the response of a Ge(Li) X-ray detector.

(ü) That Extended X-ray Absorption Fine Structure
(EXAFS) effects must give rise to oscillatory variations in
detector quantum efficiency Q (counts/photon) at ener-
gies just above the atomic absorption edges of the detector
constituents (Si, O and N - from the nitride passivation
layer - in the particular case of CCDs). EXAFS effects in
solid state X-ray detector response, arising from the scat-
tering of the outgoing spherical photoelectron wave by
nearest neighbour atoms in the lattice [17], have been little
investigated to date . The synchrotron measurements of
Krumrey et al . [2] on a photon-counting Si(Li) detector
indicate Si K-shell EXAFS-related variations in Q(E) at
the - 3% level . Cho et al . [18] have reported significant
EXAFS modulation of the current responses of both a
silicon surface barrier detector and a lead silicate glass
microchannel plate detector in a - 150 eV energy band
extending upwards from the Si K edge . We note that such
current response measurements [4-6,19] effectively record
the ratio Q1W and so confuse the effects of EXAFS with
possible variations in W(E) (above) .

Section 3 below describes what we believe to be the
first ab initio calculation of the energy (and temperature)
variation of the W parameter for X-rays in silicon. The
energy range (0.05-8 keV) of this linearity study includes
both the L- and K-shell absorption edges. Our Monte Carlo
analysis, like those of the Universidade de Coimbra group
[20,21] for Xe GSPCs and of Akkerman et al . [22] for CsI
X-ray photocathodes, utilises microscopic cross-sections
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for electron interaction to model the creation of a sec-
ondary electron population by energy loss from a number
of X-ray induced (photo-Auger, Coster-Kronig and shake-
off) primaries . In addition to W(E, T), the model produces
estimates of the X-ray Fano factor F(E, T) . Here, T
denotes the detector operating temperature . Assuming a
Gaussian pulse height distribution, W and F determine the
intrinsic FWHM energy resolution of the detector via the
equation :

i1E = (8 In 2)0 5W{FE/ W } 0 5.

No measurements of the energy dependence of the Fano
factor have previously been reported for silicon . In Xe,
however, a sawtooth variation of F(E), following the total
photoionisation cross-section for the gas, is now well-
documented experimentally and interpreted in terms of
mechanisms [20] which are likely to operate in all X-ray
detector media.

Section 4 of the paper, addressing the second of our
calibration concerns, predicts the near-edge variation in
CCD quantum efficiency arising from the known oscilla-
tory variation [17] in the linear absorption coefficient
A(E) for silicon .

Finally, Section 5 suggests some directions for future
theoretical work .

2. The parameters W and F : previous results

Table 1 summarises some broad-band "material con-
stant" estimates of W and F appearing in the silicon
X-ray detector literature from 1969 to date . A comprehen-
sive account of earlier (pre-1968) determinations of these
parameters, both experimental and theoretical, is given in

Table 1
Some published values of the "material constants" W and F for X-rays in silicon . Starred entries : papers in which the value of W is cited
from the pre-existing literature
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Ref. W(eV) F Energy
(keV)

range Detector type Operating
temperature
(K)

[1] 3 .76 * 0 .127 1 .3 - 4 Si(Li) detector 77
[2] 3 .81 * 0.072 0 .9 - 5 Si(L0 detector 77
[4] 3 .63 ± 0 .04 * - 0 .4 - 2 photodiode 300
[5] 3 .6 * - 0.05- 0 .25 XUV photodiode 300
[6] 3.63+0.21 - 0.05- 0 .25 XUV photodiode 300
[8] 3 .68 * 0 .11 0 .5 - 8 CCD 170

[il] 3 .81 * 0.11±0.04 0.18- 1 .5 Si(Li) detector 77
[16] not stated 0.154 14 .4 -122 Si(Li) detector 77
[19] 3.70±0.07 * - 0 .5 - 4 photodiode 300
[24] 3 .6 * - 1 .5 - 17 .5 photodiode 300
[25] 3 .81 * 0.132 0.28- 6 Si(L0 detector 77
[26] 3 .81 * 0.084+ 0.005 59 .6 Surface barrier 90
[27] 3 .65 * 0.16-0.17 1 .5 - 5 .9 CCD not stated
[28] 3 .8 * 0.098 1 .5 - 10 Si(Li) detector 77
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Ref. [23] . Since W and F cannot be determined independ-
ently from X-ray energy resolution data alone (see Eq .
(1)), it is universal practice to assume a value for the
former parameter in order to derive a value for the Fano
factor . The variation in W exhibited in Table 1 then
results, in part, from the distinct operating temperatures of
the three main classes of silicon detector and the definitive
W(T) measurements of Pehl et al . [29] using 115-1058
keV electrons and 122 keV gamma rays (see Section 3.2) .
The " value" of F remains uncertain, even at fixed tem-
perature .

Ref. [29] also shows that the ionisation energy at a
given temperature depends somewhat on the type of stimu-
lating radiation, with W for alpha particles being less than
W for electrons or gamma rays . Yamaya et al . [30] note
that there are fundamental differences in the way energy is
transferred to the Si electron population where incident
photons and protons/ alpha particles are concerned. A
recent study of light ion interactions in Si [31] has further
confirmed a small energy non-linearity in the energy range
35-440 keV. Despite these complications, W and F val-
ues appropriate to fast charged particle energy loss in
silicon [32,33] are still commonly cited in the X-ray CCD
literature .

3. Monte Carlo calculations

3.1 . Physical model
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Calculations were carried out for thirty X-ray energies
in the range 0.05-8 keV. The number of photon absorp-
tions simulated, Nx , was at least 3 X 104 for all energies;
for the twenty-two energies below the silicon K edge, Nx
was equal to 10 5 . The maximum number of electron
histories was 1.74 X 10 8, for the program run at 8 keV.

3.1 .1 . X-ray absorption
For each value of E, the relative probabilities of photo-

electric absorption by the various silicon electron shells
were first determined from the Cromer and Liberman [34]
database of atomic cross-sections . Fig. 1 shows the domi-
nant interactions in each inter-edge energy region . Above
the K edge at 1839 eV, there is a steady - 92% probabil-
ity of absorption by the K shell electrons. In the region
between the L t and K edges, however, the absorption
probability is distributed in an energy-dependent manner
between the Lt shell (148 .7 eV), the Ltt/1ltt shells (as-
sumed degenerate at 99.2 eV) and the M t (11.4 eV) shell .

3.1 .2. Atomic relaxation
For each photon, the comparison of a uniform random

number R in the interval [0,1] with a pre-determined
absorption probability table determined the type of initial
vacancy. Figs. 2a-2c describe the possible relaxation path-
ways for K-, L,- and Ltt.t� vacancies, respectively [35,36] .

oo 1 002 005 o1 o2 o5 1 2

	

5 1o

E (kev)
Fig. 1 . Probabilities of photoelectric absorption in silicon versus
X-ray energy E. Named absorption edges indicated by vertical

lines.

Our Monte Carlo code ignores the (small) probability of
L-shell fluorescence and does not allow for the possible
reabsorption of K-shell fluorescence photons in the detec-
tor volume . The atomic relaxation process is followed until
all vacancies, except those due to shakeoff emission, are
transferred to the outermost M shell. Shakeoff arises from
the abrupt change in atomic central potential which accom-
panies photoionisation and Auger electron emission . The
probabilities of electron shakeoff (from any outer shell)
after the creation of a K, L or M, shell vacancy in silicon
were approximated by averaging probabilities for the rare
gases Ne and At [37] ; these averages are listed in Table 2.

The result of the relaxation calculation, for each simu-
lated photon, is a number NP of primary or "cascade"
[20,21] electrons and their associated initial energies. Table
3 shows the primary electron number distributions P(NP)
calculated for X-ray energies E = 50, 277, 1800, 2000 and
8000 eV . We note that the probability distributions calcu-
lated for the two highest energies are very similar . If the
final charge state of the photoionised silicon atom is, as in
Xe [13,20], a factor in determining the magnitude of W,
we have in Table 3 a first indication that the pair creation
energy must be very slowly varying above the Si K edge.

3.1 .3 . Electron energy loss
In the third and final part of the Monte Carlo calcula-

tion, all primary electrons and all the secondaries which
they engender are individually followed until their energy
Ee falls below a threshold for further ionisation. E�, . All
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Fig . 2 . (a) Probability tree for relaxation of a K-shell vacancy in silicon . The preferred relaxation process is radiationless (95.6% probable)
via one of nine Auger electron groups KXY. (b) Probability tree for relaxation of an L,-shell vacancy . (c) Probability tree for relaxation of

an 1_ 11 , 1 , 1 -shell vacancy .
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Table 2
Total shakeoff probability Ps(x) and average shakeoff electron
energy E,(x) following sudden creation of a vacancy in silicon
shell x

electron energies quoted here are measured relative to the
top of the valence band . Five energy loss mechanisms are
modelled [38] :
(i) electron-phonon interaction ;
(ü) valence band ionisation ;
(iii) excitation of plasmons

tions) ;
(iv) core L-shell ionisation ; and
(v) core K-shell ionisation .

For an electron of energy Ee , the probability of the ith
process occurring is equal to the inverse mean free path
(IMFP) for that process, -r,(E,), divided by the total IMFP
at that energy .

Note that elastic scattering
even in the laboratory frame
electron mass to the atomic mass is 1 .95 X 10-5 ) and is
ignored . Secondly, the development of the secondary elec-
tron charge cloud is assumed to take place in an exactly
field-free region so that there is no increase in electron
energy between collisions . For - keV electrons, the mean
free path in silicon is very much less than the depletion
depth (- 10 wm) of even a standard resisitivity CCD, so
that this approximation is rather a good one. Finally, we
assume that all electrons present when the secondary elec-
tron charge cloud is fully developed (i .e . when ionisation
ceases) are collected : this energy-loss model contains no
device-specific details of imperfect electron transport to an
output node .

Table 3
Primary electron number distributions P(Np , E)
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(collective electron oscilla-

is assumed to be lossless
(in fact, the ratio of the

W
â
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PPe/PPa = exp(hwlkT),
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6

Fig. 3 . Normalised inverse mean free path (IMFP) versus nor-
malised electron energy for electron-phonon and electron-plas-
mon interactions, and for valence band electron-holepair creation
[38] . a � is the radius of the first Bohr orbit, 0 .53 A. E F is the

Fermi energy, 12 .78 eV [38] .

Fig . 3 shows the variation of inverse mean free path
with electron energy near E lh for electron energy loss
processes G)-(iii) above . The curves are taken from Emer-
son et al . [38] . The total inelastic IMFPs of Ding and
Shimuzu [39] and Tung et al . [40] are in agreement with
that of Ref. [38] to within a factor - 2 . Note that the
effective ionisation threshold implied by the curve .2:e_,,(E,)
has the value Eu, = 0.2 EF = 2.56 eV, compared to the
3Eg/2 - 1 .73 eV typically used in previous analyses (see,
for example, Ref. [33]) Eg denotes the band gap energy for
silicon (Section 3 .1 .3 .2) and EF is the Fermi energy . Note
also that plasmon excitation (of the M-shell electrons [32])
is the most probable energy loss mechanism for Ee/Er > 6 .
Most early calculations of W and F in semiconductors
[41,42] took no account of plasmon excitation and were
therefore unphysical .

3 .1 .3.1 . Electron-phonon interaction . The electron-pho-
non IMFP given by Emerson et al . [38] has the simple
analytical form :

a o -Y = 0.0117(1+Ee) - 1

	

(2)

determined by fitting to low-energy (Ee < 6 eV or Ee/EF
< 0.47) data . It follows, therefore, that the phonon IMFP
used in our calculations is an extrapolation for almost all
relevant energies . We have, nevertheless, interpreted Eq .
(2) as the total IMFP for both electron energy loss and
gain during phonon scattering . Following Drummond and
Moll [41], we then assumed that the probabilities of phonon
emission and absorption (PP, and PPa, respectively) are
linked by the temperature-dependent expression :

Np E (eV)

50 277 1800 2000 8000

1 0.963 0.009 0.018 0.004 0.004
2 0.037 0.699 0.329 0.037 0.033
3 - 0 .242 0.503 0.109 0.106
4 - 0 .046 0.136 0.209 0 .210
5 - 0.004 0.014 0.282 0.290
6 - - 0.001 0.224 0.223
7 - - - 0.101 0 .101
8 - - - 0.028 0 .027
9 - - - 0.005 0 .005

10 - - - 0.001 -

Shell x P,(x) (%) E S (x) (eV)

K 19 .75 19 .2
L, 9 .45 6 .25
Lu,w 9 .65 6 .55
M, 4 .4 2 .2



where it co is the characteristic (optical) phonon energy,
0.052 eV [38,42] . Thus, at the baseline CCD temperature
T = 170 K employed for most of our calculations, electron
energy loss by phonon emission is 97.2% probable .

3 .1 .3 .2. Valence band ionisation. We have simplified the
partition of energy in valence ionisation by assuming that
the energy of the resulting vacancy in silicon, an indirect-
gap semiconductor [43] in which conservation of momen-
tum does not guarantee equipartition of energy between
electron and hole, is negligible . No other Monte Carlo
model is in fact possible, since scattering cross-sections for
hole transport are not readily available. For the incident
electron in our model:
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The randomised quantity Eloss is obtained from a piece-
wise fit to the differential IMFP d-v/dAE for electron-
hole pair creation given by Emerson et al . [38] and by use
of the relationship [39] :

R = fE'_(d
_/dAE)dAElf E,(dl/dAE) dAE.

	

(5)

R is, once again, a uniform random number between zero
and one.

In common with many previous studies [23,29,41,42],
we have used the data of Smith [44] to represent the
variation of band gap Eg with temperature . For our base-
line temperature T= 170 K, Eg = 1.15 eV .

3 .1 .3.3. Plasmon excitation. The average energy loss in-
volved in plasmon excitation by a fast electron is given in
Fig. 5 of Emerson et al . [38] . It is equal to 2E, at the
plasmon excitation threshold (see Fig. 3 of the present
paper) and falls asymptotically to the characteristic plas-
mon energy (fit tu) PI - 1.30EF= 16.6 eV [32,43] as Ee
tends to infinity .

Energy loss to plasmon creation by an "incident"
electron of energy Ee can then be characterised by an
equation of the form of Eq . (4a), while the energy of all
the n electrons (and n holes) resulting from the subsequent
decay of the plasmon may be approximated by :

Ee = {(ht w)Fl - nEg}/2n.

Rothwarf's analysis of plasmon decay [43] suggests that
the mean number of electron-hole pairs created by plas-
mon decay in silicon is 4.6 . We have, accordingly, set n
equal to 5 in our calculations (see, however, Section 3.2) .
With this value of n, an ionisation threshold E,1 , = 0.2EF
and Eg = 1.15 eV (above), all the resulting charge carriers
are indeed non-cascading i.e . incapable of generating still
further electron-hole pairs.

3 .1 .3.4. Core-shel l ionisation. The IMFPs for both L- and
K-shell ionisation were obtained from the formulae of
Emerson et al . [38] :

I= 4aa2N,{ RYIE,12Q(Ee1E,),

where N, is the number of electrons per unit volume for
the shell in question (1 X 10 29 m-3 for the Si K shell ;
4 X 1029 m-3 for the L shell) and Ry = 13.6 eV is the
Rydberg energy . Q is a dimensionless function of the
normalised electron energy (see Fig. 8 of Ref. [38]). E,
represents the characteristic core electron energy, with the
obvious attribution of 1839 eV for the K shell . For the L
shell we have set E, equal to the energy of the L,/L . . .
shells, 99 .2 eV ; in the calculations of W and F presented
below, the Lt shell is therefore incompletely represented -
present in terms of X-ray absorption, absent in terms of
subsequent electron energy loss .

Numerical evaluation of Eq . (7) reveals a maximum
value of L-shell IMFP all 2~ - 4.7 X 10 -3 for E,/E, - 4
(E,/E, - 31). In fact, the total electron IMFP (but not, of
course, the energy loss per unit distance or stopping power
S) is dominated at all energies by plasmon interactions .

The average energy loss in core shell ionisation has
been evaluated from the relationship :

using the dimensionless functions S(EelEj ) and Q(E,IE,)
plotted by Emerson et al . [38] . The energy loss for the
"incident" electron is again described by Eq. (4a), while
the energy of the new carrier is obviously :

Ee = El.,, - E, .

3
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Fig . 4. Electron number distributions for soft X-ray energies .
Number of photons simulated : 10 5 . Band gap Eg = 1.15 eV
(operating temperature T = 170 K) . Coefficient of skewness yl =
0 .511, 0.314 and 0.203 for E = 50, 155 and 277 eV, respectively .

Ee - Ee - El... (4a)

while for the new carrier :

Ee = Eloss - Eg* (4b)
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3.2. WE, T) and F(E, T)

z 2

0

4

0
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No electrons, n

	

No, electrons, n

Fig . 5 . Electron number distributions resulting from the simulation of 10 5 2000 eV X-rays . Band gap Eg = 1 .15 eV (operating temperature
T = 170 K). (a) K-shell escape peaks . (b) Main peak . Note the different vertical scales. The ratio of peak channels in (a) is 45/69 - 0.65,
compared to an expected ratio of escape peak energies : (2000-1836) eV/(2000-1740) eV - 0.63 . The number of events in the Kp escape
peak is 476 and in the K. escape peak, 3688, giving a number ratio of 0.129. The expected value of this ratio can be found from the

fluorescence probabilities of Fig . 2a and has the value : 0.111/(0.296+0.593) - 0.125.

The creation of each core level vacancy in the simulation
is followed by a simplified Auger/ shakeoff electron cas-
cade .

For each X-ray energy the parameters W and E were
calculated directly from the mean and variance of the
output electron number distribution . The computation of F
excluded the escape peaks, for E > 1839 eV . The calcula-
tion of W was found to have converged to within ±0.001
of its final value after as few as 1000 trials; the larger
values of NX alluded to in Section 3.1 were required in
order to ensure convergence of the Fano factor to the same
level .

3.2.1 . Calculations at constant temperature T= 170K
Figs . 4 and 5 show typical electron number distribu-

tions produced by the model . At low energies (E < 0 .5
keV), the distributions are markedly asymmetric, with
positive, non-zero values of skewness and an excess of
events on the high charge side of the peak . It follows,
therefore, that the silicon response cannot be perfectly
represented by a Gaussian distribution at low X-ray ener-
gies . This is illustrated in Fig . 6, which shows the integral
probability P(N<n) as a function of electron number, n,
both for the C K (277 eV) electron number distribution
produced by the Monte Carlo model and for two Gaussian
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Fig . 6 . Gaussian approximation to calculated electron number
distribution for C K X-rays (E = 277 eV). Eg = 1 .15 eV (operat-
ing temperature T=170 K). Full circles : Monte Carlo electron
number distribution; full curve : Gaussian approximation for n =
72 .7 electrons (W = 3.810 eV), F = 0 .139 ; broken curve : Gauss
ian approximation for n = 72.7 electrons and F = 0.125 . The inset

figure shows the range 77 < n < 88 in more detail .
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Fig. 7. Variation of the mean electron-hole pair creation energy W (filled circles ; left hand scale) and Fano factor F (open circles ; right
hand scale) with X-ray energy E, Eg = 1 .15 eV (operating temperature T = 170 K) . The curve through the W(E) values is drawn to guide

the eye.

approximations to it . The mean electron number for the
Monte Carlo distribution is n = E/W= 73.3 electrons
(represented by the broken vertical line) which,with the
predicted Fano factor of 0.139, implies a standard devia
tion

	

o,=3.19 electrons. The full curve of Fig. 6 is a
Gaussian approximation calculated for the same value of o,
and a somewhat lower mean electron number, n = 72.7,
determined by the Gaussian symmetry condition P(N<n)
= 0.5 . The broken curve of Fig. 6 is the approximation
calculated for n = 72.7 and o, = 3.015 (an implied Fano
factor of 0.125).

Fig. 7 shows the energy-dependence of both W and F
for our baseline temperature T = 170 K. The mean elec-
tron-hole pair energy W exhibits the "sawtooth" varia-
tion predicted by Dos Santos et al . [21] for Xe . As in Xe,
the variation in W(E) follows the photoionisation cross
section. The function F(E), however, is not of the ex-
pected form; from the minimum value of 0.140 around 0.5
keV, F increases to higher energies . Our estimates of F
lie towards the high end of the experimental range sum-
marised in Table 1 .

The "step" in gain E/W across the L tt, , 1t edges has a
magnitude of about 4% or a gap equivalent width [15] of 7
eV. Fig. 8 compares our calculated values of E/W in the
vicinity of the L edges with the diode measurements of
Kroth et al . [5] and Barbee et al . [6]. Agreement between
theory and experiment is good, but the error bars on the
measurements are too large to fully validate or invalidate
the model. The predicted gain discontinuity across the K
edge is much smaller than for the L,/L . . . edges: approxi-
mately 1 electron in 500, or 0.2%. Above the silicon K

edge, W(E) tends to an asymptotic value - 3.65 eV, in
good agreement with experimental values of Table 1. The
predicted size of the charge packet resulting from the
absorption in silicon of a Mn K. photon from an 55Fe
calibration source, universally used in CCD calibration, is :

5900/3 .658 = 1613 electrons.

We note that Bichsel [32] cites a private communication
from Laegsgaard to the effect that W(0.56 keV) exceeds
W(6 keV) by no more than 1% for soft electrons absorbed
in silicon. Our X-ray calculations indicate a similar in-
crease :

W(0.6 keV)/W(5 .9 keV) = 3.720/3.658 = 1 .017 .

80

20

02

0 18

0 16

014

012

01

008

006

004

50

	

100

	

150

	

200

	

250

E IeV)

Fig. 8. Variation of gain E/ W with X-ray energy E in the
vicinity of the silicon L edges (indicated by the vertical lines) .
Full curve: Monte Carlo model; crosses : photodiode data from
Ref. [5] ; Circles : photodiode data from Ref. [6]. Typical error bars
shown. The experimental points are in fact lower limits, uncor
rected for X-ray absorption m the silicon dead layer (only 77 Â

thick in the case of Ref [5]).
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Fig . 9. Variation of W with band gap Eg (bottom scale) or device
temperature T (top scale) for three X-ray energies . Crosses :
W(Eg ) data of Pehl et al . [29] for electrons/ -y-rays . For fast
electrons, Ryan [46] has reported W = 3.631 eV at 300 K and
W = 3.745 eV at 100 K. Canali et al . [47] have reported a
temperature dependence of the form W= (2.15Eg(T)+1 .21) eV
for alpha particles . Both these data sets are in good agreement

with our Monte Carlo prediction for the highest X-ray energy.

Away from the absorption edges, non-constancy of the
parameter W implies a non-ideal Si detector response to a
continuum input spectrum . The problem is exactly analo-
gous to that of differential non-linearity (DNL) [45] in
position sensitive detectors (PSDs) . The calibration of a
silicon X-ray detector at a series of line energies is analo-
gous to calibration of a PSD through a pinhole mask,
which is a measure of integral linearity only . In order to
measure local variations in sensitivity (DNL) and so com-
pletely characterise the detector response, uniform "flat-
field" illumination or its analogue - a continuum input
spectrum - is required .

If the number of input photons per unit energy is A(E),
the number of counts per output channel x will be :

X {W(E)[1- (E/W(E))(dW/dE)]-1)
(10a)

= [A(E)Q(E)/K)D(E),

	

(10b)

where Q is the detector quantum efficiency in counts/
photon and K is the system gain in channels per electron .
Calculation of the function D(E), based on the results of
Fig . 7, reveals, away from the absorption edges, at most a
1% departure from the value 3.679 eV/electron pertaining
at 2.15 keV, where dW/dE is locally zero . The increasing
function E/W and the generally decreasing function
dW/dE cancel each other rather well.

The Monte Carlo model described in Section 3 .1 has
essentially no free parameters . Values of W, however,
were found to be highly sensitive to the number of elec-
tron-hole pairs resulting from plasmon decay (section

3.1 .3 .3). Trials with n = 4 and 6 produced a

	

- 10%
increase and decrease in W, respectively, confirming the
dominant role of plasmon excitation in the electron energy
loss process in silicon (see Fig . 3) .

3 .2.2. Variation with temperature T
Fig . 9 shows the calculated temperature dependence of

the W parameter for three X-ray energies - 50, 277 and
1800 eV. Recall that the temperature T enters the model
not only through the band gap function E g(T) [44] (see
Eqs . (4b) and (6)), but also through the ratio of the phonon
emission and absorption coefficients (see Eq . (3)) . Our
calculations are in excellent agreement with experimental
determinations of W(T) derived from the literature
[29,46,47] . We obtain for the temperature coefficient
dW/dT an intrinsic value of -0.01% K -1 which is much
less than the (on chip amplifier dominated) value of (0 .1 ±
0.01)% K -1 recently measured for a CCD in our labora-
tory .

The corresponding calculations of F(T) reveal no sig-
nificant variation of the Fano factor with temperature for
either 50 or 1800 eV X-rays and an increase, for C K
X-rays, from 0.139 at 170 K to 0.155 at 308 K .

4 . Near-edge variation in quantum detection efficiency
Q

K-shell Extended X-ray Absorption Fine Structure
(EXAFS) is well documented [48] for both amorphous and
crystalline silicon ; measurements of the linear absorption
coefficient g(E) in the vicinity of the L edges are also
available [49] .

Fig . 10 shows the function u(E) abstracted from total
electron yield measurements obtained for crystalline sili-
con and X-ray energies in the range 1800-2200 eV on
Beamline 3.4 of the Daresbury Synchrotron Radiation

10

2

0
1800

	

2000

	

2200
E (ev)

Fig. 10 . Near-edge variation of the linear absorption coefficient
jAE) in silicon . K. absorption edge indicated by the vertical line .
Full curve : measurements; broken curve : tt(E) calculated using

atomic database of Cromer and Liberman [34] .
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Fig . 11 . CCD quantum detection efficiency Q(E) calculated in the
vicinity of the silicon K edge . See text for details .

Source (SRS) . The photocurrent data was represented by a
function of the form :

X~= ll,(E){a + bE)

	

(11)

and the constants a and b determined by normalisation to
values of the linear absorption coefficient calculated at
1800 and 2150 eV using the atomic database of Cromer
and Liberman [34].

Fig. 11 shows the results of (1-4 pixel event) quantum
detection efficiency calculations for two CCD types :
(i) a standard (type P8603) TV-format device produced

by EEV Ltd . (Chelmsford, UK); and
(ü) the large area, deep depletion (type P88930T) CCD

produced by EEV for the JET-X project, under con-
tract to the University of Leicester [50] .

Both devices consist of three overlapping phases of
polysilicon separated from the active detection layer by
0.085 l .tm thick layers of silicon dioxide and silicon nitride
dielectric : a relatively thick layer of oxide (Vapox) covers
the device gate structure for passivation and protection
(see Fig. 1 of Ref. [50]). The TV-format device (CCD02)
is constructed on low resistivity silicon, giving an active
depth of 4 lr,m . The three gates are equal in width and are
typically 0.4 lim thick with a 1-2 wm overlap . The Vapox
thickness is 0 .5 p,m . The JET-X device [50], by contrast, is
designed for maximum efficiency at both low (E < 0.5
keV) and high (E > 6 keV) X-ray energies . It is con-
structed on high resistivity (1500 fl cm) epitaxial silicon,
giving a 37 gm deep active layer. To reduce absorption in
the polysilicon gate structure, one electrode is broadened
to occupy 63% of the total pixel area and thinned to only
0.17 [Lm . Finally, the protective oxide layer covering this
gate is removed . Oxide coverage is retained above the
remaining two phases and overlap regions in order to
provide inter-phase isolation .
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The diamonds in Fig. 11 represent quantum efficiencies
calculated, at a series of isolated energies, on the basis of
linear absorption coefficients derived from the Cromer and
Liberman database [34] . The quantum efficiency is taken
simply to be the product of composite electrode transmis-
sion (weighted for fractional pixel coverage of the various
structures) and depletion layer absorption . The full curves
represent the variation of Q(E) when the silicon mass
absorption component of all absorbing materials is derived
from the EXAFS curve of Fig . 10 . This is only a first
approximation to the K-edge structure of real CCDs since,
by the very nature of the EXAFS process, the absorption
due to Si must depend on its chemical environment - the
silicon in, for example, the silicon nitride layer of the chip
having a subtly different response from that in the deple-
tion layer. The Q(E) predictions incorporating EXAFS
data lie above the "standard" model predictions in the
1.840-2.2 keV range for both CCD geometries ; that is, the
dominant perturbation to the standard model is the reduced
near-edge absorption of the electrode structure in both
cases. In the case of the JET-X CCD, there is oscillatory
variation in Q(E) above the K edge at the level of several
percent .

5 . Discussion

We have shown theoretically that departures from ideal
linearity in silicon-based X-ray detectors are likely to be
small - at or below the 1 % level now being demanded as a
calibration standard for CCD (and other) detectors in
X-ray astronomy . Device non-linearity appears to be less
of a practical concern than near-edge variation in detector
quantum efficiency . Our calculations of EXAFS contribu-
tions to Q(E) in the vicinity of the Si K edge indicate
local oscillations with amplitude much higher than 1% .

At the level of fundamental device physics, our calcula-
tions of the W parameter are in the substantial agreement
with measurements from many sources . Our model further
indicates that, above 0.5 keV, the X-ray Fano factor F
increases slowly with X-ray energy . This unexpected result
is, however, home out by a careful analysis of JET-X CCD
pulse height spectra which, together with both synchrotron
and laboratory measurements of the gain "step" at the Si
K edge and of near-edge relative quantum efficiency and
event morphology, constitutes the second part of our study
of the X-ray energy response of silicon [51] .

Our Monte Carlo model should also be capable of
describing the spatial distribution of X-ray induced charge
in Si when elastic scattering [52] is added to the suite of
microscopic cross-sections used in the present analysis .
Such an extension is of interest for the study of CCD
"pixel polarimeters" for X-ray astronomy and other fields
[53] . The ab initio calculation of W and F for other
semiconductor detector media - particularly Ge and GaAs,
and concentrating on energies above - 10 keV - is a
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second area of study on which we hope to report in due
course .
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