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#### Abstract

We consider two-dimensional water waves of infinite depth, periodic in the horizontal direction. It has been proven by Wu (in the slightly different nonperiodic setting) that solutions to this initial value problem exist in the absence of surface tension. Recently Ambrose has proven that solutions exist when surface tension is taken into account. In this paper, we provide a shorter, more elementary proof of existence of solutions to the water wave initial value problem both with and without surface tension. Our proof requires estimating the growth of geometric quantities using a renormalized arc length parametrization of the free surface and using physical quantities related to the tangential velocity of the free surface. Using this formulation, we find that as surface tension goes to 0 , the water wave without surface tension is the limit of the water wave with surface tension. Far from being a simple adaptation of previous works, our method requires a very original choice of variables; these variables turn out to be physical and well adapted to both cases. © 2005 Wiley Periodicals, Inc.


## 1 Introduction

We study the well-posedness, locally in time, of the initial value problem for water waves in two space dimensions. We consider infinitely deep water with periodic geometry. The fluid is required to be irrotational in the bulk of the fluid, inviscid, and incompressible. The initial data is assumed to be in a class of finite smoothness and the surface of the wave is allowed to be of multiple heights. We only make the assumption of infinite depth for simplicity. Indeed, our method can easily be adapted to the case of finite depth or the case of an incompressible fluid in vacuum. However, one of the major differences between the infinite-depth case and other cases is the fact that the Taylor condition, which is recalled in (1.1) and which is crucial for the well-posedness, can be proven for any initial data in the infinite-depth case (see [17]). In the case of finite depth, that condition should be added to the initial data.

The well-posedness of water waves has been studied for many years. Early results include those of [12] and [19]. These works showed that the water wave problem (in the case of infinite and finite depth, respectively) is well-posed for a short time if the initial data are taken sufficiently small. Later, Craig showed that water waves with small, properly scaled initial data exist for fairly long times and demonstrated relationships between the full, nonlinear water wave problem and the Boussinesq and Korteweg-de Vries scaling limits [7]. The work of Craig was extended in [15], in which a longer interval of existence was found and the dynamics of the solution over that time interval was discussed. There have been fewer papers to deal with the water wave without an assumption as to the smallness of the initial data. The most important works of this kind are [17, 18], which establish the wellposedness in Sobolev spaces, locally in time, of the initial value problem in two and three space dimensions, respectively. The proof uses a Cartesian parametrization. It is based on rewriting the system as a quasi-linear hyperbolic system and applying an iteration method. One of the key points is the use of the Riemann mapping theorem and expressing the vertical velocity $y_{t}$ as a function of the horizontal velocity $x_{t}$, namely, $y_{t}=K x_{t}$ for some operator $K$ that has properties similar to the Hilbert transform. The works discussed so far have all neglected surface tension.

Other works have studied the subject of water waves with surface tension. Their results are typically limited to the case in which the height of the wave is a single-valued function of horizontal position. In this case, Iguchi established well-posedness of water waves with surface tension in [10]. Also, in the case of single-valued height, the limit of water waves as surface tension goes to 0 was treated by Yosihara [20]. That work was also restricted to the case in which the initial data are small. Recently Ogawa and Tani have generalized Yosihara's result to the case in which the bulk of the fluid is not necessarily irrotational; they do, however, keep the assumptions of small data and single-valued height [13]. The only work we are aware of which establishes well-posedness of water waves with surface tension that is not limited to the case of single-valued height is [2].

In this paper, we provide a new existence proof for the two-dimensional water wave. We first reformulate the problem by describing the free surface not by its Cartesian coordinates but instead by its arc length and tangent angle. In doing this, we choose an arc length parametrization for the free surface. The estimates we obtain lead to uniform bounds in time that are independent of the amount of surface tension (for small enough surface tension); this is an important, novel feature of this work.

To establish existence of water waves in the absence of surface tension, an additional physical condition should be checked. If $p$ is the pressure and $\hat{\mathbf{n}}$ is the outward normal vector to the free surface, then we must know that

$$
\begin{equation*}
-\nabla p \cdot \hat{\mathbf{n}}>c_{0}>0 \tag{1.1}
\end{equation*}
$$

for some positive constant $c_{0}$. This is the same condition used by Wu in [17]. It was introduced in [4] in the study of the linearization of the equations of motion of
the water wave, and it is a generalization of a condition of G. I. Taylor [16]. It was proven by Wu [17] that condition (1.1) holds for the case of infinitely deep water as long as the surface of the water wave does not intersect itself. A different proof was given in [18]. We do not prove this important lemma here; instead, we give an intuitive argument from [18]. The intuitive argument is simply the maximum principle: without surface tension, the pressure on the free surface is identically 0 . The pressure is superharmonic, so the maximum principle applies and the pressure is positive in the bulk of the fluid. Since $\hat{\mathbf{n}}$ points outward, we get $\nabla p \cdot \hat{\mathbf{n}}<0$. For full details, we refer the interested reader to [18]. We do remark that an easy generalization of the argument shows that (1.1) also holds in the case of small surface tension; in this case, the pressure on the free surface is equal to the surface tension times the curvature of the free surface.

To ensure that the surface does not initially intersect itself, we impose the condition

$$
\begin{equation*}
0<a<\left|\frac{z(\alpha, 0)-z\left(\alpha^{\prime}, 0\right)}{\alpha-\alpha^{\prime}}\right| \tag{1.2}
\end{equation*}
$$

for some constant $a$. Here, $z(\alpha, t)$ is the location in the complex plane of the free surface, parametrized in space by $\alpha$. For our existence and convergence to be valid, (1.2) must hold at later times (with $a$ replaced by $\varepsilon a$ for any fixed, small positive $\varepsilon)$. Since we are dealing with regular solutions, this condition will hold at least for a short time.

The method we use in this paper is related to the method of [2], which was strongly influenced by the numerical work of Hou, Lowengrub, and Shelley (HLS) [8, 9]. In those works, HLS efficiently compute vortex sheets in the presence of surface tension. (A vortex sheet is the interface between two irrotational fluids flowing past each other; the two fluids may have different densities, and the irrotational water wave is a special case of the vortex sheet problem in which the upper fluid has density 0 .) To do these computations, HLS first reformulate the problem in two important ways: they use the curve's tangent angle and arc length to describe it rather than Cartesian variables, and they always keep the curve parametrized by renormalized arc length. To keep the curve parametrized by its renormalized arc length, a special tangential velocity is introduced. This same formulation of the problem was used in [2] to prove well-posedness of vortex sheets with surface tension. The dependent variables analyzed there are $\theta$, the tangent angle the curve forms with the horizontal; $\gamma$, the vortex sheet strength; and $L$, the length of one period of the curve. (The fluid's vorticity is equal to $\gamma$ times a Dirac mass centered on the free surface; thus, if it is desired to know the velocity at any point of the fluid, it is sufficient to know the values of these three dependent variables.) The independent variables are $\alpha$, the space variable, and time, $t$. In the present work, we also analyze $\theta$ and $L$, but we replace $\gamma$ with a related variable, $\delta$. This new variable has physical meaning and will be defined in Section 2.

In this paper, we establish two main results. The first is the following:

Theorem 1.1 Solutions to the water wave initial value problem (with or without surface tension) exist if the given data is regular enough and satisifies the non-selfintersection condition (1.2). These solutions are unique and depend continuously on the initial data.

As we have mentioned, this theorem has been proven by Wu in [17] for the case without surface tension; we feel that the proof we present here is more elementary. Also, the theorem was proven in [2] for the case with surface tension. That proof heavily relied upon the regularizing effect of surface tension. In the current proof, this is not the case. Our second result is the following:

THEOREM 1.2 As the surface tension parameter tends to 0 , solutions to the water wave initial value problem with surface tension tend to the solution of the water wave initial value problem without surface tension in a suitable norm.

The precise mathematical statement will be given later (see Theorem 2.2).
Here we make a comment on notation. In what follows, differentiation will sometimes be denoted by application of an operator and sometimes by a subscript. That is, $D_{\alpha} f$ and $f_{\alpha}$ both indicate the derivative of $f$ with respect to $\alpha$. Also, the operator $H$, which will appear frequently, is the Hilbert transform, which can be written

$$
H f(\alpha)=\frac{1}{\pi} \mathrm{PV} \int_{-\infty}^{\infty} \frac{f\left(\alpha^{\prime}\right)}{\alpha-\alpha^{\prime}} d \alpha^{\prime}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(\alpha^{\prime}\right) \cot \frac{1}{2}\left(\alpha-\alpha^{\prime}\right) d \alpha^{\prime}
$$

Here, $f$ is $2 \pi$-periodic.

## 2 The Choice of Variables

Since the water waves we consider are irrotational in the bulk of the fluid, we will be able to study quantities defined on the free surface only. The quantities we will analyze are the position of the free surface and the vorticity of the fluid. The irrotational water wave has a singular distribution of vorticity: while the vorticity is always identically 0 in the interior of the fluid region, there is vorticity concentrated on the surface. The vorticity is equal to an amplitude multiplied by a Dirac mass on the surface. This amplitude, $\gamma$, is called the vortex sheet strength. The independent variables we use are the spatial variable $\alpha$ and the time $t$. Since we are considering two-dimensional fluids, the interface is one-dimensional. Thus, $\alpha$ is in $\mathbb{R}$; in fact, since we consider spatially periodic solutions, we restrict $\alpha$ to be in the interval $[0,2 \pi]$ at all times. We then have $\gamma=\gamma(\alpha, t)$. The position of the free surface is given by $(x(\alpha, t), y(\alpha, t))$, or equivalently, viewing the fluid region as being in the complex plane, $z(\alpha, t)=x(\alpha, t)+i y(\alpha, t)$. The periodicity assumption translates into $z(\alpha+2 \pi, t)=2 \pi+z(\alpha, t)$.

### 2.1 The Renormalized Arc Length Parametrization

As in [2], we calculate the evolution of the curve's tangent angle $\theta$ and arc length $s$, instead of its Cartesian coordinates $x$ and $y$. The equations satisfied by $\theta$ and $s$ are $s_{\alpha}^{2}=x_{\alpha}^{2}+y_{\alpha}^{2}$ and $\theta=\arctan \left(y_{\alpha} / x_{\alpha}\right)$. Given $\theta$ and $s_{\alpha}$, we can reconstruct $x$ and $y$ by integrating

$$
\left(x_{\alpha}, y_{\alpha}\right)=\left(s_{\alpha} \cos (\theta), s_{\alpha} \sin (\theta)\right) .
$$

As we will see below, the constant of integration is irrelevant to the evolution of $\theta$ and $\gamma$. Given the evolution of the free surface as

$$
(x, y)_{t}=U \hat{\mathbf{n}}+T \hat{\mathbf{t}},
$$

where $\hat{\mathbf{n}}$ and $\hat{\mathbf{t}}$ are the unit normal and tangent vectors to the curve, we can make a straightforward calculation to get

$$
\begin{align*}
\theta_{t} & =\frac{1}{s_{\alpha}} U_{\alpha}+\frac{T}{s_{\alpha}} \theta_{\alpha},  \tag{2.1}\\
s_{\alpha t} & =T_{\alpha}-\theta_{\alpha} U . \tag{2.2}
\end{align*}
$$

For the evolution of the water wave, we have no choice regarding the normal velocity $U$; that is, $U$ is determined from the Euler equations for the motion of an inviscid fluid. The exact form of $U$ is discussed below. However, we may choose the tangential velocity $T$ to be anything we wish. We use this freedom to require that $s_{\alpha t}$ be independent of $\alpha$. In particular, we set

$$
\begin{equation*}
s_{\alpha t}=T_{\alpha}-\theta_{\alpha} U=\frac{L_{t}}{2 \pi} . \tag{2.3}
\end{equation*}
$$

Recall that $L$ is the length of one period of the curve; thus, $L_{t}$ is the time derivative of this length. Integrating this equation yields our choice of $T$; we set the constant of integration equal to 0 . With this choice, the curve will always be parametrized by arc length, normalized so that the parameter $\alpha$ always lies in the interval $[0,2 \pi]$ (as long as it is initially parametrized this way). This is the same choice of $T$ used in $[2,8,9]$. In the rest of this paper, we will frequently use the formula implied by our choice of $T$,

$$
s_{\alpha}=\frac{L}{2 \pi} .
$$

The curve's normal velocity, $U$, is determined from the position of the curve ( $x, y$ ) and the vortex sheet strength, $\gamma$, by the Birkhoff-Rott integral. (A discussion of the Birkhoff-Rott integral can be found, for example, in [3] or [14]. It can be derived by first using the Biot-Savart law to recover the velocity of the fluid from the vorticity together with the fact that our vorticity is a measure concentrated on the free surface. This results in a formula for the velocity at interior points of the fluid. A limit can be taken to find the velocity of material points on the surface; it is important to remember in our case that there is fluid on only one side of the free surface.)

### 2.2 The Birkhoff-Rott Integral

The Birkhoff-Rott integral $\mathbf{W}$ is the singular integral

$$
\begin{align*}
& \mathbf{W}(\alpha, t)=  \tag{2.4}\\
& \quad \frac{1}{2 \pi} \mathrm{PV} \int_{-\infty}^{\infty} \gamma\left(\alpha^{\prime}, t\right) \frac{\left(-\left(y(\alpha, t)-y\left(\alpha^{\prime}, t\right)\right), x(\alpha, t)-x\left(\alpha^{\prime}, t\right)\right)}{\left(x(\alpha, t)-x\left(\alpha^{\prime}, t\right)\right)^{2}+\left(y(\alpha, t)-y\left(\alpha^{\prime}, t\right)\right)^{2}} d \alpha^{\prime} ;
\end{align*}
$$

we determine $U$ by $U=\mathbf{W} \cdot \hat{\mathbf{n}}$.
Notice that the integral in (2.4) is taken over the whole real line, even though we are dealing with functions that are periodic in space. This integral is still well defined if the principal value is also taken at infinity; alternatively, it can be summed over the periodic images to yield an integral over one period with a cotangent kernel instead.

Our goal for the rest of this section is to rewrite the evolution equations for the water wave problem. We have already given an evolution equation for $\theta$ in (2.1). Now that we have given formulae for $U$ and $T$, we will rewrite this equation in a convenient way; in particular, we will rewrite the evolution equations as a quasilinear system for $\theta$ and $\delta_{\alpha}$. (We will define $\delta$ soon.) In the presence of surface tension, we actually get a semilinear system for $\theta$ and $\delta_{\alpha}$. To be able to find the quasi-linear system, we must make use of a representation of $\mathbf{W}_{\alpha}$ that was given in [2]. Later in this section, we will give the evolution equation for $\gamma$. We are able to infer an evolution equation for $\delta$ from the evolution equations for $\gamma$ and $\theta$. We then make a significant effort to rewrite the evolution equation for $\delta_{\alpha}$ so that it takes a convenient form that is suitable for energy estimates.

We now begin rewriting the evolution equations. To help with future calculations involving $\mathbf{W}$, we introduce some complex notation. We define the map $\Phi: \mathbb{R}^{2} \rightarrow \mathbb{C}$ by $\Phi(a, b)=a+i b$. We define $z=x+i y$ to be the image under $\Phi$ of the free surface of our water wave. Thus, we have the representations for $\hat{\mathbf{t}}$ and n

$$
\Phi(\hat{\mathbf{t}})=\frac{z_{\alpha}}{s_{\alpha}}, \quad \Phi(\hat{\mathbf{n}})=\frac{i z_{\alpha}}{s_{\alpha}} .
$$

If we let $*$ denote complex conjugation, then the formula for a dot product is

$$
\mathbf{a} \cdot \mathbf{b}=\operatorname{Re}\left\{\Phi(\mathbf{a}) \Phi(\mathbf{b})^{*}\right\} .
$$

Using $\Phi$, we have the representation for $\mathbf{W}$

$$
\begin{equation*}
\Phi(\mathbf{W})^{*}=\frac{1}{2 \pi i} \operatorname{PV} \int \frac{\gamma\left(\alpha^{\prime}\right)}{z(\alpha)-z\left(\alpha^{\prime}\right)} d \alpha^{\prime} . \tag{2.5}
\end{equation*}
$$

To make sense of $\mathbf{W}$ and its derivatives, we will at times approximate the singular integral by a Hilbert transform; this is the reason for the following definition of the integral operator $\mathcal{K}[z]$ :

$$
\begin{equation*}
\mathcal{K}[z] f(\alpha)=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} f\left(\alpha^{\prime}\right)\left[\frac{1}{z(\alpha)-z\left(\alpha^{\prime}\right)}-\frac{1}{z_{\alpha}\left(\alpha^{\prime}\right)\left(\alpha-\alpha^{\prime}\right)}\right] d \alpha^{\prime} . \tag{2.6}
\end{equation*}
$$

We will also use certain commutators in understanding $\mathbf{W}$ and its derivatives. In particular, the operator $[H, f]$ is given by

$$
\begin{equation*}
[H, f] g(\alpha)=\frac{1}{\pi} \int g\left(\alpha^{\prime}\right) \frac{f\left(\alpha^{\prime}\right)-f(\alpha)}{\alpha-\alpha^{\prime}} d \alpha^{\prime} . \tag{2.7}
\end{equation*}
$$

Both of these operators are smoothing operators, and lemmas reflecting this are located in the appendix.

Using the integral remainder operator $\mathcal{K}$ and the commutator above, we get the following representation for $\mathbf{W}_{\alpha}$ :

$$
\begin{equation*}
\mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}=\frac{\pi}{L} H\left(\gamma_{\alpha}\right)+\mathbf{m} \cdot \hat{\mathbf{n}}, \quad \mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}=-\frac{\pi}{L} H\left(\gamma \theta_{\alpha}\right)+\mathbf{m} \cdot \hat{\mathbf{t}} . \tag{2.8}
\end{equation*}
$$

Here, $\mathbf{m}$ is given by

$$
\begin{equation*}
\Phi(\mathbf{m})^{*}=z_{\alpha} \mathcal{K}[z]\left(\frac{\gamma_{\alpha}}{z_{\alpha}}-\frac{\gamma z_{\alpha \alpha}}{z_{\alpha}^{2}}\right)+\frac{z_{\alpha}}{2 i}\left[H, \frac{1}{z_{\alpha}^{2}}\right]\left(\gamma_{\alpha}-\frac{\gamma z_{\alpha \alpha}}{z_{\alpha}}\right) . \tag{2.9}
\end{equation*}
$$

This definition of $\mathbf{m}$ as the sum of various smooth remainders is natural; the full calculation leading to (2.8) can be found in [1,2]. We also refer the reader to Section 2.6; there a similar argument is used to compute $\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}$.

We will now give an explanation of the idea behind the calculation leading to (2.8). In (2.5), if we approximate $z(\alpha)-z\left(\alpha^{\prime}\right)$ by $z_{\alpha}\left(\alpha^{\prime}\right)\left(\alpha-\alpha^{\prime}\right)$, we have

$$
\Phi(\mathbf{W})^{*} \approx \frac{1}{2 \pi i} \mathrm{PV} \int \frac{\gamma\left(\alpha^{\prime}\right)}{z_{\alpha}\left(\alpha^{\prime}\right)\left(\alpha-\alpha^{\prime}\right)} d \alpha^{\prime} .
$$

Using $s_{\alpha}=\left|z_{\alpha}\right|=L / 2 \pi$, we can rewrite this as

$$
\Phi(\mathbf{W})^{*} \approx \frac{1}{L} \operatorname{PV} \int \frac{\gamma\left(\alpha^{\prime}\right)}{\alpha-\alpha^{\prime}}\left(\frac{2 \pi i z_{\alpha}\left(\alpha^{\prime}\right)}{L}\right)^{*} d \alpha^{\prime} .
$$

Notice that this is the same as

$$
\mathbf{W} \approx \frac{\pi}{L} H(\gamma \hat{\mathbf{n}})
$$

Differentiating, this yields

$$
\mathbf{W}_{\alpha} \approx \frac{\pi}{L} H\left(\gamma_{\alpha} \hat{\mathbf{n}}\right)-\frac{\pi}{L} H\left(\gamma \theta_{\alpha} \hat{\mathbf{t}}\right) .
$$

Here we have used the identity $\hat{\mathbf{n}}_{\alpha}=-\theta_{\alpha} \hat{\mathbf{t}}$. Pulling $\hat{\mathbf{n}}$ and $\hat{\mathbf{t}}$ through the Hilbert transform in this last expression (which costs only a smooth commutator), we have

$$
\mathbf{W}_{\alpha} \approx \frac{\pi}{L} H\left(\gamma_{\alpha}\right) \hat{\mathbf{n}}-\frac{\pi}{L} H\left(\gamma \theta_{\alpha}\right) \hat{\mathbf{t}} ;
$$

this is essentially the same as (2.8).

### 2.3 The Modified Tangential Velocity

As we have mentioned above, we need to define a new quantity $\delta$ in order to perform energy estimates. We make the definition

$$
\begin{equation*}
\delta=\frac{\pi}{L} \gamma-(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \tag{2.10}
\end{equation*}
$$

Since the Lagrangian velocity of a fluid particle on the surface is $\mathbf{W}+\frac{\gamma}{2 s_{\alpha}} \hat{\mathbf{t}}$, another way to state the definition is that $\delta$ is the difference between the Lagrangian tangential velocity and our tangential velocity $T$. We will use $\delta$ as one of our system's dependent variables. This is because, as we will see later, $\delta$ is more regular than $\gamma$. We also point out that, for given $z(\alpha)$, the mapping $\gamma \rightarrow \delta$ is one-to-one; namely, one can recover $\gamma$ from $z$ and $\delta$. We refer the reader to [3] and the appendix of [1].

### 2.4 Evolution Equations

We will frequently use identities involving derivatives of the tangent and normal vectors, such as

$$
\begin{gather*}
\hat{\mathbf{t}}_{\alpha} \cdot \hat{\mathbf{n}}=-\hat{\mathbf{n}}_{\alpha} \cdot \hat{\mathbf{t}}=\theta_{\alpha}, \quad \hat{\mathbf{t}}_{t} \cdot \hat{\mathbf{n}}=-\hat{\mathbf{n}}_{t} \cdot \hat{\mathbf{t}}=\theta_{t},  \tag{2.11}\\
\hat{\mathbf{t}}_{\alpha} \cdot \hat{\mathbf{t}}=\hat{\mathbf{n}}_{\alpha} \cdot \hat{\mathbf{n}}=\hat{\mathbf{t}}_{t} \cdot \hat{\mathbf{t}}=\hat{\mathbf{n}}_{t} \cdot \hat{\mathbf{n}}=0 .
\end{gather*}
$$

We use these identities together with (2.3) and the formula $U=\mathbf{W} \cdot \hat{n}$ to make the following calculation, which will be useful many times:

$$
\begin{align*}
D_{\alpha}(T-\mathbf{W} \cdot \hat{\mathbf{t}}) & =T_{\alpha}-\mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}-\mathbf{W} \cdot \hat{\mathbf{t}}_{\alpha} \\
& =\theta_{\alpha} U+\frac{L_{t}}{2 \pi}-\mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}-\theta_{\alpha} U=\frac{L_{t}}{2 \pi}-\mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}} . \tag{2.12}
\end{align*}
$$

We can now rewrite the evolution equation (2.1) as

$$
\begin{align*}
\theta_{t} & =\frac{2 \pi}{L}\left(\mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \theta_{\alpha}\right)  \tag{2.13}\\
& =\frac{2 \pi^{2}}{L^{2}} H\left(\gamma_{\alpha}\right)+\frac{2 \pi}{L}(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \theta_{\alpha}+\frac{2 \pi}{L} \mathbf{m} \cdot \hat{\mathbf{n}} .
\end{align*}
$$

We also need to discuss the evolution of $L$. Since $L=\int s_{\alpha} d \alpha$, we use (2.2) and the fact that $T$ is periodic to find

$$
\begin{equation*}
L_{t}(t)=-\int_{0}^{2 \pi} \theta_{\alpha}(\alpha, t) U(\alpha, t) d \alpha \tag{2.14}
\end{equation*}
$$

The evolution equation for $\gamma$ is (see Appendix B)

$$
\begin{align*}
\gamma_{t}= & \frac{1}{\mathrm{We}} \frac{2 \pi \theta_{\alpha \alpha}}{L}+D_{\alpha}\left(\frac{2 \pi(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \gamma}{L}\right)  \tag{2.15}\\
& -2\left(\frac{L}{2 \pi} \mathbf{W}_{t} \cdot \hat{\mathbf{t}}+\frac{\pi^{2}}{L^{2}} \gamma \gamma_{\alpha}-(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}+g y_{\alpha}\right) .
\end{align*}
$$

The Weber number We is a dimensionless parameter inversely proportional to surface tension. Thus, $\mathrm{We}=\infty$ is the case without surface tension. This form of the equation can be found in [6], for example. We have included a derivation of the equation in the appendix. A similar derivation is included in [3], and another version can be found in [1]. For now, we restrict ourselves to the case $\mathrm{We}=\infty$; we will consider $\mathrm{We}<\infty$ in Section 4. This allows us to write the evolution equation for $\gamma$ as

$$
\begin{align*}
\gamma_{t}= & \frac{2 \pi}{L} D_{\alpha}((T-\mathbf{W} \cdot \hat{\mathbf{t}}) \gamma) \\
& -2\left(\frac{L}{2 \pi} \mathbf{W}_{t} \cdot \hat{\mathbf{t}}+\frac{\pi^{2}}{L^{2}} \gamma \gamma_{\alpha}-(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}+g y_{\alpha}\right) . \tag{2.16}
\end{align*}
$$

The system formed by equations (2.13) and (2.15) is the water wave system (without surface tension). We rewrite this system in a more convenient form, using the modified tangential velocity $\delta$. In what follows, $s$ is taken large enough $(s \geq 6$ will certainly be sufficient).

Proposition 2.1 The water wave system can be rewritten as

$$
\left\{\begin{array}{l}
\delta_{\alpha t}=-\frac{2 \pi}{L} \delta \delta_{\alpha \alpha}-c \theta_{\alpha}+\psi  \tag{2.17}\\
\theta_{t}=-\frac{2 \pi}{L} \delta \theta_{\alpha}+\frac{2 \pi}{L} H\left(\delta_{\alpha}\right)+\phi,
\end{array}\right.
$$

where $c=-\nabla p \cdot \hat{\mathbf{n}}$ is positive and $\psi$ and $\phi$ are lower-order terms that satisfy

$$
\|\psi\|_{s-1 / 2} \leq C\left(\|\theta\|_{s},\|\delta\|_{s+1 / 2}\right), \quad\|\phi\|_{s} \leq C\left(\|\theta\|_{s-1},\|\delta\|_{s-1 / 2}\right)\|\theta\|_{s}
$$

Proof: For the convenience of the reader, we will give the detailed computation that yields (2.17). Thus, we need to use (2.16) to calculate $\delta_{t}$. First, however, we restate (2.13) in terms of $\delta$. To do this, we make use of (2.12); we get

$$
\begin{equation*}
\theta_{t}=\frac{2 \pi}{L}\left(H\left(\delta_{\alpha}\right)-H\left(\mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}\right)+(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \theta_{\alpha}+\mathbf{m} \cdot \hat{\mathbf{n}}\right) . \tag{2.18}
\end{equation*}
$$

We restate this by using the representation (2.8) for $\mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}$ and the definition of $\delta$. We get

$$
\begin{equation*}
\theta_{t}=\frac{2 \pi}{L}\left(H\left(\delta_{\alpha}\right)-\delta \theta_{\alpha}-H(\mathbf{m} \cdot \hat{\mathbf{t}})+\mathbf{m} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} P_{0}\left(\gamma \theta_{\alpha}\right)\right) . \tag{2.19}
\end{equation*}
$$

Here we have used the fact that $H^{2}(f)=-f$ whenever $f$ has zero mean. If $f$ does not have zero mean, then $H^{2}(f)=-f+P_{0}(f)$, where

$$
P_{0}(f)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\alpha) d \alpha
$$

We now proceed to find an evolution equation for $\delta$. Notice that we can rewrite (2.16) to read

$$
\begin{align*}
\gamma_{t}= & -D_{\alpha}\left(\left(\frac{\gamma \pi}{L}\right)^{2}-2(T-\mathbf{W} \cdot \hat{\mathbf{t}})\left(\frac{\gamma \pi}{L}\right)+(T-\mathbf{W} \cdot \hat{\mathbf{t}})^{2}\right)  \tag{2.20}\\
& +\frac{L_{t}}{\pi}(T-\mathbf{W} \cdot \hat{\mathbf{t}})-\frac{L}{\pi} \mathbf{W}_{t} \cdot \hat{\mathbf{t}}-2 g y_{\alpha}
\end{align*}
$$

This can be rephrased as

$$
\begin{equation*}
\gamma_{t}=-D_{\alpha}\left(\delta^{2}\right)+\frac{L_{t}}{\pi}(T-\mathbf{W} \cdot \hat{\mathbf{t}})-\frac{L}{\pi} \mathbf{W}_{t} \cdot \hat{\mathbf{t}}-2 g y_{\alpha} \tag{2.21}
\end{equation*}
$$

We use (2.10) to calculate $\delta_{t}$ :

$$
\begin{equation*}
\delta_{t}=\frac{\pi}{L} \gamma_{t}-\frac{\pi L_{t}}{L^{2}} \gamma-T_{t}+\mathbf{W}_{t} \cdot \hat{\mathbf{t}}+\theta_{t}(\mathbf{W} \cdot \hat{\mathbf{n}}) \tag{2.22}
\end{equation*}
$$

Substituting from (2.21), this becomes

$$
\begin{align*}
\delta_{t}= & \frac{\pi}{L}\left(-D_{\alpha}\left(\delta^{2}\right)+\frac{L_{t}}{L}(T-\mathbf{W} \cdot \hat{\mathbf{t}})-\frac{L}{\pi} \mathbf{W}_{t} \cdot \hat{\mathbf{t}}-2 g y_{\alpha}\right) \\
& -\frac{\pi L_{t}}{L^{2}} \gamma-T_{t}+\mathbf{W}_{t} \cdot \hat{\mathbf{t}}+\theta_{t}(\mathbf{W} \cdot \hat{\mathbf{n}})  \tag{2.23}\\
= & -\frac{\pi}{L} D_{\alpha}\left(\delta^{2}\right)-\frac{L_{t}}{L} \delta-\frac{2 \pi}{L} g y_{\alpha}-T_{t}+\theta_{t}(\mathbf{W} \cdot \hat{\mathbf{n}})
\end{align*}
$$

In later sections of this paper, we will perform estimates that require taking $\alpha$ derivatives of $\delta$. Thus, we now compute $\delta_{\alpha t}$ :

$$
\begin{align*}
\delta_{\alpha t}= & -\frac{\pi}{L} D_{\alpha}^{2}\left(\delta^{2}\right)-\frac{L_{t}}{L} \delta_{\alpha}-\frac{2 \pi}{L} g y_{\alpha \alpha}-T_{\alpha t}  \tag{2.24}\\
& -\theta_{t} \theta_{\alpha}(\mathbf{W} \cdot \hat{\mathbf{t}})+\theta_{\alpha t}(\mathbf{W} \cdot \hat{\mathbf{n}})+\theta_{t}\left(\mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}\right) .
\end{align*}
$$

Since we know from (2.3) that $T_{\alpha}=\theta_{\alpha}(\mathbf{W} \cdot \hat{\mathbf{n}})+L_{t} /(2 \pi)$, we have

$$
T_{\alpha t}=\theta_{\alpha t}(\mathbf{W} \cdot \hat{\mathbf{n}})+\theta_{\alpha} \mathbf{W}_{t} \cdot \hat{\mathbf{n}}-\theta_{\alpha} \theta_{t}(\mathbf{W} \cdot \hat{\mathbf{t}})+\frac{L_{t t}}{2 \pi}
$$

We substitute this into (2.24) to get

$$
\begin{equation*}
\delta_{\alpha t}=-\frac{\pi}{L} D_{\alpha}^{2}\left(\delta^{2}\right)-\frac{L_{t}}{L} \delta_{\alpha}-\frac{2 \pi}{L} g y_{\alpha \alpha}-\theta_{\alpha}\left(\mathbf{W}_{t} \cdot \hat{\mathbf{n}}\right)-\frac{L_{t t}}{2 \pi}+\theta_{t}\left(\mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}\right) \tag{2.25}
\end{equation*}
$$

We want to continue to simplify (2.25), but first we must put some effort into understanding $\mathbf{W}_{t} \cdot \hat{\mathbf{n}}$. We have thus far been considering the surface of the water wave to be a curve parametrized by the spatial variable $\alpha$. We now want to think of it as also being parametrized by a Lagrangian spatial variable $\beta$. That is, the same curve is given by the set of points $(x(\alpha, t), y(\alpha, t)) \quad$ or $\quad(\tilde{x}(\beta, t), \tilde{y}(\beta, t))$. It is natural to use the equation

$$
\begin{equation*}
(x(\alpha, t), y(\alpha, t))=(\tilde{x}(\beta, t), \tilde{y}(\beta, t)) \tag{2.26}
\end{equation*}
$$

to define $\alpha$ as a function of $\beta$ and $t$. We define $\mathbf{V}$ by

$$
(\tilde{x}, \tilde{y})_{t}(\beta, t)=\mathbf{V}(\beta, t)=\mathbf{W}(\alpha(\beta, t), t)+\frac{\gamma(\alpha(\beta, t), t)}{2 s_{\alpha}(\alpha(\beta, t), t)} \hat{\mathbf{t}} .
$$

Given any function $f(\alpha(\beta, t), t)$, we can compute its time derivative by

$$
\frac{d f}{d t}=\frac{\partial f}{\partial t}+\dot{\alpha} \frac{\partial f}{\partial \alpha}
$$

To calculate $\dot{\alpha}$, we differentiate both sides of (2.26) with respect to $t$. We find that

$$
(x, y)_{t}+\dot{\alpha}(x, y)_{\alpha}=(\tilde{x}, \tilde{y})_{t} .
$$

Taking the tangential component of this, we see that $\dot{\alpha}$ is the difference in tangential velocities of $(x, y)$ and $(\tilde{x}, \tilde{y})$ divided by $s_{\alpha}$. That is, $\dot{\alpha}=\delta / s_{\alpha}$.

Since our goal at the moment is to calculate $\mathbf{W}_{t} \cdot \hat{\mathbf{n}}$, we now compute $\mathbf{V}_{t} \cdot \hat{\mathbf{n}}$. We get

$$
\begin{equation*}
\mathbf{V}_{t} \cdot \hat{\mathbf{n}}=\mathbf{W}_{t} \cdot \hat{\mathbf{n}}+\frac{\delta}{s_{\alpha}} \mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{\gamma}{2 s_{\alpha}} \theta_{t}+\frac{\gamma}{2 s_{\alpha}^{2}} \delta \theta_{\alpha} . \tag{2.27}
\end{equation*}
$$

We combine (2.27) with (2.25) to get

$$
\begin{align*}
\delta_{\alpha t}= & {\left[-\frac{2 \pi}{L} g y_{\alpha \alpha}-\theta_{\alpha} \mathbf{V}_{t} \cdot \hat{\mathbf{n}}\right]-\frac{\pi}{L} D_{\alpha}^{2}\left(\delta^{2}\right)-\frac{L_{t}}{L} \delta_{\alpha}-\frac{L_{t t}}{2 \pi} }  \tag{2.28}\\
& +\theta_{t} \mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} \theta_{\alpha} \gamma \theta_{t}+\frac{2 \pi}{L} \theta_{\alpha} \delta \mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{2 \pi^{2}}{L^{2}} \theta_{\alpha}^{2} \delta \gamma .
\end{align*}
$$

We now look in detail at the first term on the right-hand side of this equation, keeping in mind (1.1). We first notice that since $y_{\alpha}=\frac{L}{2 \pi} \sin (\theta)$, we have that $y_{\alpha \alpha}=\frac{L}{2 \pi} \theta_{\alpha} \cos (\theta)$. We also make the definition $\hat{\mathbf{g}}=(0,-1)$. We can now see that

$$
-\frac{2 \pi}{L} g y_{\alpha \alpha}=g \theta_{\alpha} \hat{\mathbf{g}} \cdot \hat{\mathbf{n}} .
$$

Following [4], we notice now that the Euler equations (in Lagrangian coordinates) can be stated as

$$
V_{t}-g \hat{\mathbf{g}}=-\nabla p
$$

We make the definition

$$
\begin{equation*}
c(\alpha, t)=-\nabla p \cdot \hat{\mathbf{n}} ; \tag{2.29}
\end{equation*}
$$

recall that (1.1) implies that $c$ is positive and bounded away from 0 . We can now write the term in brackets on the right-hand side of (2.28) as simply $-c \theta_{\alpha}$. We can then write the equation for $\delta_{\alpha t}$ :

$$
\begin{align*}
\delta_{\alpha t}= & -c \theta_{\alpha}-\frac{\pi}{L} D_{\alpha}^{2}\left(\delta^{2}\right)-\frac{L_{t}}{L} \delta_{\alpha}-\frac{L_{t t}}{2 \pi} \\
& +\theta_{t} \mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} \theta_{\alpha} \gamma \theta_{t}+\frac{2 \pi}{L} \theta_{\alpha} \delta \mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{2 \pi^{2}}{L^{2}} \theta_{\alpha}^{2} \delta \gamma . \tag{2.30}
\end{align*}
$$

We want to understand better the last four terms on the right-hand side above, so we rewrite them as follows:

$$
\begin{align*}
\delta_{\alpha t}= & -c \theta_{\alpha}-\frac{\pi}{L} D_{\alpha}^{2}\left(\delta^{2}\right)-\frac{L_{t}}{L} \delta_{\alpha}-\frac{L_{t t}}{2 \pi} \\
& +\left(\mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} \theta_{\alpha} \gamma\right)\left(\theta_{t}+\frac{2 \pi}{L} \theta_{\alpha} \delta\right) \tag{2.31}
\end{align*}
$$

We will simplify this by using (2.8).
We first simplify the term $\mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} \theta_{\alpha} \gamma$ by recognizing that it is very similar to $H\left(\delta_{\alpha}\right)$. That is, (2.10) implies

$$
\begin{aligned}
H\left(\delta_{\alpha}\right) & =H\left(\frac{\pi}{L} \gamma_{\alpha}+\mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}-\frac{L_{t}}{2 \pi}\right) \\
& =\frac{\pi}{L}\left(H\left(\gamma_{\alpha}\right)+\gamma \theta_{\alpha}-P_{0}\left(\gamma \theta_{\alpha}\right)\right)+H(\mathbf{m} \cdot \hat{\mathbf{t}})
\end{aligned}
$$

Now when we use (2.8), we get

$$
\begin{align*}
\mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} \theta_{\alpha} \gamma & =\frac{\pi}{L} H\left(\gamma_{\alpha}\right)+\mathbf{m} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} \theta_{\alpha} \gamma  \tag{2.32}\\
& =H\left(\delta_{\alpha}\right)-H(\mathbf{m} \cdot \hat{\mathbf{t}})+\mathbf{m} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} P_{0}\left(\gamma \theta_{\alpha}\right)
\end{align*}
$$

We next try to simplify $\theta_{t}+\frac{2 \pi}{L} \theta_{\alpha} \delta$. We first use (2.13) to replace the $\theta_{t}$ term and (2.10) to replace the $\delta$. We get

$$
\begin{equation*}
\theta_{t}+\frac{2 \pi}{L} \theta_{\alpha} \delta=\frac{2 \pi}{L}\left(\mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} \theta_{\alpha} \gamma\right) \tag{2.33}
\end{equation*}
$$

Notice that we calculated the quantity on the right-hand side in (2.32). So, our final form of $\delta_{\alpha t}$ is

$$
\begin{align*}
\delta_{\alpha t}= & -c \theta_{\alpha}-\frac{\pi}{L} D_{\alpha}^{2}\left(\delta^{2}\right)-\frac{L_{t}}{L} \delta_{\alpha}-\frac{L_{t t}}{2 \pi}  \tag{2.34}\\
& +\frac{2 \pi}{L}\left(H\left(\delta_{\alpha}\right)-H(\mathbf{m} \cdot \hat{\mathbf{t}})+\mathbf{m} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} P_{0}\left(\gamma \theta_{\alpha}\right)\right)^{2}
\end{align*}
$$

Finally, we see that (2.19) and (2.34) can be rewritten as

$$
\left\{\begin{array}{l}
\delta_{\alpha t}=-\frac{2 \pi}{L} \delta \delta_{\alpha \alpha}-c \theta_{\alpha}+\psi  \tag{2.35}\\
\theta_{t}=-\frac{2 \pi}{L} \delta \theta_{\alpha}+\frac{2 \pi}{L} H\left(\delta_{\alpha}\right)+\phi
\end{array}\right.
$$

where $\psi$ and $\phi$ are lower-order terms and are given by

$$
\begin{align*}
\psi= & -\frac{2 \pi}{L}\left(\delta_{\alpha}\right)^{2}-\frac{L_{t}}{L} \delta_{\alpha}-\frac{L_{t t}}{2 \pi}  \tag{2.36}\\
& +\frac{2 \pi}{L}\left(H\left(\delta_{\alpha}\right)-H(\mathbf{m} \cdot \hat{\mathbf{t}})+\mathbf{m} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} P_{0}\left(\gamma \theta_{\alpha}\right)\right)^{2} \\
\phi= & \frac{2 \pi}{L}\left(-H(\mathbf{m} \cdot \hat{\mathbf{t}})+\mathbf{m} \cdot \hat{\mathbf{n}}+\frac{\pi}{L} P_{0}\left(\gamma \theta_{\alpha}\right)\right) . \tag{2.37}
\end{align*}
$$

To prove the estimates for $\phi$ and $\phi$, we apply Lemma A. 8 from Appendix A. We only point out that the term involving $L_{t}$ and $L_{t t}$ can easily be treated by using the expression of $L_{t}(2.14)$.

When surface tension is taken into account we have just to add

$$
\frac{1}{\mathrm{We}} \frac{2 \pi^{2}}{L^{2}} \theta_{\alpha \alpha \alpha}
$$

to the equation for $\delta_{\alpha t}$, and system (2.35) should be replaced by

$$
\left\{\begin{array}{l}
\delta_{\alpha t}=\frac{1}{\mathrm{We}} \frac{2 \pi^{2}}{L^{2}} \theta_{\alpha \alpha \alpha}-\frac{2 \pi}{L} \delta \delta_{\alpha \alpha}-c \theta_{\alpha}+\psi  \tag{2.38}\\
\theta_{t}=-\frac{2 \pi}{L} \delta \theta_{\alpha}+\frac{2 \pi}{L} H\left(\delta_{\alpha}\right)+\phi
\end{array}\right.
$$

The formulae for $\phi, \psi$, and $c$ are exactly the same.

### 2.5 Statement of the Results

Now we are able to restate Theorems 1.1 and 1.2. For any We, we take an initial data for the water wave problem, namely,

$$
\left\{\begin{array}{l}
z^{\mathrm{We}}(\alpha, t=0)=z_{0}^{\mathrm{We}}(\alpha)  \tag{2.39}\\
\gamma^{\mathrm{We}}(\alpha, t=0)=\gamma_{0}^{\mathrm{We}}(\alpha)
\end{array}\right.
$$

where $z_{0}^{\mathrm{We}}(\alpha)-\alpha$ and $\gamma_{0}^{\mathrm{We}}(\alpha)$ are $2 \pi$-periodic and $z_{0}^{\mathrm{We}}(\alpha)$ satisfies the non-selfintersection condition (1.2) uniformly in We. Moreover, $\alpha$ is an arc length parametrization, namely, $\left|D_{\alpha} z_{0}^{\mathrm{We}}(\alpha)\right|$ is constant and is equal to $L_{0}^{\mathrm{We}} / 2 \pi$. Any initial data for the water wave problem can easily be restated in terms of an initial data for (2.38). Hence, we can define $\left(\delta_{0}^{\mathrm{We}}(\alpha), \theta_{0}^{\mathrm{We}}(\alpha)\right)$ by solving the following equations:

$$
D_{\alpha} z_{0}^{\mathrm{We}}(\alpha)=\frac{L_{0}^{\mathrm{We}}}{2 \pi}\left(\cos \theta_{0}^{\mathrm{We}}(\alpha), \sin \theta_{0}^{\mathrm{We}}(\alpha)\right)
$$

Next, we can compute $\mathbf{W}_{0}^{\mathrm{We}}$ by using (2.4); then, $U_{0}^{\mathrm{We}}$ is determined by $U_{0}^{\mathrm{We}}=$ $\mathbf{W}_{0}^{\mathrm{We}} \cdot \hat{\mathbf{n}}$. We compute $L_{t}^{\mathrm{We}}(t=0)=2 \pi s_{\alpha t}(t=0)$ by using (2.14). And finally, we can compute $T$ by (2.2). This allows us to define $\delta_{0}^{\mathrm{We}}$.

We take $s$ big enough ( $s \geq 6$ is enough for our calculation). But we do not intend to give the best regularity here. We assume that for all We, $\left(\delta_{0}^{\mathrm{We}}(\alpha), \theta_{0}^{\mathrm{We}}(\alpha)\right)$ is in $H^{s+1 / 2} \times H^{s+1}$, that $\left(\delta_{0}^{\mathrm{We}}(\alpha), \theta_{0}^{\mathrm{We}}(\alpha)\right)$ converges to $\left(\delta_{0}(\alpha), \theta_{0}(\alpha)\right)$ in $H^{s+1 / 2} \times$ $H^{s}$ when We goes to $\infty$, and that $\left.\| \theta_{0}^{\mathrm{We}}(\alpha)\right) \|_{H^{s+1}} \leq C \sqrt{\mathrm{We}}$. Then we have the following:

THEOREM 2.2 There exist $a \mathrm{We}_{0}$ and $a T^{*}>0$ such that for all $\mathrm{We}>\mathrm{We}_{0}$, there exists a unique solution $\left(\delta^{\mathrm{We}}, \theta^{\mathrm{We}}\right)$ of $(2.38)$ in $C\left(\left[0, T^{*}\right) ; H^{s+1 / 2} \times H^{s+1}\right)$. Moreover, as We goes to $\infty$, $\left(\delta^{\mathrm{We}}, \theta^{\mathrm{We}}\right)$ converges in $C_{\mathrm{loc}}\left(\left[0, T^{*}\right) ; H^{s^{\prime}+1 / 2} \times H^{s^{\prime}}\right)$ to the unique solution $(\delta, \theta)$ of $(2.35)$ for all $s^{\prime}<s$.

Remark 2.3. Theorem 2.2 gives a new existence result about the water wave equation (2.35) without surface tension.

The proof of this theorem is based on proving some estimates for (2.38) that are uniform in We and then passing to the limit in We. It is only for this reason that we take $\mathrm{We}>\mathrm{We}_{0}$, since the energy we use to solve (2.38) requires that We be big enough to ensure that $c>c_{0} / 2$.

### 2.6 Calculation of $\boldsymbol{c}_{\boldsymbol{\alpha}}$

In order to perform the estimates of the following sections, it will be necessary to understand the smoothness of $c_{\alpha}$. To this end, we perform a rather long calculation here which demonstrates that $c_{\alpha}$ is smoother than might first be expected. In particular, at the end of this section, we will see an important cancellation between two terms with a high number of derivatives.

To begin, we explicitly write what $c$ is. We restate the definition of the previous section:

$$
\begin{equation*}
c(\alpha, t)=\mathbf{W}_{t} \cdot \hat{\mathbf{n}}+\frac{\delta}{s_{\alpha}} \mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}+\frac{\gamma}{2 s_{\alpha}} \theta_{t}+\frac{\gamma}{2 s_{\alpha}^{2}} \delta \theta_{\alpha}-g \hat{\mathbf{g}} \cdot \hat{\mathbf{n}} . \tag{2.40}
\end{equation*}
$$

From this formula it seems that $c_{\alpha}$ has the same regularity as $\gamma_{\alpha \alpha}$ or $\theta_{\alpha \alpha}$. One of the crucial steps in what follows is to prove that the combination of the derivatives of the terms on the right-hand side of the definition of $c$ is smoother than the individual terms.

PROPOSITION $2.4 c_{\alpha}$ can be written as

$$
\begin{equation*}
c_{\alpha}=H\left(\delta_{\alpha t}\right)+f \tag{2.41}
\end{equation*}
$$

where, in the case without surface tension,

$$
\|f\|_{s-3 / 2} \leq C\left(\|\delta\|_{s+1 / 2},\|\theta\|_{s},|L|\right)
$$

and in the case with surface tension

$$
\|f\|_{s-3 / 2} \leq C\left(\|\delta\|_{s+1 / 2},\|\theta\|_{s}, \frac{1}{\sqrt{\mathrm{We}}}\|\theta\|_{s+1},|L|\right)
$$

Proof: To begin, we observe that in order to calculate $c_{\alpha}$, we need to calculate $\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}$. We will also need later a convenient form of $\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{t}}$. In the next section, we find the relevant formulae. By the same kind of argument we presented at the end of Section 2.2, we can see that our conclusion will be that

$$
\mathbf{W}_{\alpha t} \approx \frac{\pi}{L} H\left(\gamma_{\alpha t}\right) \hat{\mathbf{n}}-\frac{\pi}{L} H\left(\gamma \theta_{\alpha t}\right) \hat{\mathbf{t}} .
$$

## Calculation of $\mathbf{W}_{\boldsymbol{\alpha} t}$

To calculate $\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}$, we use (2.5). We first have

$$
\begin{equation*}
\Phi\left(\mathbf{W}_{\alpha t}\right)^{*}=\left(\frac{1}{2 \pi i} \operatorname{PV} \int \frac{\gamma\left(\alpha^{\prime}\right)}{z(\alpha)-z\left(\alpha^{\prime}\right)} d \alpha^{\prime}\right)_{\alpha t} \tag{2.42}
\end{equation*}
$$

We use the fact that

$$
\mathrm{PV} \int \frac{z_{\alpha}\left(\alpha^{\prime}\right)}{z(\alpha)-z\left(\alpha^{\prime}\right)} d \alpha^{\prime}=0
$$

to rewrite (2.42) as

$$
\begin{align*}
\Phi\left(\mathbf{W}_{\alpha t}\right)^{*} & =\left(\frac{1}{2 \pi i} \operatorname{PV} \int\left(\frac{\gamma\left(\alpha^{\prime}\right)}{z_{\alpha}\left(\alpha^{\prime}\right)}-\frac{\gamma(\alpha)}{z_{\alpha}(\alpha)}\right) \frac{z_{\alpha}\left(\alpha^{\prime}\right)}{z(\alpha)-z\left(\alpha^{\prime}\right)} d \alpha^{\prime}\right)_{\alpha t}  \tag{2.43}\\
& =-\left(\frac{1}{2 \pi i} \operatorname{PV} \int\left(\frac{\gamma\left(\alpha^{\prime}\right)}{z_{\alpha}\left(\alpha^{\prime}\right)}-\frac{\gamma(\alpha)}{z_{\alpha}(\alpha)}\right) \frac{z_{\alpha}\left(\alpha^{\prime}\right) z_{\alpha}(\alpha)}{\left(z(\alpha)-z\left(\alpha^{\prime}\right)\right)^{2}} d \alpha^{\prime}\right)_{t}
\end{align*}
$$

In the final integral in (2.43), we recognize that there is an $\alpha^{\prime}$-derivative, and we integrate by parts:

$$
\begin{align*}
\Phi\left(\mathbf{W}_{\alpha t}\right)^{*} & =-\left(\frac{z_{\alpha}(\alpha)}{2 \pi i} \mathrm{PV} \int\left(\frac{\gamma\left(\alpha^{\prime}\right)}{z_{\alpha}\left(\alpha^{\prime}\right)}-\frac{\gamma(\alpha)}{z_{\alpha}(\alpha)}\right) D_{\alpha^{\prime}} \frac{1}{z(\alpha)-z\left(\alpha^{\prime}\right)} d \alpha^{\prime}\right)_{t}  \tag{2.44}\\
& =\left(\frac{z_{\alpha}(\alpha)}{2 \pi i} \mathrm{PV} \int\left(\frac{\gamma\left(\alpha^{\prime}\right)}{z_{\alpha}\left(\alpha^{\prime}\right)}\right)_{\alpha^{\prime}} \frac{1}{z(\alpha)-z\left(\alpha^{\prime}\right)} d \alpha^{\prime}\right)_{t}
\end{align*}
$$

Applying the time derivative, we have

$$
\begin{align*}
\Phi\left(\mathbf{W}_{\alpha t}\right)^{*}= & \frac{z_{\alpha t}(\alpha)}{2 \pi i} \mathrm{PV} \int\left(\frac{\gamma\left(\alpha^{\prime}\right)}{z_{\alpha}\left(\alpha^{\prime}\right)}\right)_{\alpha^{\prime}} \frac{1}{z(\alpha)-z\left(\alpha^{\prime}\right)} d \alpha^{\prime} \\
& +\frac{z_{\alpha}(\alpha)}{2 \pi i} \mathrm{PV} \int\left(\frac{\gamma\left(\alpha^{\prime}\right)}{z_{\alpha}\left(\alpha^{\prime}\right)}\right)_{\alpha^{\prime} t} \frac{1}{z(\alpha)-z\left(\alpha^{\prime}\right)} d \alpha^{\prime}  \tag{2.45}\\
& -\frac{z_{\alpha}(\alpha)}{2 \pi i} \mathrm{PV} \int\left(\frac{\gamma\left(\alpha^{\prime}\right)}{z_{\alpha}\left(\alpha^{\prime}\right)}\right)_{\alpha^{\prime}} \frac{z_{t}(\alpha)-z_{t}\left(\alpha^{\prime}\right)}{\left(z(\alpha)-z\left(\alpha^{\prime}\right)\right)^{2}} d \alpha^{\prime} \\
= & \Phi\left(\mathbf{Y}_{1}\right)^{*}+\Phi\left(\mathbf{Y}_{2}\right)^{*}+\Phi\left(\mathbf{Y}_{3}\right)^{*} .
\end{align*}
$$

To calculate $\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}$, we now calculate $\mathbf{Y}_{1} \cdot \hat{\mathbf{n}}, \mathbf{Y}_{2} \cdot \hat{\mathbf{n}}$, and $\mathbf{Y}_{3} \cdot \hat{\mathbf{n}}$.
Before doing this, we recall the following formulae involving $z_{\alpha}$ and its derivatives; these stem from the relationship $z_{\alpha} / s_{\alpha}=e^{i \theta}$ :

$$
\begin{align*}
& \operatorname{Re}\left(\frac{z_{\alpha t}}{i z_{\alpha}}\right)=\operatorname{Re}\left(\frac{\left(s_{\alpha} e^{i \theta}\right)_{t}}{i s_{\alpha} e^{i \theta}}\right)=\theta_{t}  \tag{2.46}\\
& \operatorname{Re}\left(\frac{z_{\alpha t}}{z_{\alpha}}\right)=\operatorname{Re}\left(\frac{\left(s_{\alpha} e^{i \theta}\right)_{t}}{s_{\alpha} e^{i \theta}}\right)=\frac{s_{\alpha t}}{s_{\alpha}}  \tag{2.47}\\
& \operatorname{Re}\left(\frac{z_{\alpha \alpha}}{i z_{\alpha}}\right)=\operatorname{Re}\left(\frac{\left(s_{\alpha} e^{i \theta}\right)_{\alpha}}{i s_{\alpha} e^{i \theta}}\right)=\theta_{\alpha}  \tag{2.48}\\
& \operatorname{Re}\left(\frac{z_{\alpha \alpha}}{z_{\alpha}}\right)=\operatorname{Re}\left(\frac{\left(s_{\alpha} e^{i \theta}\right)_{\alpha}}{s_{\alpha} e^{i \theta}}\right)=0 \tag{2.49}
\end{align*}
$$

We see immediately that

$$
\Phi\left(\mathbf{Y}_{1}\right)^{*}=\frac{z_{\alpha t}}{2 i z_{\alpha}^{2}} H\left(\gamma_{\alpha}-\frac{\gamma z_{\alpha \alpha}}{z_{\alpha}}\right)+\frac{z_{\alpha t}}{z_{\alpha}} \Phi(\mathbf{m})^{*}
$$

Taking the dot product $\mathbf{Y}_{1} \cdot \hat{\mathbf{n}}$, we get

$$
\begin{align*}
\mathbf{Y}_{1} \cdot \hat{\mathbf{n}}= & \operatorname{Re}\left\{\frac{z_{\alpha t}}{2 i z_{\alpha}^{2}} \frac{i z_{\alpha}}{s_{\alpha}} H\left(\gamma_{\alpha}\right)\right\}+\operatorname{Re}\left\{\frac{z_{\alpha t}}{2 i z_{\alpha}^{2}} \frac{i z_{\alpha}}{s_{\alpha}} H\left(\frac{\gamma z_{\alpha \alpha}}{z_{\alpha}}\right)\right\}  \tag{2.50}\\
& +\operatorname{Re}\left\{\frac{z_{\alpha t}}{z_{\alpha}} \Phi(\mathbf{m})^{*} \frac{i z_{\alpha}}{s_{\alpha}}\right\} .
\end{align*}
$$

The first term on the right-hand side is equal to $\pi L_{t} H\left(\gamma_{\alpha}\right) / L^{2}$ by (2.47). To understand the second and third terms on the right-hand side, we use the formula for two complex numbers $u$ and $v$

$$
\operatorname{Re}\{u v\}=\operatorname{Re}\{u\} \operatorname{Re}\{v\}-\operatorname{Re}\{i u\} \operatorname{Re}\{i v\} .
$$

We get that the second term is

$$
\operatorname{Re}\left\{\frac{z_{\alpha t} z_{\alpha}^{*}}{2 s_{\alpha}^{3}}\right\} \operatorname{Re}\left\{H\left(\frac{\gamma z_{\alpha \alpha} z_{\alpha}^{*}}{s_{\alpha}^{2}}\right)\right\}-\operatorname{Re}\left\{\frac{i z_{\alpha t} z_{\alpha}^{*}}{2 s_{\alpha}^{3}}\right\} \operatorname{Re}\left\{H\left(\frac{i \gamma z_{\alpha \alpha} z_{\alpha}^{*}}{s_{\alpha}^{2}}\right)\right\} .
$$

The first of these two is identically 0 by (2.49). The second of these is equal to $\pi \theta_{t} H\left(\gamma \theta_{\alpha}\right) / L$. Also, we see that the third term on the right-hand side of (2.50) is $L_{t} \mathbf{m} \cdot \hat{\mathbf{n}} / L-\theta_{t} \mathbf{m} \cdot \hat{\mathbf{t}}$.

From the definitions of $\mathbf{Y}_{2}$ and the integral remainder operator $\mathcal{K}$, we see first that we can write

$$
\Phi\left(\mathbf{Y}_{2}\right)^{*}=\frac{z_{\alpha}}{2 i} H\left(\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha t} \frac{1}{z_{\alpha}}\right)+z_{\alpha} \mathcal{K}[z]\left(\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha t}\right) .
$$

We apply the derivatives in the first term on the right-hand side to get

$$
\begin{array}{rl}
\frac{z_{\alpha}}{2 i} H & H\left(\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha t} \frac{1}{z_{\alpha}}\right) \\
= & \frac{z_{\alpha}}{2 i} H\left(\frac{\gamma_{\alpha t}}{z_{\alpha}^{2}}-\frac{\gamma_{\alpha} z_{\alpha t}}{z_{\alpha}^{3}}-\frac{\gamma z_{\alpha \alpha t}}{z_{\alpha}^{3}}+2 \frac{\gamma z_{\alpha \alpha} z_{\alpha t}}{z_{\alpha}^{4}}-\frac{\gamma_{t} z_{\alpha \alpha}}{z_{\alpha}^{3}}\right)  \tag{2.51}\\
= & \frac{1}{2 i z_{\alpha}}\left(H\left(\gamma_{\alpha t}\right)-H\left(\frac{\gamma_{\alpha} z_{\alpha t}}{z_{\alpha}}\right)-H\left(\frac{\gamma z_{\alpha \alpha t}}{z_{\alpha}}\right)+2 H\left(\frac{\gamma z_{\alpha \alpha} z_{\alpha t}}{z_{\alpha}^{2}}\right)\right) \\
& -H\left(\frac{\gamma_{t} z_{\alpha \alpha}}{z_{\alpha}}\right)+\frac{z_{\alpha}}{2 i}\left[H, \frac{1}{z_{\alpha}^{2}}\right]\left(z_{\alpha}\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha t}\right) .
\end{array}
$$

When we take the dot product of $\mathbf{Y}_{2}$ with the normal vector, we get the following contribution from the right-hand side of the above line:

$$
\begin{align*}
& \frac{1}{2 s_{\alpha}} H\left(\gamma_{\alpha t}\right)-\frac{1}{2 s_{\alpha}} H\left(\gamma_{\alpha} \operatorname{Re}\left\{\frac{z_{\alpha t} z_{\alpha}^{*}}{s_{\alpha}^{2}}\right\}\right)-\frac{1}{2 s_{\alpha}} H\left(\gamma \operatorname{Re}\left\{\frac{z_{\alpha \alpha t} z_{\alpha}^{*}}{s_{\alpha}^{2}}\right\}\right) \\
& \quad+\frac{1}{s_{\alpha}} H\left(\gamma \operatorname{Re}\left\{\frac{z_{\alpha \alpha} z_{\alpha}^{*}}{s_{\alpha}^{2}}\right\} \operatorname{Re}\left\{\frac{z_{\alpha t} z_{\alpha}^{*}}{s_{\alpha}^{2}}\right\}\right)  \tag{2.52}\\
& \quad-\frac{1}{s_{\alpha}} H\left(\gamma \operatorname{Re}\left\{\frac{z_{\alpha \alpha}\left(i z_{\alpha}\right)^{*}}{s_{\alpha}^{2}}\right\} \operatorname{Re}\left\{\frac{z_{\alpha t}\left(i z_{\alpha}\right)^{*}}{s_{\alpha}^{2}}\right\}\right) \\
& \quad-\frac{1}{2 s_{\alpha}} H\left(\gamma_{t} \operatorname{Re}\left\{\frac{z_{\alpha \alpha} z_{\alpha}^{*}}{s_{\alpha}^{2}}\right\}\right)+\operatorname{Re}\left\{\frac{z_{\alpha}^{2}}{2 s_{\alpha}}\left[H, \frac{1}{z_{\alpha}^{2}}\right]\left(z_{\alpha}\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha t}\right)\right\} .
\end{align*}
$$

We can make the calculation (similarly to (2.46))

$$
\begin{equation*}
\operatorname{Re}\left\{\frac{z_{\alpha \alpha t} z_{\alpha}^{*}}{s_{\alpha}^{2}}\right\}=-\theta_{\alpha} \theta_{t} . \tag{2.53}
\end{equation*}
$$

Finally, we make the conclusion that

$$
\begin{align*}
\mathbf{Y}_{2} \cdot \hat{\mathbf{n}}= & \frac{\pi}{L} H\left(\gamma_{\alpha t}\right)-\frac{\pi L_{t}}{L^{2}} H\left(\gamma_{\alpha}\right)-\frac{\pi}{L} H\left(\gamma \theta_{\alpha} \theta_{t}\right) \\
& +\operatorname{Re}\left\{\frac{i z_{\alpha}^{2}}{s_{\alpha}} \mathcal{K}[z]\left(\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha t}\right)\right\}  \tag{2.54}\\
& +\operatorname{Re}\left\{\frac{z_{\alpha}^{2}}{2 s_{\alpha}}\left[H, \frac{1}{z_{\alpha}^{2}}\right]\left(z_{\alpha}\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha t}\right)\right\} .
\end{align*}
$$

We now rewrite $\mathbf{Y}_{3}$ as

$$
\begin{align*}
\Phi\left(\mathbf{Y}_{3}\right)^{*}= & -\frac{z_{\alpha}}{2 \pi i} \operatorname{PV} \int\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha^{\prime}} \frac{z_{t}(\alpha)-z_{t}\left(\alpha^{\prime}\right)}{\left(z(\alpha)-z\left(\alpha^{\prime}\right)\right)^{2}} d \alpha^{\prime} \\
= & -\frac{z_{\alpha}}{2 \pi i} \operatorname{PV} \int\left(\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha^{\prime}} \frac{1}{z_{\alpha}}\right)\left(z_{t}(\alpha)\right.  \tag{2.55}\\
& \left.-z_{t}\left(\alpha^{\prime}\right)\right) D_{\alpha^{\prime}}\left(\frac{1}{z(\alpha)-z\left(\alpha^{\prime}\right)}\right) d \alpha^{\prime} .
\end{align*}
$$

We integrate this by parts and get two kinds of terms. The $\alpha^{\prime}$-derivative can fall on $z_{t}(\alpha)-z_{t}\left(\alpha^{\prime}\right)$. This will be the only significant source of terms from $\mathbf{Y}_{3}$. The other kind of term occurs when the $\alpha^{\prime}$-derivative does not fall on $z_{t}(\alpha)-z_{t}\left(\alpha^{\prime}\right)$; these terms are smooth by Lemmas A. 6 and A.7. When the derivative falls on the $z_{t}(\alpha)-z_{t}\left(\alpha^{\prime}\right)$, we get

$$
-\frac{z_{\alpha}}{2 i} H\left(\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha} \frac{z_{\alpha t}}{z_{\alpha}^{2}}\right)-z_{\alpha} \mathcal{K}[z]\left(\left(\frac{\gamma}{z_{\alpha}}\right)_{\alpha} \frac{z_{\alpha t}}{z_{\alpha}}\right) .
$$

When we take the dot product with $\hat{\mathbf{n}}$, we get a contribution of

$$
-\frac{\pi}{L} H\left(\gamma_{\alpha} \operatorname{Re}\left\{\frac{z_{\alpha t}}{z_{\alpha}}\right\}\right)-\frac{\pi}{L} H\left(\gamma \operatorname{Re}\left\{\frac{z_{\alpha \alpha}}{i z_{\alpha}}\right\} \operatorname{Re}\left\{\frac{z_{\alpha t}}{i z_{\alpha}}\right\}\right)
$$

Using our identities, we conclude that

$$
\mathbf{Y}_{3} \cdot \hat{\mathbf{n}}=-\frac{\pi L_{t}}{L^{2}} H\left(\gamma_{\alpha}\right)-\frac{\pi}{L} H\left(\gamma \theta_{\alpha} \theta_{t}\right)+\Upsilon_{1},
$$

where $\Upsilon_{1}$ is a large collection of smooth terms.
We are finally able to write

$$
\begin{equation*}
W_{\alpha t} \cdot \hat{\mathbf{n}}=\frac{\pi}{L} H\left(\gamma_{\alpha t}\right)+f_{1}+\Upsilon_{2}, \tag{2.56}
\end{equation*}
$$

where $f_{1}$ is a collection of lower-order terms and $\Upsilon_{2}$ is a collection of very smooth terms. We define $f_{1}$ as

$$
f_{1}=-\frac{\pi}{L} \theta_{t} H\left(\gamma \theta_{\alpha}\right)-\theta_{t} \mathbf{m} \cdot \hat{\mathbf{t}}-\frac{\pi L_{t}}{L^{2}} H\left(\gamma_{\alpha}\right)-\frac{2 \pi}{L} H\left(\gamma \theta_{\alpha} \theta_{t}\right) .
$$

In both the case without surface tension and the case with surface tension, we will estimate $\delta$ in $H^{s+1 / 2}$. Since $\delta_{\alpha t}$ contains terms that involve $c(\alpha, t)$, we hope to be able to estimate $c_{\alpha}$ in $H^{s-3 / 2}$. To simplify the equations, we introduce a new notation. The notation $f$ will appear many times below, and it has a different meaning from line to line. In the case without surface tension, it represents any term whose $H^{s-3 / 2}$ norm can be estimated in terms of the $H^{s+1 / 2}$ norm of $\delta$, the $H^{s}$ norm of $\theta$, and $|L|$, namely,

$$
\|f\|_{s-3 / 2} \leq C\left(\|\delta\|_{s+1 / 2},\|\theta\|_{s},|L|\right)
$$

In the case with surface tension, $f$ can also depend (uniformly) on $\frac{1}{\sqrt{\mathrm{We}}}\|\theta\|_{s+1}$ :

$$
\|f\|_{s-3 / 2} \leq C\left(\|\delta\|_{s+1 / 2},\|\theta\|_{s}, \frac{1}{\sqrt{\mathrm{We}}}\|\theta\|_{s+1},|L|\right)
$$

Note that this includes terms that can be estimated in terms of the $H^{s}$ norm of $\gamma$ (see the appendix for Lemma A.3). Thus, we can summarize the above calculation as

$$
\begin{equation*}
W_{\alpha t} \cdot \hat{\mathbf{n}}=\frac{\pi}{L} H\left(\gamma_{\alpha t}\right)+f . \tag{2.57}
\end{equation*}
$$

A similar lengthy calculation yields

$$
\begin{equation*}
W_{\alpha t} \cdot \hat{\mathbf{t}}=-\frac{\pi}{L} H\left(\gamma \theta_{\alpha t}\right)+f \tag{2.58}
\end{equation*}
$$

## Conclusion of the Calculation of $\boldsymbol{c}_{\boldsymbol{\alpha}}$

To begin, we differentiate (2.40) with respect to $\alpha$ to get

$$
\begin{align*}
c_{\alpha}= & \mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}+\frac{\delta}{s_{\alpha}} \mathbf{W}_{\alpha \alpha} \cdot \hat{\mathbf{n}}+\frac{\gamma}{2 s_{\alpha}} \theta_{\alpha t}+\frac{\gamma}{2 s_{\alpha}^{2}} \delta \theta_{\alpha \alpha} \\
& -\theta_{\alpha} \mathbf{W}_{t} \cdot \hat{\mathbf{t}}+\frac{\delta_{\alpha}}{s_{\alpha}} \mathbf{W}_{\alpha} \cdot \hat{\mathbf{n}}-\frac{\delta}{s_{\alpha}} \theta_{\alpha} \mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}  \tag{2.59}\\
& +\frac{\gamma_{\alpha}}{2 s_{\alpha}} \theta_{t}+\frac{\gamma_{\alpha}}{2 s_{\alpha}^{2}} \delta \theta_{\alpha}+\frac{\gamma}{2 s_{\alpha}^{2}} \delta_{\alpha} \theta_{\alpha}+g \theta_{\alpha} \hat{\mathbf{g}} \cdot \hat{\mathbf{t}} .
\end{align*}
$$

The most singular terms are those that appear in the box. The rest of the terms are obviously bounded in $H^{s-3 / 2}$ by $\|\gamma\|_{s},\|\theta\|_{s},\|\delta\|_{s-1 / 2}$ (and by $\frac{1}{\sqrt{W e}}\|\theta\|_{s+1}$ in the case with surface tension), and $|L|$; see Appendix A for relevant lemmas.

For the boxed terms, we first calculate the sum of the first two:

$$
\begin{equation*}
\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}+\frac{\delta}{s_{\alpha}} \mathbf{W}_{\alpha \alpha} \cdot \hat{\mathbf{n}}=\frac{\pi}{L} H\left(\gamma_{\alpha t}\right)+\frac{2 \pi^{2}}{L^{2}} \delta H\left(\gamma_{\alpha \alpha}\right)+f . \tag{2.60}
\end{equation*}
$$

We now rewrite (2.60) by using the equation

$$
\begin{equation*}
\delta_{\alpha t}=\frac{\pi}{L} \gamma_{\alpha t}+W_{\alpha t} \cdot \hat{\mathbf{t}}+2 U \theta_{\alpha t}+f, \tag{2.61}
\end{equation*}
$$

which can be found by differentiating (2.22) with respect to $\alpha$. We find

$$
\begin{align*}
\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}+\frac{\delta}{s_{\alpha}} \mathbf{W}_{\alpha \alpha} \cdot \hat{\mathbf{n}}= & H\left(\delta_{\alpha t}\right)-H\left(W_{\alpha t} \cdot \hat{\mathbf{t}}\right)  \tag{2.62}\\
& -2 H\left(U \theta_{\alpha t}\right)+\frac{2 \pi^{2}}{L^{2}} \delta H\left(\gamma_{\alpha \alpha}\right)+f .
\end{align*}
$$

Using (2.58), we rewrite this as

$$
\begin{equation*}
\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}+\frac{\delta}{s_{\alpha}} \mathbf{W}_{\alpha \alpha} \cdot \hat{\mathbf{n}}=H\left(\delta_{\alpha t}\right)-\frac{\pi}{L} \gamma \theta_{\alpha t}+\frac{2 \pi^{2}}{L^{2}} \delta H\left(\gamma_{\alpha \alpha}\right)+f . \tag{2.63}
\end{equation*}
$$

Substituting in $\theta_{t}=\frac{2 \pi^{2}}{L^{2}} H\left(\gamma_{\alpha}\right)+\frac{2 \pi}{L}(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \theta_{\alpha}+f$ and $\delta=\frac{\pi}{L} \gamma-(T-\mathbf{W} \cdot \hat{\mathbf{t}})$, we get

$$
\begin{align*}
\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}+\frac{\delta}{s_{\alpha}} \mathbf{W}_{\alpha \alpha} \cdot \hat{\mathbf{n}}= & H\left(\delta_{\alpha t}\right)-\frac{2 \pi^{3}}{L^{3}} \gamma H\left(\gamma_{\alpha \alpha}\right)-\frac{2 \pi^{3}}{L^{3}} \gamma(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \theta_{\alpha \alpha}  \tag{2.64}\\
& +\frac{2 \pi^{2}}{L^{2}}\left(\frac{\pi}{L} \gamma-(T-\mathbf{W} \cdot \hat{\mathbf{t}})\right) H\left(\gamma_{\alpha \alpha}\right) .
\end{align*}
$$

There is an important cancellation here between the two terms with $\gamma H\left(\gamma_{\alpha \alpha}\right)$; we are left with

$$
\begin{equation*}
\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}+\frac{\delta}{s_{\alpha}} \mathbf{W}_{\alpha \alpha} \cdot \hat{\mathbf{n}}=H\left(\delta_{\alpha t}\right)-\frac{2 \pi}{L}(T-\mathbf{W} \cdot \hat{\mathbf{t}}) H\left(\delta_{\alpha \alpha}\right)+f . \tag{2.65}
\end{equation*}
$$

This concludes the calculation of the first two of the boxed terms. For the third and the fourth of the boxed terms, we get

$$
\frac{\pi \gamma}{L}\left(\theta_{\alpha t}+\frac{2 \pi}{L} \delta \theta_{\alpha \alpha}\right)=\frac{2 \pi^{2} \gamma}{L^{2}} H\left(\delta_{\alpha \alpha}\right)+f
$$

In summary, we have found the following formula for $c_{\alpha}$ :

$$
\begin{equation*}
c_{\alpha}=H\left(\delta_{\alpha t}\right)+\frac{2 \pi}{L} \delta H\left(\delta_{\alpha \alpha}\right)+f \tag{2.66}
\end{equation*}
$$

and the proof of Proposition 2.4 is complete.

## 3 Estimates Without Surface Tension

In this section, we perform energy estimates for triples $(\theta, \delta, L)$. The energy function is related to the $H^{s}$ norm of $\theta$, the $H^{s+1 / 2}$ norm of $\delta$, and the absolute value of $L$. First, notice that we only include the absolute value of $L$ for technical reasons-since it is also an unknown, we need to bound its growth in order to achieve an existence theorem. However, if $\theta$ and $\delta$ are sufficiently regular, we can see immediately from (2.14) that the growth of $L$ is bounded by their norms. We define the energy as

$$
\begin{equation*}
E(t)=\|\theta\|_{0}^{2}(t)+\|\delta\|_{0}^{2}(t)+\|\gamma\|_{s-1}^{2}(t)+\sum_{k=1}^{s} E_{k}(t)+L^{2}(t), \tag{3.1}
\end{equation*}
$$

where $E_{k}$ is like the square of the $H^{k}$ norm of $\theta$ and the square of the $H^{k+1 / 2}$ norm of $\delta$. In particular,

$$
\begin{equation*}
E_{k}(t)=\frac{1}{2} \int_{0}^{2 \pi} c \frac{L}{2 \pi}\left(D_{\alpha}^{k} \theta\right)^{2}+\left(D_{\alpha}^{k} \delta\right) \Lambda\left(D_{\alpha}^{k} \delta\right) d \alpha \tag{3.2}
\end{equation*}
$$

The operator $\Lambda$ is equal to $H D_{\alpha}$. This is a positive operator since the symbol of the Fourier transform of $\Lambda$ is $|\xi|$. Thus, for any function $f$, the integral $\int f \Lambda f$ is related to Sobolev norms of $f$ in half-integer spaces. We write the integral in (3.2) as $E_{k, 1}+E_{k, 2}$. We remark here that although only $s-1$ derivatives of $\gamma$ appear explicitly in the definition of the energy, we are actually able to estimate $s$ derivatives of $\gamma$. This is explained in Appendix A, and it is because of the close relationship between $\delta$ and $\gamma$ and $\theta$.

Proposition 3.1 If $(\delta, \theta)$ solves (2.35), then the time derivative of the energy, $E$, is bounded in terms of $E$ as long as (1.2) holds with a replaced by $\varepsilon a$. This leads to an a priori estimate for $E$ until a certain time.

Proof: We first address the least important parts of the energy; that is, we will first discuss how to bound the time derivative of all of the components of the energy except $E_{k}$. As we have mentioned above, we can bound $L_{t}$ by the energy as long as $s$ is large enough. Clearly, we can also bound $\theta_{t}$ and $\delta_{t}$ in $H^{0}$ as long as $s$ is large enough. By recalling equation (2.21), we can see that the $H^{s-1}$ norm of $\gamma_{t}$
can be bounded by $\|\delta\|_{s},\left|L_{t}\right|,|L|,\|T-\mathbf{W} \cdot \hat{\mathbf{t}}\|_{s-1},\left\|\mathbf{W}_{t} \cdot \hat{\mathbf{t}}\right\|_{s-1}$, and $\|z\|_{s}$. The first three of these are clearly bounded by the energy. By Lemma A. 1 (in the appendix) $\|z\|_{s}$ can be bounded by $\|\theta\|_{s-1}$ and $|L|$. Lemma A. 5 demonstrates that $\mathbf{W}_{t} \cdot \hat{\mathbf{t}}$ can be bounded by the energy. Instead of considering $\|T-\mathbf{W} \cdot \hat{\mathbf{t}}\|_{s-1}$, we consider $\left\|D_{\alpha}(T-\mathbf{W} \cdot \hat{\mathbf{t}})\right\|_{s-2}$; using (2.12) and (2.8), we see that this can be bounded by $\|\gamma\|_{s-2},\|\theta\|_{s-1},\|m\|_{s-2}$, and $\|\hat{\mathbf{t}}\|_{s-2}$. Of these, the first two are clearly bounded by the energy. The second two are also, by Lemmas A. 2 and A. 8 .

We begin to investigate the time derivative of $E_{k}$ by calculating

$$
\begin{equation*}
\frac{d E_{k, 1}}{d t}=\frac{L}{2 \pi} \int\left(c D_{\alpha}^{k} \theta\right)\left(D_{\alpha}^{k} \theta_{t}\right)+\frac{c_{t}}{2}\left(D_{\alpha}^{k} \theta\right)^{2} d \alpha+\frac{L_{t}}{L} E_{k, 1} . \tag{3.3}
\end{equation*}
$$

For $\theta$ and $\delta$ sufficiently smooth, we can bound $\left|c_{t}\right|$ and $\left|L_{t}\right|$ by the energy; so we concern ourselves with the first term. Using (2.35), it is

$$
\begin{equation*}
\int c\left(D_{\alpha}^{k} \theta\right)\left(D_{\alpha}^{k} H\left(\delta_{\alpha}\right)-D_{\alpha}^{k}\left(\delta \theta_{\alpha}\right)+\frac{L}{2 \pi} D_{\alpha}^{k} \phi\right) d \alpha \tag{3.4}
\end{equation*}
$$

Of these terms, only the one that includes $H\left(\delta_{\alpha}\right)$ is significant. The second term is a transport term, and we only need to treat the case where all the $k$ derivatives hit on $\theta_{\alpha}$. Then, by integration by parts we get

$$
\begin{equation*}
\int c\left(D_{\alpha}^{k} \theta\right)\left(\delta D_{\alpha}^{k} \theta_{\alpha}\right)=-\frac{1}{2} \int(c \delta)_{\alpha}\left(D_{\alpha}^{k} \theta\right)^{2} \tag{3.5}
\end{equation*}
$$

and we can use the energy to bound it. Recalling the definition of $\phi$ in (2.37), we see that we can bound the term in (3.4), which includes $\phi$ by the energy using Lemmas A. 2 and A.8.

Now we turn our attention to $E_{k, 2}$. We clearly have

$$
\begin{equation*}
\frac{d E_{k, 2}}{d t}=\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k+1} \delta_{t}\right) d \alpha \tag{3.6}
\end{equation*}
$$

Using the equation $\delta_{\alpha t}=-\frac{2 \pi}{L} \delta \delta_{\alpha \alpha}-c \theta_{\alpha}+\psi$ from (2.35), we have

$$
\begin{align*}
\frac{d E_{k, 2}}{d t}= & \int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k} \delta_{\alpha t}\right) d \alpha \\
= & -\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k}\left(c \theta_{\alpha}\right)\right) d \alpha  \tag{3.7}\\
& -\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k}\left(\frac{2 \pi}{L} \delta \delta_{\alpha \alpha}\right)\right) d \alpha+\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k} \psi\right) d \alpha .
\end{align*}
$$

The second term on the right-hand side is a transport term and can be treated in a slightly more complicated way than (3.5). Using the fact that $\Lambda=H D_{\alpha}$ is self-adjoint, we have

$$
\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k}\left(\delta \delta_{\alpha \alpha}\right)\right) d \alpha=\int\left(H D_{\alpha}^{k+1} \delta\right)\left(D_{\alpha}^{k-1}\left(\delta \delta_{\alpha \alpha}\right)\right) d \alpha
$$

Distributing the $k-1$ derivatives in the second factor on the right-hand side, we have

$$
\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k}\left(\delta \delta_{\alpha \alpha}\right)\right) d \alpha=\int\left(H D_{\alpha}^{k+1} \delta\right)\left(\delta D_{\alpha}^{k+1} \delta\right) d \alpha+\text { 1.o.t. }
$$

We rewrite the integral on the right-hand side using the fact that the adjoint of $H$ is $-H$,

$$
\int\left(H D_{\alpha}^{k+1} \delta\right)\left(\delta D_{\alpha}^{k+1} \delta\right) d \alpha=-\int\left(D_{\alpha}^{k+1} \delta\right) H\left(\delta D_{\alpha}^{k+1} \delta\right) d \alpha
$$

We pull $\delta$ through the Hilbert transform to find

$$
\begin{aligned}
\int\left(H D_{\alpha}^{k+1} \delta\right)\left(\delta D_{\alpha}^{k+1} \delta\right) d \alpha= & -\int \delta\left(D_{\alpha}^{k+1} \delta\right) H\left(D_{\alpha}^{k+1} \delta\right) d \alpha \\
& -\int\left([H, \delta] D_{\alpha}^{k+1} \delta\right)\left(D_{\alpha}^{k+1} \delta\right) d \alpha
\end{aligned}
$$

Rearranging this slightly, we have

$$
\int \delta\left(D_{\alpha}^{k+1} \delta\right) H\left(D_{\alpha}^{k+1} \delta\right) d \alpha=-\frac{1}{2} \int\left([H, \delta] D_{\alpha}^{k+1} \delta\right)\left(D_{\alpha}^{k+1} \delta\right) d \alpha
$$

We can use Lemma A. 7 (in the appendix) to control the commutator term. Thus, the second term in (3.7) can be bounded in terms of the energy.

The third term is a lower-order term and is easily bounded by the energy. We rewrite the first one to emphasize the fact that the most important contribution is when all derivatives fall on $\theta$ or when they all fall on $c$. We get

$$
\begin{align*}
\frac{d E_{k, 2}}{d t}= & -\int\left(D_{\alpha}^{k} \delta\right) \Lambda\left(c D_{\alpha}^{k} \theta\right) d \alpha-\int\left(D_{\alpha}^{k} \delta\right) \Lambda\left(\left(D_{\alpha}^{k-1} c\right)\left(\theta_{\alpha}\right)\right) d \alpha \\
& -\int\left(D_{\alpha}^{k} \delta\right) \Lambda\left(\sum_{j=1}^{k-2}\binom{k-1}{j}\left(D_{\alpha}^{j} c\right)\left(D_{\alpha}^{k-j} \theta\right)\right) d \alpha  \tag{3.8}\\
& -\frac{2 \pi}{L} \int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k}\left(\delta \delta_{\alpha}\right)\right) d \alpha+\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k} \psi\right) d \alpha
\end{align*}
$$

Adding (3.4) and (3.8), we see that the first term on the right-hand side of each cancels with the other (because $\Lambda$ is self-adjoint). To complete the proof of the proposition, we need only prove that we can estimate $c_{\alpha}$ in the space $H^{s-3 / 2}$, which allows us to estimate the second term on the right-hand of (3.8). Indeed, using Proposition 2.4, we see that

$$
\begin{aligned}
\left|\int\left(D_{\alpha}^{k} \delta\right) \Lambda\left(\left(D_{\alpha}^{k-1} c\right)\left(\theta_{\alpha}\right)\right) d \alpha\right| & \leq C\|\delta\|_{k+1 / 2}\left\|c_{\alpha}\right\|_{k-3 / 2}\|\theta\|_{2} \\
& \leq C E_{k}^{3} .
\end{aligned}
$$

The proof of Proposition 3.1 is complete.

## 4 Estimates with Surface Tension and Convergence

In this section, we study the problem with surface tension by adding an extra term to the energy.

### 4.1 Estimates with Surface Tension

We can prove estimates similar to those proven in the last section as long as $c$ is bounded away from 0 . The argument given in [18] can easily be adapted to the case with small surface tension, and we can easily prove that if We is big enough, then $c$ is uniformly bounded away from 0 . Hence, we consider the case $\mathrm{We}>\mathrm{We}_{0}$ for some $\mathrm{We}_{0}$. Then, we introduce the following modified energy:

$$
\begin{equation*}
E^{\mathrm{We}}(t)=\|\theta\|_{0}^{2}(t)+\|\delta\|_{0}^{2}(t)+\|\gamma\|_{s-1}^{2}(t)+\sum_{k=1}^{s} E_{k}^{\mathrm{We}}(t)+L^{2}(t) \tag{4.1}
\end{equation*}
$$

where $E_{k}^{\mathrm{We}}(t)$ is given by

$$
\begin{equation*}
E_{k}^{\mathrm{We}}(t)=\frac{1}{2} \int_{0}^{2 \pi} c \frac{L}{2 \pi}\left(D_{\alpha}^{k} \theta\right)^{2}+\frac{1}{\mathrm{We}} \frac{\pi}{L}\left(D_{\alpha}^{k+1} \theta\right)^{2}+\left(D_{\alpha}^{k} \delta\right) \Lambda\left(D_{\alpha}^{k} \delta\right) d \alpha . \tag{4.2}
\end{equation*}
$$

Proposition 4.1 If $\left(\delta^{\mathrm{We}}, \theta^{\mathrm{We}}\right)$ solves (2.38), then the time derivative of the energy, $E^{\mathrm{We}}$, is uniformly bounded in terms of $E^{\mathrm{We}}$ as long as (1.2) holds with a replaced by $\varepsilon$ a. This leads to an a priori estimate for $E^{\mathrm{We}}$ until a certain time $T^{*}$, which is independent of We .

Proof: The proof is similar to the proof of Proposition 3.1. We can decompose as above $E_{k}^{\mathrm{We}}=E_{k, 1}^{\mathrm{We}}+E_{k, 2}^{\mathrm{We}}$. Then

$$
\begin{align*}
\frac{d E_{k, 1}^{\mathrm{We}}}{d t}= & \int \frac{L}{2 \pi}\left(c D_{\alpha}^{k} \theta\right)\left(D_{\alpha}^{k} \theta_{t}\right)+\frac{1}{\mathrm{We}} \frac{\pi}{L}\left(D_{\alpha}^{k+1} \theta\right)\left(D_{\alpha}^{k+1} \theta_{t}\right)  \tag{4.3}\\
& +\frac{L}{2 \pi} c_{t}\left(D_{\alpha}^{k} \theta\right)^{2}+L_{t}\left(\frac{c}{2 \pi}\left(D_{\alpha}^{k} \theta\right)^{2}-\frac{\pi}{L^{2} \mathrm{We}}\left(D_{\alpha}^{k+1} \theta\right)^{2}\right) d \alpha
\end{align*}
$$

and the important contributions can be rewritten as

$$
\begin{align*}
& \int c\left(D_{\alpha}^{k} \theta\right) D_{\alpha}^{k} H\left(\delta_{\alpha}\right)+\frac{1}{\mathrm{We}} \frac{2 \pi^{2}}{L^{2}}\left(D_{\alpha}^{k+1} \theta\right) D_{\alpha}^{k+1} H\left(\delta_{\alpha}\right) d \alpha  \tag{4.4}\\
& \quad+\int-\frac{1}{\mathrm{We}} \frac{2 \pi^{2}}{L^{2}}\left(D_{\alpha}^{k+1} \theta\right)\left(D_{\alpha}^{k+1} \delta\right) \theta_{\alpha}+\frac{1}{\mathrm{We}}\left(D_{\alpha}^{k+1} \theta\right)\left(D_{\alpha}^{k+1} \phi\right) .
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
\frac{d E_{k, 2}^{\mathrm{We}}}{d t}= & \int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k} \delta_{\alpha t}\right) d \alpha \\
= & \int \frac{1}{\mathrm{We}} \frac{2 \pi^{2}}{L^{2}}\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k}\left(\theta_{\alpha \alpha \alpha}\right)\right) d \alpha-\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k}\left(c \theta_{\alpha}\right)\right) d \alpha  \tag{4.5}\\
& -\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k}\left(\frac{2 \pi}{L} \delta \delta_{\alpha \alpha}\right)\right) d \alpha+\int\left(D_{\alpha}^{k} \delta\right) H\left(D_{\alpha}^{k} \psi\right) d \alpha .
\end{align*}
$$

By a simple integration by parts, the first term on the right-hand side of (4.5) cancels with the second term of (4.4). The second term of the right-hand side of (4.5) has two important contributions, namely when all the $k$ derivatives hit on $c$ or on $\theta_{\alpha}$ :

$$
\begin{equation*}
-\int\left(D_{\alpha}^{k} \delta\right) H\left(c D_{\alpha}^{k+1} \theta\right) d \alpha-\int\left(D_{\alpha}^{k} \delta\right) H\left(\left(D_{\alpha}^{k} c\right) \theta_{\alpha}\right) d \alpha \tag{4.6}
\end{equation*}
$$

By a simple integration by parts the first term of (4.6) cancels with the first term of (4.4) modulo some low-order terms.

Using Proposition 2.4, we deduce that

$$
D_{\alpha}^{k} c=\frac{1}{\mathrm{We}} \frac{2 \pi^{2}}{L^{2}} H\left(D_{\alpha}^{k+2} \theta\right)+D_{\alpha}^{k-1} f
$$

Hence the second term of (4.6) can be written as

$$
\begin{equation*}
-\frac{1}{\mathrm{We}} \frac{2 \pi^{2}}{L^{2}} \int\left(D_{\alpha}^{k} \delta\right) H\left(H\left(D_{\alpha}^{k+2} \theta\right) \theta_{\alpha}\right) d \alpha-\int\left(D_{\alpha}^{k} \delta\right) \Lambda\left(\left(D_{\alpha}^{k-2} f\right) \theta_{\alpha}\right) d \alpha . \tag{4.7}
\end{equation*}
$$

By a simple integration by parts, the first term of (4.7) cancels with the third term of (4.4) modulo low-order terms. The second term of (4.7) can easily be controlled by the energy.

Finally, let us explain how we can control the fourth term of (4.4). Using that

$$
\|\phi\|_{k+1} \leq C\left(\|\theta\|_{k},\|\delta\|_{k+1 / 2}\right)\|\theta\|_{k+1}
$$

we deduce that the fourth term of (4.4) can be controlled by the energy. This ends the proof of the proposition.

Remark 4.2. The condition (1.2) with $a$ replaced by $\varepsilon a$ holds on some time interval that is uniform in We since the energy controls $\partial_{t} z$ (and its spatial derivatives) in the sup norm.

Remark 4.3. If we take $\mathrm{We} \leq \mathrm{We}_{0}$, then the energy introduced in (4.1) can also be used to yield existence for the water wave with surface tension (2.38) by using the fact that $\theta^{\text {We }}$ is uniformly bounded in $H^{s+1}$.

### 4.2 Convergence Proof

From the uniform bounds we have proven in the last section, there exists a family of solutions $\left(\delta^{\mathrm{We}}, \theta^{\mathrm{We}}\right)$ of $(2.38)$ that is bounded in $C_{\mathrm{loc}}\left(\left[0, T^{*}\right) ; H^{s+1 / 2} \times H^{s}\right)$. We can then extract a subsequence that converges weakly to some $(\delta, \theta)$ and by a very standard compactness argument we can prove that $(\delta, \theta)$ is a solution of the water wave without surface tension (2.35). We only point out that to get compactness in time, we have to use that $\left(\delta_{t}^{\mathrm{We}}, \theta_{t}^{\mathrm{We}}\right)$ are bounded in $C_{\mathrm{loc}}\left(\left[0, T^{*}\right) ; H^{s-2} \times\right.$ $H^{s-1}$ ) by using the evolution equations.

Hence, we deduce that for all $s^{\prime}<s$ as $\mathrm{We} \rightarrow \infty,\left(\delta^{\mathrm{We}}, \theta^{\mathrm{We}}\right)$ converges to $(\delta, \theta)$ in $C_{\mathrm{loc}}\left(\left[0, T^{*}\right) ; H^{s^{\prime}+1 / 2} \times H^{s^{\prime}}\right)$.

## Appendix A: Basic Estimates

In this section, we provide details of several estimates used in earlier sections. Much of what we state here is proven in more detail in [1] and [2]. In the following lemmas, if the range of possible values of $s$ is not specified, it is understood that $s$ is taken to be large enough ( $s \geq 6$ is always sufficient).

Lemma A. 1 If $\theta \in H^{s}$, then $z \in H^{s+1}$, with the estimate $\|z\|_{s+1} \leq C|L|\left(1+\|\theta\|_{s}\right)$.
Proof: This follows from the relationship $\left(x_{\alpha}, y_{\alpha}\right)=\frac{L}{2 \pi}(\cos (\theta), \sin (\theta))$ and a standard composition estimate. Note that $C$ can depend on $|\theta|_{\infty}$.
Corollary A. 2 If $\theta \in H^{s}$, the vectors $\hat{\mathbf{t}}$ and $\hat{\mathbf{n}}$ are in $H^{s}$.
Proof: This follows from the relationship $\hat{\mathbf{t}}=(\cos (\theta), \sin (\theta))$ and the fact that $\hat{\mathbf{n}}$ and $\hat{\mathbf{t}}$ have the same regularity.

We next give a lemma that tells us that $\gamma$ has the same regularity as $\theta$. Recall that our energy functional in Section 3 only included estimates for $s-1$ derivatives of $\gamma$. Since we estimated $\theta$ in $H^{s}$, this lemma gives a gain of one derivative for $\gamma$.
Lemma A. 3 If $\delta \in H^{s+1 / 2}, \theta \in H^{s}$, and $\gamma \in H^{s-1}$, then $\gamma \in H^{s}$.
Proof: The definition of $\delta$ is $\delta=\frac{\pi}{L} \gamma-(T-\mathbf{W} \cdot \hat{\mathbf{t}})$. Solving this for $\gamma$ and differentiating, we get

$$
\begin{equation*}
\gamma_{\alpha}=\frac{L}{\pi}\left(\delta_{\alpha}+\frac{L_{t}}{2 \pi}-\mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}\right) . \tag{A.1}
\end{equation*}
$$

Using the representation $\mathbf{W}_{\alpha} \cdot \hat{\mathbf{t}}=-\frac{\pi}{L} H\left(\gamma \theta_{\alpha}\right)+\mathbf{m} \cdot \hat{\mathbf{t}}$, we see that everything on the left side of (A.1) can be estimated in $H^{s-1}$. (See Lemma A. 8 for an estimate for $\mathbf{m}$.)

In Section 3, we needed to provide an estimate for $c_{\alpha}$. This required estimating both $\mathbf{W}_{t} \cdot \hat{\mathbf{t}}$ and $\mathbf{W}_{\alpha t} \cdot \hat{\mathbf{n}}$. To make these estimates, we first need to provide estimates for $\gamma_{t}$. To this end, first notice that (2.16) is actually an integral equation for $\gamma_{t}$ because of the presence of $\mathbf{W}_{t} \cdot \hat{\mathbf{t}}$ on the right-hand side. It was demonstrated in [3] that this integral equation is solvable; discussion of this can be found in [5] and [1].
Lemma A. 4 If $\theta \in H^{s}, \delta \in H^{s+1 / 2}$, and $\gamma \in H^{s-1}$, then $\gamma_{t} \in H^{s-1}$ in the case without surface tension. In the case with surface tension, $\gamma_{t} \in H^{s-1}$ if we also have $\theta \in H^{s+1}$.

Proof: We first write (2.16) as $\gamma_{t}=\mathcal{J} \gamma_{t}+\tau$, where $\mathcal{J}$ is the integral operator given by

$$
\mathcal{J}[z] f(\alpha)=-\operatorname{PV} \int f\left(\alpha^{\prime}\right) \operatorname{Re}\left(i z_{\alpha}(\alpha) \cot \frac{1}{2}\left(z(\alpha)-z\left(\alpha^{\prime}\right)\right)\right) d \alpha^{\prime}
$$

The theorem proven in [3] says that the operator $(I-\mathcal{J})^{-1}$ is bounded from $H^{0}$ to $H^{0}$. We have taken $s$ large enough to guarantee that $\tau \in H^{0}$, which implies $\gamma_{t} \in$ $H^{0}$. Then, as in the proof of lemma 6.2 in [2], we can examine the integral operator to conclude that $\mathcal{J} \gamma_{t}$ has the same regularity as $z_{\alpha}$. Thus, $\mathcal{J} \gamma_{t}$ is in $H^{s}$. Examining $\tau$, we see that it has the same regularity as $\gamma_{\alpha}$ in the case without surface tension. Using the previous lemma, we see that $\gamma_{\alpha}$ is in $H^{s-1}$. In the case with surface tension, $\tau$ has the regularity of $\theta_{\alpha \alpha}$, which is also in $H^{s-1}$. Thus, we conclude that $\gamma_{t}$ is in $H^{s-1}$.
LEMMA A. 5 If $\theta \in H^{s}, \delta \in H^{s+1 / 2}$, and $\gamma \in H^{s-1}$, then $\mathbf{W}_{t} \cdot \hat{\mathbf{t}} \in H^{s-1}$ in the case without surface tension. With surface tension, $\mathbf{W}_{t} \cdot \hat{\mathbf{t}} \in H^{s-1}$ if we also have that $\theta \in H^{s+1}$.
Remark. This is immediate from the definition of $\mathbf{W}$ and the previous lemma.
Our final goal in this appendix is to provide estimates for the operator $\mathcal{K}$ and for the commutator of the Hilbert transform and multiplication by a smooth function. These are both integral operators, and they were defined in (2.6) and (2.7). The kernels of both of these operators involve divided differences; for $\mathcal{K}$, the kernel is $q_{2} / q_{1}$, where

$$
\begin{aligned}
q_{1}\left(\alpha, \alpha^{\prime}\right) & =\frac{z(\alpha)-z\left(\alpha^{\prime}\right)}{\alpha-\alpha^{\prime}}=\int_{0}^{1} z_{\alpha}\left(t \alpha+(1-t) \alpha^{\prime}\right) d t \\
q_{2}\left(\alpha, \alpha^{\prime}\right) & =\frac{z(\alpha)-z\left(\alpha^{\prime}\right)-z_{\alpha}(\alpha)\left(\alpha-\alpha^{\prime}\right)}{\left(\alpha-\alpha^{\prime}\right)^{2}} \\
& =\int_{0}^{1}(t-1) z_{\alpha \alpha}\left((1-t) \alpha+t \alpha^{\prime}\right) d t
\end{aligned}
$$

The proof of Lemma A. 6 makes use of this representation of the kernel. Similarly, the kernel in (2.7) is a divided difference for $f$, and the proof of Lemma A. 7 makes use of the corresponding representation. We omit these proofs.
Lemma A. 6 Let $s$ be an integer such that $s \geq 2$. If $z \in H^{s}$, then $\mathcal{K}[z]$ : $H^{1} \rightarrow H^{s-1}$, and, in particular, there is a positive function $C_{1}$ such that

$$
\|\mathcal{K}[z] f\|_{s-1} \leq C_{1}\left(\|z\|_{s-1}\right)\|f\|_{1}\|z\|_{s}
$$

Similarly, $\mathcal{K}[z]: H^{0} \rightarrow H^{s-2}$ and $\|\mathcal{K}[z] f\|_{s-2} \leq C_{2}\left(\|z\|_{s-1}\right)\|f\|_{0}\|z\|_{s}$.
LEMMA A. 7 For $s \geq 3$ and $g \in H^{s}$, the operator $[H, g]$ is bounded from $H^{s-2}$ to $H^{s}$. For $s \geq 4$ and $g \in H^{s-1 / 2},[H, g]$ is bounded from $H^{s-2}$ to $H^{s-1 / 2}$. For $i=0$ or $i=-\frac{1}{2}$, we have the estimates $\|[H, g] f\|_{s+i} \leq C\|f\|_{s-2}\|g\|_{s+i}$.

By the definition of $\mathbf{m}$ (see (2.9)) and the above lemmas on the regularity of the associated operators, we have the following lemma:
LEMMA A. 8 For $s \geq 4$, if $\theta \in H^{s}$ and $\gamma \in H^{s-1}$, then $\mathbf{m} \in H^{s}$. Moreover,

$$
\|m\|_{s} \leq C\left(\|\gamma\|_{s-1},\|\theta\|_{s-1}\right)\|\theta\|_{s}
$$

## Appendix B: Details of the Formulation

In this appendix, we derive the evolution equation (2.15) for $\gamma$ from the Euler equations with the appropriate boundary conditions. The main tools used are Bernoulli's equations of motion for potential flow and the Laplace-Young jump condition for the pressure. Our derivation is a generalization of that found in [3]; a version also appears in the appendix of [1]. We give a derivation for an Atwood number that is not necessarily equal to 1 . We will take an upper fluid of density $\rho_{2}$ and a lower fluid of density $\rho_{1}$.

Since the flow is both irrotational and incompressible, there exist both a velocity potential $\phi$ and a stream function $\psi$. That is, the fluid velocity $(u, v)$ is equal to both $\left(\phi_{x}, \phi_{y}\right)$ and $\left(\psi_{y},-\psi_{x}\right)$. If we let $\Phi=\phi+i \psi$ be the complex potential, then the complex velocity is given by

$$
u-i v=\left(\frac{d \Phi}{d z}\right)^{*}=\left(\frac{\Phi_{\alpha}}{z_{\alpha}}\right)^{*}
$$

For $z$ away from the interface, we have a double-layer potential representation of $\Phi$. We give the name $\mu$ to the dipole strength associated with this double-layer potential. This gives the formula

$$
\Phi(z)=\frac{1}{4 \pi i} \int \mu(\alpha) z_{\alpha}(\alpha) \cot \left(\frac{1}{2}(z-z(\alpha))\right) d \alpha
$$

The vortex sheet strength is $\gamma=\mu_{\alpha}$.
For irrotational flow the Euler equation reads $\nabla \phi_{t}+\nabla \phi \cdot \nabla(\nabla \phi)=-\frac{1}{\rho} \nabla p-$ $(0, g)$. Hence, in Eulerian coordinates, Bernoulli's equation is $\phi_{t}+\frac{1}{2}|\nabla \phi|^{2}+\frac{p}{\rho}+$ $g y=0$. More generally, if we follow a particle of coordinates $(x, y)$, we have

$$
\begin{equation*}
\frac{d \phi_{i}}{d t}-\nabla \phi_{i} \cdot\left(x_{t}, y_{t}\right)+\frac{1}{2}\left|\nabla \phi_{i}\right|^{2}+\frac{p_{i}}{\rho_{i}}+g y=0 \tag{B.1}
\end{equation*}
$$

The limiting values of the velocity from below and above the interface can be found by the Plemelj formulae (see [11]):

$$
\begin{equation*}
\nabla \phi_{1}=\mathbf{W}+\frac{\gamma}{2 s_{\alpha}} \hat{\mathbf{t}}, \quad \nabla \phi_{2}=\mathbf{W}-\frac{\gamma}{2 s_{\alpha}} \hat{\mathbf{t}} \tag{B.2}
\end{equation*}
$$

Also, for $(x, y)$ on the interface, we write $\left(x_{t}, y_{t}\right)=\mathbf{W}+(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \hat{\mathbf{t}}$. The LaplaceYoung condition for the pressure jump at the interface is

$$
\begin{equation*}
p_{2}-p_{1}=S \kappa=S \frac{\theta_{\alpha}}{s_{\alpha}} \tag{B.3}
\end{equation*}
$$

where $S$ is the coefficient of surface tension and $\kappa$ is the curvature.
Subtracting (B.1) for $i=2$ from (B.1) for $i=1$, we have (since the stream function is continuous across the interface but the potential is discontinuous)

$$
\begin{equation*}
\frac{\partial \mu}{\partial t}-\frac{\gamma}{s_{\alpha}}(T-\mathbf{W} \cdot \hat{\mathbf{t}})+\frac{p_{1}}{\rho_{1}}-\frac{p_{2}}{\rho_{2}}=0 \tag{B.4}
\end{equation*}
$$

If we instead add the same equations, we get
(B.5) $2 \operatorname{Re}\left(\frac{\partial \Phi}{\partial t}\right)-\mathbf{W} \cdot \mathbf{W}-2(\mathbf{W} \cdot \hat{\mathbf{t}})(T-\mathbf{W} \cdot \hat{\mathbf{t}})+\frac{\gamma^{2}}{4 s_{\alpha}^{2}}+\frac{p_{1}}{\rho_{1}}+\frac{p_{2}}{\rho_{2}}+2 g y=0$.

We solve (B.4) and (B.5) for $p_{1}$ and $p_{2}$, and subtract. We substitute (B.3) for the pressure difference. The result is

$$
\begin{align*}
& \frac{\partial \mu}{\partial t}=\frac{2 S \kappa}{\rho_{1}+\rho_{2}}+\frac{\gamma}{s_{\alpha}}(T-\mathbf{W} \cdot \hat{\mathbf{t}}) \\
&- \frac{\rho_{1}-\rho_{2}}{\rho_{1}+\rho_{2}}  \tag{B.6}\\
&\left(2 \operatorname{Re}\left(\frac{\partial \Phi}{\partial t}\right)\right. \\
&\left.-\mathbf{W} \cdot \mathbf{W}-2(\mathbf{W} \cdot \hat{\mathbf{t}})(T-\mathbf{W} \cdot \hat{\mathbf{t}})+\frac{\gamma^{2}}{4 s_{\alpha}^{2}}+2 g y\right) .
\end{align*}
$$

Differentiating (B.6) with respect to $\alpha$, denoting $\mathrm{At}=\frac{\rho_{1}-\rho_{2}}{\rho_{1}+\rho_{2}}$ and $\mathrm{We}=\frac{\rho_{1}+\rho_{2}}{2 S}$ and simplifying yields equation (2.15) (for the water wave, At $=1$, and in the formulation used in this paper, $\left.s_{\alpha}=L / 2 \pi\right)$.
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