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Abstract

The goal of this paper is to present exact formulae for
the throughput of IEEE 802.11 networks in the absence of
transmission errors and for various physical layers, data
rates and packet sizes. Calculation of the throughput is
more than a simple exercise. It is a mandatory part of provi-
sioning any system based on 802.11 technology (whether in
ad-hoc or infrastructure mode). We will discuss the prac-
tical importance of theoretical maximum throughput and
present several applications.

1. Introduction

IEEE 802.11 networks are currently the most popular
wireless local area network (WLAN) products on the mar-
ket. The technology has matured, the prices have come
down significantly in the past couple of years and the prod-
ucts fulfill clear needs of many classes of consumers.

End consumers use IEEE 802.11 products for mo-
bile networking both in the residential and business mar-
kets, enjoying untethered Internet access. Internet Service
Providers, realizing the significant cost savings that wireless
links offer when compared to classical access techniques
(cable and xDSL), embraced the technology as an alterna-
tive for providing last mile broadband Internet access. Var-
ious companies are using IEEE 802.11 off-the-shelf prod-
ucts to provide wireless data access to devices without a
need for special cabling, e.g. remote surveillance cameras,
cordless speakers, etc. WLANs make it possible to network
historical buildings where it is impossible or impractical to
use cables. Researchers in ad-hoc networking are finally
offered a high data rate, reliable, low cost implementation
radio interface for their testbeds.

One of the most common misconceptions about 802.11b
is that the throughput is 11 Mbps. However, the 11 Mbps so
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hugely advertised on all IEEE 802.11b products only refers
to the radio data rate (of only a part) of the packets. The
throughput offered to a user of IEEE 802.11 technology is
significantly different. For example with no transmission
errors and 1460 byte sized packets, the throughput of an
“1 Mbps” system is just 6.1 Mbps. The efficiency is sig-
nificantly lower for smaller packet sizes. The efficiency
of IEEE 802.11 is in sharp contrast to wired technologies
where, for example, a 10 Mbps Ethernet (802.3) link offers
the users almost 10 Mbps.

The main contribution of this paper is the exact calcu-
lation of the theoretical maximum throughput for 802.11
networks, for a variety of technologies (802.11, 802.11b,
802.11a) and data rates. All of the information for the cal-
culation of these data rates is available in the IEEE stan-
dards [1-3]. However, actually doing it is a laborious pro-
cedure requiring data gathering from various standards and
a thorough understanding of the mechanisms presented in
the standard. By publishing the calculations in this paper,
we hope to spare other research teams and system design-
ers the tedium of wading through the standards to determine
the theoretical maximum throughput. Referenced publica-
tions [4-8], concentrate on the analysis of contention win-
dow sizes and qualitative performance of the IEEE 802.11
standard.

To emphasize the importance of the theoretical max-
imum throughput, we will present several applications
which require knowledge of the maximum throughput if
they are to be designed correctly. The most common use
of 802.11 technology is for LAN data access, and correctly
provisioning such a network implies more than just provid-
ing adequate coverage. The theoretical maximum through-
put can be used to facilitate optimal network provisioning,
both for data as well as multimedia applications. In the case
of ad-hoc networks, it turns out to be a primary factor influ-
encing topological distribution of nodes.
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2 Assumptions

We define the upper limit of the throughput that can be
achieved in an IEEE 802.11 network as its theoretical max-
imum throughput (TMT). Since the 802.11 standard cov-
ers the medium access control (MAC) and physical layer in
terms of the OSI reference model [9], we are interested in
the actual throughput provided by the MAC layer. There-
fore, the TMT of 802.11 can also be defined as the maxi-
mum amount of MAC layer service data units (SDUs) that
can be transmitted in a time unit. A typical encapsulation
between application layer and 802.11 is transmission con-
trol protocol (TCP) or user datagram protocol (UDP) over
the Internet protocol (IP), over logical link control (LLC).
The higher the layer, the lower the maximum throughput of
that layer, as overhead accumulates at each layer. Also, the
maximum throughput at the application layer can be limited
by TCP dynamics as well as overhead due to protocol head-
ers. The effect of TCP dynamics on the maximum through-
put is out of the range of this paper. Maximum throughput
observed by an application is described by the following
equation when no fragmentation is involved in the lower
layers:

B
a+ 0

TMTapp = x TMTgp2.11 (bps) (D

where,

TMTapp is the TMT of the application layer,

« is the total overhead above MAC layer,

0 is the application datagram size and

T MTgp2.11 is the TMT of 802.11 MAC layer.
In the rest of this paper the term T'MT refers to the TMT
of the 802.11 MAC layer (I'MTg02.11), unless explicitly
mentioned to the contrary.

TMT is defined under the following assumptions:

e Bit error rate (BER) is zero.
e There are no losses due to collisions.
e Point coordination function (PCF) mode is not used.

e No packet loss occurs due to buffer overflow at the re-
ceiving node.

e Sending node always has sufficient packets to send.
e The MAC layer does not use fragmentation.

e Management frames such as beacon and association
frames are not considered.

v

v

Figure 1. TMT classification based on differ-
ent MAC and PHY schemes and basic data
rates

3 C(lassification

TMT calculation is classified based on different MAC
schemes, spread spectrum technologies and basic data rates.
This classification is required because the standard spec-
ifies different values for inter-frame spacing (IFS), mini-
mum contention window size (C'W,;,), etc. These param-
eters substantially affect the calculation of TMT. Although
802.11 provides a standard for infrared (IR) medium, we
consider only the radio frequency (RF) medium because IR
implementations are so unpopular.

With respect to the MAC schemes, two different sets of
TMTs are calculated - one for CSMA/CA and the other for
RTS/CTS. Within those two sets, calculations are grouped
based on different spread spectrum technologies - frequency
hopping spread spectrum (FHSS), direct sequence spread
spectrum (DSSS), high-rate DSSS (HR-DSSS) and orthog-
onal frequency division multiplexing(OFDM). Finally, the
TMT of 802.11 and 802.11b is calculated for different ba-
sic data rates - 1 Mbps, 2 Mbps, 5.5 Mbps and 11 Mbps.
For 802.11a, mandatory data rates of 6 Mbps, 12 Mbps, 24
Mbps and the highest data rate of 54 Mbps are used. All of
the overheads associated at each sublayer (MAC sublayer,
physical layer convergence protocol (PLCP) sublayer and
physical medium dependent (PMD) sublayer) are consid-
ered. Fig. 1 illustrates the classification of the presented
TMT calculations.

In terms of the OSI reference model [9], IEEE 802.11
covers the MAC and PHY layers. The PHY layer is again
divided into a PLCP sublayer and a PMD sublayer. A proto-
col data unit (PDU) at each layer is defined as the length of
the transmission unit at that layer including the overhead.
A service data unit (SDU) is defined as the length of the
payload that a particular layer provides to the layer above.
Therefore, when a higher layer pushes a user packet down
to the MAC layer as a MAC SDU (MSDU), overheads oc-
cur at each intermediate layer. Fig. 2 shows the type of
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Figure 2. Overhead at different sublayers of
IEEE 802.11

overheads added at different sublayers when an MSDU is
transmitted through an 802.11 interface. At the MAC layer,
the MAC layer header and trailer (FCS) are added before
and after the MSDU, respectively, and form a MAC PDU
(MPDU). Similarly, the PLCP preamble and PLCP header
are attached to the MPDU at the PLCP sublayer. Different
IFSs are added depending on the type of MPDU. The time
consumed by 802.11’s backoff scheme cannot be neglected.
We will consider the IFS and the backoff duration as over-
head at the PMD layer.

4 Calculation of the TMT

In order to calculate the TMT, we first convert all of the
overheads at each sublayer into a common unit - time. To
obtain the maximum throughput, we will divide the MAC
SDU by the time it takes to transmit it:

MSDU size

TMT =
Delay per MSDU

2

The data rate is not always the same even within the same
PLCP PDU. The data rate of a MAC PDU is determined by
its type. Control frames such as RTS, CTS, and ACK are
always transmitted at 1 Mbps for backward compatibility.
When FHSS is used, the number of PLCP frame bits may
increase because of DC-bias suppression scheme. Fig. 3 il-
lustrates how data packets are transmitted. The same pattern
will be repeated with a specific cycle when back-to-back
traffic is offered at the transmitting node. The timing dia-
gram is different for CSMA/CA and RTS/CTS. The exact
duration of each block varies for different spread spectrum
technologies and basic data rates.

The duration of each delay component was determined
from the standards [1-3]. All delay components vary with
the spread spectrum technology but not with the data rate.
The transmission time of an MPDU depends on its size and
data rate. The contention window size (C'W') does not in-
crease exponentially since there are no collisions. Thus,
CW is always equal to the minimum contention window
size (CW,,ir), which varies with different spread spectrum

CSMA/CA

Pk AR S A ]
| I BO | DATA
i ows | Bo |IDATA | sis [ack| prs | Bo | e

time

Repeated cycle of RTS/CTS

Figure 3. Timing diagram for CSMA/CA and
RTS/CTS

technologies. The backoff time is selected randomly fol-
lowing a uniform distribution from (0, CW,,;,,) giving the
expected value of CW,,,;, /2. Table 1 lists the constant and
varying delay components.

The total delay per MSDU is calculated as a summation
of all the delay components in Table 1 as follows:

Delay per MSDU = (Tprrs + Tsirs + Tpo + Trrs
+ Ters +Tack + Tpara) x 107%s. 3)

The total delay per MSDU is simplified to a function of
the MSDU size in bytes, x as:

Delay per MSDU (z) = (axz +b) x 107%s.  (4)

We can get the TMT simply by dividing the number of
bits in MSDU (8x) by the total delay (4). Table 2 shows
parameters a and b for the TMT formula:

8x
r+b

When the MSDU size tends to infinity, the TMT is
bounded by:

x 10° bps. 5)

TMT(x) = ~

lim TMT(z) = 8 & 108 bps. (6)
T —00 a

Also, as the data rate tends to infinity, parameter a in (4)
tends to zero:

8
lim TMT(z) = b—gf x 106 bps, )

a—0,b—b’

where V' is the sum of all the delay components that are not
affected by the data rate. Existence of such a limit is shown
by Xiao et al. [4].

The use of the parameters a and b in the calculation of the
TMT for OFDM technology is based on the assumption that
the total delay per MSDU is continuous. In fact, the delay is
not continuous due to the ceiling operation in the formulae.
However, the approximation error due to this operation is
relatively small - less than 2% in the worst case.
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Table 1. Delay components for different MAC schemes and spread spectrum technologies

| Scheme ‘ Constant and varying delay components (10~ %s) ‘

Tpirs | Tsirs | Tpo | Trrs | Tors | Tack | Tpara (M SDU in bytes)

CSMA/CA

FHSS-1 128 28 375 N/A N/A 240 128 +33/32 x 8 x (34 + MSDU)/1

FHSS-2 128 28 375 N/A N/A 240 128 +33/32 x 8 x (34 + MSDU)/2

DSSS-1 50 10 310 N/A N/A 304 1924+ 8 x (34 + MSDU)/1

DSSS-2 50 10 310 N/A N/A 304 19248 x (34 + MSDU)/2

HR-5.5 50 10 310 N/A N/A 304 192 +8 x (34 4+ MSDU)/5.5

HR-11 50 10 310 N/A N/A 304 1924+ 8 x (34 + MSDU)/11

OFDM-6 34 9 67.5 N/A N/A 447 20+4 x [(164+6+8 x (34 + MSDU))/24]

OFDM-12 34 9 67.5 N/A N/A 322 20+4 x [(16+6+8 % (34+ MSDU))/38]

OFDM-24 34 9 67.5 N/A N/A 282 20+4x [(164+6+8 % (34+ MSDU))/96]

OFDM-54 34 9 67.5 N/A N/A 247 20+4x [(16+64+8 % (34+ MSDU))/216]

RTS/CTS

FHSS-1 128 28 x 3 | 375 288 240 240 128 +33/32 x 8 X (34 + MSDU)/1

FHSS-2 128 28 x 3 | 375 288 240 240 128 +33/32 x 8 x (34 + MSDU)/2

DSSS-1 50 10x 3 | 310 352 304 304 19248 x (34 + MSDU)/1

DSSS-2 50 10x 3 | 310 352 304 304 192 +8 x (34 4+ MSDU)/2

HR-5.5 50 10x 3 | 310 352 304 304 1924+ 8 x (34 + MSDU) /5.5

HR-11 50 |10x3 | 310 | 352 | 304 | 304 | 192+8x (34+ MSDU)/11

OFDM-6 34 9x3 | 67.5 52! 447 447 20+4 x [(164+6+8 % (34+ MSDU))/24]

OFDM-12 34 9x3 | 675 | 36' 32? 322 | 20+4x [(16+6+8 x (34 + MSDU))/38]

OFDM-24 34 9x3 | 675 | 28 287 28" [ 2044 x [(16 + 6 + 8 x (34 + MSDU))/96]

OFDM-54 34 9x3 | 675 24! 247 247 20+4 x [(164+6+8 x (34 4+ MSDU))/216]

5 Analysis

In this section we will analyze the behavior of the TMT
and spectral efficiency both for single and multiple trans-
mitter systems.

5.1. Analysis of TMT

Using (5), we plotted TMT curves for different MAC
schemes. Fig. 4 and Fig. 5 depict the variation of TMT
as a function of MSDU for the CSMA/CA and RTS/CTS,
respectively. In each figure a comparison of different data
rate and spread spectrum technologies is presented. Since
the TMT difference between FHSS and DSSS is negligible,
both 1 Mbps and 2 Mbps curves are marked by only one la-
bel regardless of the spread spectrum technology. The fig-
ures show the curve for an MSDU size up to 4095 bytes
because the 802.11, 802.11b and 802.11a standards spec-
ify that maximum MSDU size is 4095 bytes for FHSS and
HR-DSSS, and 8191 bytes for DSSS.

I Thrs = 20+4x [%] =52,36,28 & 24 foreach Npgpg

2Tors = 20+4% [%1 =44,32,28 & 24 foreach Npgps

where Npppg is 24, 48, 96 and 216 for OFDM-6, OFDM-12,
OFDM-24 and OFDM-54, respectively. Also note that Tcrs = Tac k-

Fig. 4 and Fig. 5 show that TMT is quite low compared
to the basic data rate. When basic data rate is 11 Mbps,
MSDU is 1500 bytes and RTS/CTS scheme is used, TMT
is 4.52 Mbps. TMT is higher for CSMA/CA due to fewer
control frames, and still only 6.06 Mbps (for 1500 byte MS-
DUs). Therefore, it is almost impossible to see throughputs
of over 6.1 Mbps in real deployments where IP packets car-
rying TCP segments over 1500 bytes are not common. Fur-
thermore, the slope of the curves shows that the higher the
basic data rate is, the more sensitive TMT is to MSDU size.
In other words, performance will be substantially degraded
when small-sized data packets are transmitted especially for
high data rates. Fig. 4 and Fig. 5 show that the TMT
of higher data rates saturates much later than the TMT of
lower data rates.

The TMT comparison of 802.11a OFDM and 802.11b
HR-DSSS is presented in Fig. 6 and Fig. 7 for CSMA/CA
and RTS/CTS, respectively. In order to get a clear com-
parison, the curves are plotted for only the mandatory data
rates and the maximum data rate of 802.11a along with the
curve for 11 Mbps of 802.11b. TMT close to 6 Mbps can be
achieved in 802.11a when the data rate is 6 Mbps. 802.11a
saturates earlier than 802.11b because of smaller inter frame
spacing and time slot duration.
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Table 2. TMT parameters for different MAC
schemes and spread spectrum technologies

Scheme Data Rate | a | b
CSMA/CA
FHSS 1 Mbps 8.25 1179.5
2 Mbps 4.125 1039.25
DSSS 1 Mbps 8 1138
2 Mbps 4 1002
HR-DSSS | 5.5 Mbps | 1.45455 | 915.45
11 Mbps 0.72727 | 890.73
OFDM 6 Mbps 1.33333 | 223.5
12 Mbps 0.66667 | 187
24 Mbps 0.33333 | 170.75
54 Mbps 0.14815 | 159.94
RTS/CTS
FHSS 1 Mbps 8.25 1763.5
2 Mbps 4.125 1623.25
DSSS 1 Mbps 8 1814
2 Mbps 4 1678
HR-DSSS | 5.5 Mbps | 1.45455 | 1591.45
11 Mbps 0.72727 | 1566.73
OFDM 6 Mbps 1.33333 | 337.5
12 Mbps 0.66667 | 273
24 Mbps 0.33333 | 244.75
54 Mbps 0.14815 | 225.94

TMT (Mbps)

/

/,

11Mbps (HR-DSSS)

5.5Mbps (HR-DSSS)

2Mbps(FHSS, DSSS)

1Mbps (FHSS, DSSS)

0

Figure 4. TMT curve for CSMA/CA - FHSS,
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Fig. 8 and Fig. 9 show the bandwidth efficiency for wll/ -/
CSMA/CA and RTS/CTS, respectively. From the formula, ol /

bandwidth efficiency is inversely proportional to basic data / ‘ ‘ ‘ ‘ ‘ ‘ ‘ :
rate. Bandwidth efficiency is only 41% when the data rate 0 S0 1000 iS00 2000 20 G000 300 4000 4500
is 11 Mbps and RTS/CTS is used, and it is 55% when

CSMA/CA is used. In the bandwidth curves, we can ob-
serve the saturation tendency more clear than in the TMT
curve. It is also evident that bandwidth efficiency increases
as MSDU size is increased.

The bandwidth efficiency comparison of 802.11a OFDM

Figure 10. Bandwidth efficiency curve for
CSMA/CA - 11 Mbps HR-DSSS, OFDM

100

and 802.11b HR-DSSS is presented in Fig. 10 and Fig. 11 “I 6Mbps(OFDM)
for CSMA/CA and RTS/CTS, respectively. The higher data sof 12Mbps (OFDM)
rates are compared in a separate figure and low data rates - 24Mbps (OFDM)

such as 1 Mbps and 2 Mbps with FHSS and DSSS are not

54Mbps (OFDM)

included. CSMA/CA performs better than RTS/CTS be-
cause of less control frames. For the same MAC scheme,
802.11a outperforms 802.11b in terms of bandwidth effi-
ciency. sof

20|
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6 Applications

In this section we discuss the practical utility of the TMT
calculations and present an application that uses these val-
ues to measure the bandwidth utilization at any given point
(on a particular channel) in an 802.11 network.

Figure 11. Bandwidth efficiency curve for
RTS/CTS - 11 Mbps HR-DSSS, OFDM
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6.1. Importance of TMT

TMT is important to researchers as well as system de-
signers. It is a strict barrier that cannot be overcome by any
means while remaining standard-compliant. It is a numeri-
cal upper bound on the throughput given the MAC scheme,
spread spectrum technology, basic data rate and packet size.
It can be used to derive any one of the parameters that de-
scribe the performance of a network (maximum allowable
MSDU size, delay, throughput or number of users) given
the others.

TMT can be used in call admission and control proce-
dures for QoS schemes to determine accurate upper bounds
on available bandwidth. For instance, consider ARME [10]
and DIME [11] - protocols that aim to provide through-
put guarantees in a wireless LAN based on the Differenti-
ated Services architecture. A node running these protocols
would require the knowledge of current link utilization and
the maximum throughput that can be achieved at any given
point in order to perform accurate statistical bandwidth al-
location.

The knowledge of the bandwidth efficiency curves
(Figs. 8-10) enables an application protocol designer to ob-
serve the effects of a trade off between the size of the data
unit passed to the MAC layer and the delay in generating
the data unit on the bandwidth efficiency. This is especially
useful to minimize jitter in multimedia applications.

As demonstrated in [12], TMT is vital in the estimation
of the maximum number of voice channels that can be ac-
commodated in a wireless LAN. Voice and video applica-
tions can use TMT to calculate the optimum MSDU size to
maximize throughput and, hence, determine the amount of
buffering required for a communication link. TMT formu-
lae can be used to validate and check the sanity of network
simulators that model 802.11 protocols.

One of the most important aspects of designing the lay-
out of a wireless LAN is provisioning. Extensive traffic
modeling and workload analysis have to be carried out to
correctly estimate the infrastructure needs of any given lo-
cation. Over-provisioning in a wireless LAN is just as dam-
aging as under-provisioning as noted in the comprehensive
study done on a campus-wide wireless network at Dart-
mouth [13] and also in [14]. They observed that unnec-
essary handoffs between access points that are placed too
close to each other result in considerably lower throughput.
Also, it is straightforward to see that when we consider a
network where each node is within the transmission range
of every other node, the sum of the throughputs achieved by
all the nodes in the network cannot exceed the TMT of the
network. Thus, the ability to accurately measure the link
utilization at various locations in order to perform provi-
sioning is extremely useful. We have implemented an ap-
plication called WeNoM (Wireless Network Monitor) that

Link utilization (%)
o
S
T

. . . . .
0 500 1000 1500 2000 2500 3000
Time (s)

Figure 12. Bandwidth utilization at MobiCom
2002

does exactly that.
6.2. Wireless Network Monitor - WeNoM

WeNoM was implemented on a Redhat Linux system us-
ing the libpcap library from the tcpdump project [15]. It was
later ported to an Intel StrongArm based HP iPAQ running
Familiar Linux so that it could be used as a handy mobile
network monitor. The source code and documentation for
the application is available [16].

The principle behind the application is to use the val-
ues presented in Table 2 to calculate the actual transmission
time of an 802.11 frame given the length of the frame and
the rate at which it was transmitted. WeNoM passively lis-
tens to the traffic in the network on a single channel and
gathers from each frame the transmission rate, length of the
MSDU and the time at which it was received. Using this
data and the appropriate constants from Table 2 in (4) (Sec-
tion 4) for the transmission time, an accurate estimate for
the time taken to transmit each frame is obtained. The ra-
tio of the transmission time to the inter-arrival time between
frames gives the instantaneous link utilization at the place
of measurement. The sensitivity of the measurements can
be controlled by using either a weighted average of the cu-
mulative and instantaneous utilization values, or a running
average of the utilization for a certain number of consecu-
tive frames.

We used WeNoM to measure the WLAN traffic at the
MobiCom 2002 conference at Atlanta for a period of about
40 minutes. Given that there were 2 access points and over
200 users, one would expect the network to be fairly satu-
rated. The plot in Fig. 12, depicts the bandwidth utilization
toward the end of the day. One can observe the link utiliza-
tion decrease as the participants leave the conference.
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7 Conclusion

In this paper we presented the calculation of the theoret-
ical maximum throughput of 802.11 networks. To broaden
the applicability of the results, many physical layer and
MAC layer variations were considered. To illustrate how
to apply the results presented in this paper, we presented an
application which monitors the link utilization of an 802.11
network. We hope that the results of this paper will help re-
searchers and system designers to easily and correctly pro-
vision systems based on IEEE 802.11 technology.
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