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ABSTRACT 

We study the interaction of the electric field gradient (EFG) and the nu­

clear quadrupole moment of ^^Al and nuclei via ab initio quantum 

chemistry calculations. The primary goal is to predict the nuclear magnetic 

resonance (NMR) spectral parameters of interesting materials and assist in 

interpretation of their spectra. The calculations predict NMR spectral pa­

rameters for: 

1. ^^Al nuclei in andalusite, sillimanite and kyanite - three polymorphs 

of Al2Si05 - for assigning NMR signals to crystallographic sites, as 

a zeolite model and studying the effect of structural changes due to 

temperature (25-1000''C); 

2. ^"^N nuclei in tetryl and tetryl mimics to predict transition frequencies 

for the detection of explosives; 

3. ®^Br nuclei in brominated aromatic flame retardants and models to 

assist in spectra interpretation for judging dispersal in high impact 

polystyrene; 

4. ^^Al nuclei in cyclic (N-Al)i molecules for their similarity to the indus­

trially important catalyst methyl-aluminum-oxane. 

The calculations use standard quantum chemistry computer programs. We 

examine single molecules with molecular orbital (MO) theory and full crys-

vii 



tals with full potential linearized augmented plane wave (FP-LAPW) density 

functional theory. We also explore parts of full crystals by using MO theory 

for a small atom cluster and point charges for surrounding atoms. The MO 

calculations employ the restricted Hartree-Fock and the Becke's 3-parameter 

Lee-Yang-Parr hybridized density functional theory methods. We compare 

calculated spectral parameters among the different methods and with litera­

ture values acquired from experiment. The FP-LAPW method best predicts 

the spectral parameters and magnitudes, though it does rely on good quality 

crystal data being available. For MO theory a fairly large basis set of at 

least triple zeta quality with additional polarization and tight functions is 

necessary for accurate spectral parameters, and this method works well for 

single-molecules for which crystal data may not be available. 

Vlll 



CHAPTER 1 

INTRODUCTION 

With this work we aim to advance materials analysis with predictions of 

spectral parameters. We evaluate electric-field-gradient (EFG) calculation 

methods for systems to which these methods have not been applied. It is im­

portant that these methods be carefully evaluated because EFGs are very dif­

ficult properties to calculate — they are extremely sensitive to structure and 

are themselves a stringent test of wavefunction quality. [1] We then predict nu­

clear magnetic resonance (NMR) and nuclear quadrupole resonance (NQR) 

spectral parameters via EFG calculations for systems of current world-wide 

interest. Specifically, predictions of spectral parameters enable highly useful 

materials analysis and imaging techniques. 

Materials analysis and imaging is very important to public and industrial 

sectors involved in detecting specific compounds within materials or within 

the environment — security, infrastructure, health and the environment. The 

application of these techniques is broad, ranging from detecting the presence 

of certain chemical species to evaluating movement or stress changes that 

may occur with time. Imaging methods which are non-invasive, portable 

and flexible are desired. Resonance methods which detect subtle interac­

tions between nuclei and their surroundings possess these highly desirable 



attributes. Examples which can examine quadrupolar nuclei are NMR and 

NQR. [1, 2, 3] Quadrupolar nuclei are present in a wide range of materi­

als including organometallics, zeolites, clays, cements, catalysts, ceramics, 

fire retardants, polymers and flame retardants. In order for these imaging 

methods to be used certain parameters are needed to describe the interac­

tion observed; these parameters dictate the hardware for an instrument, the 

spectral area which the instrument tunes in and are vital to spectral inter­

pretation. It is these parameters which we calculate. 

Faster single processors and parallel computing techniques allow us to 

push calculation methods to give good predictions for application to mate­

rials analysis and imaging. With recent increases in computing power, good 

quality calculations for these parameters are now feasible. Using a single 

central processing unit for a calculation, we can accomplish as much as 8-12 

times more work than we could just five years ago. Because of improvements 

in and application of parallel computing techniques to these faster single 

processors, we are able to accomplish even more work by running a single 

calculation with many single processors. More computer power also means 

that we can test and extend existing methods of calculation; we can now more 

completely describe electronic structure and better estimate many-body ef­

fects or how electron density depends on instantaneous electron positions. 

These computing improvements enable quality predictions for use in materi­

als analysis. 

The applications to materials analysis for the spectral parameters we pre­

dict are interesting. The bromine-containing molecules are flame retardants 

and models. Flame retardants can be found in common products such as 

computer monitor and television cabinet plastic. Because flame retardant 

dispersal within the plastic is unknown an economic application of these 



predictions is to assist in determining and thus improving their dispersal. [4] 

An additional application of predictions for bromine-containing molecules is 

environmental; because certain bromine-containing molecules are suspected 

of contributing to environmental problems such as ozone depletion the pre­

dictions will assist by detecting and distinguishing between them.[5] The 

nitrogen-containing molecules are explosives and models and as a result pa­

rameter predictions for these have environmental and security applications; 

they can assist in detection and thus remediation of explosives from mili­

tary sites and can assist in instrument development such as airport security 

scanners. [6] Some of the aluminum-containing systems are zeolites. The pre­

dictions for these also have environmental applications, such as helping to 

answer the question of how long a toxic waste may stay immobile in a stor­

age cement. The remaining aluminum-containing systems are catalysts and 

models. The predictions for these have economic implications; predictions 

will help elucidate catalytic structure and thus mechanisms for polyolefin 

production. Polyolefins make up plastics in many household products and 

in 1998 2.8 billion pounds of olefins were produced.[7] While the work here 

is specific and detailed it is upon such details that big-picture contributions 

are built. 

1.1 Historical Background 
Figuring out electronic configuration and nuclear coordinates is one of the 

most fundamental and exciting aspects of chemistry. It shows where atoms 

are located within molecules, between which atoms bonds form, and the 

types of bonds that form. It can even be the fingerprint of an entire chemical 

compound or a distinct sign for a family of compounds. This information 



serves as a building block to more abstract chemical information that is useful 

to gain insight into nature and improve man-made products. 

An extremely interesting method of determining this information is to 

study the subtle interactions of one nucleus with its surroundings — other 

nuclei and electrons.[8, 9, 10, 2, 11, 1] One of these interactions is the nu­

clear quadrupole interaction (NQI). This is the basis for many spectroscopic 

techniques including NMR, NQR, Mossbauer spectroscopy, time-differential 

perturbed-angular-correlations (TDPAC), and some aspects of microwave 

spectroscopy. A few reviews serve to describe NQI studies on simple metal­

lic solids via experiment[12, 13, 14]. A more recent review on solid-state 

NMR spectroscopy methods is also available[15]. Experimental studies of 

the NQI use atomic emission[16], atomic and molecular beams through elec­

tric fields[17, 18], microwaves[19, 20, 21], radio waves[ll], magnets, nuclear 

radiation, the Doppler shift, and even explosives[22, 23, 24]. Predicting the 

NQI with existing theories serves to test and improve the theories and inter­

pretation of the experiments. 

The initial contributions to the knowledge of the NQI are largely of con­

cept and discovery. In 1931 Pauli and Racah first suggest the idea of an 

asymmetric nuclear charge distribution [25, 26]. The interaction of this asym­

metric charge distribution with its surroundings is the NQI which Schmidt 

and Schuler first detect in 1935 as a departure from the interval rule in the 

hyperfine structure of the atom Europium [27]. In 1936 Casimir publishes 

On the Interaction Between Atomic Nuclei and Electrons, giving the theory 

of the effect of a nuclear quadrupole moment on atomic energy levels [8]. 

In 1939 Kellog, Rabi, Ramsey, and Zacharias are the first to observe NQI 

in molecules with the molecule HD, showing the deuteron to be a prolate 

spheroid spinning about its major axis [28, 29]. Prolate is extended length-



wise and rotating an ellipse around its long axis creates a prolate spheroid. 

Then almost immediately Nordsieck and others perform analytic calculations 

on explicit wavefunctions, to obtain the nuclear quadrupole moment (Q) and 

the EFG. They combine Q and EFG to compare to the experimentally de­

termined nuclear quadrupole coupling constant (NQCC).[30, 31, 32] 

The concepts and validating discoveries of the earlier period lead to more 

NQI studies, especially in chemistry. In 1949 Townes and Dailey excellently 

describe how NQCCs provide important information for molecular structure 

theory [33]. Dehmelt and Kruger in 1951 discover pure NQR where energy 

transitions of the quadrupolar nucleus are directly observed (versus its man­

ifestation as line broadening and uneven Zeeman level splitting in NMR). 

Both NMR and NQR obtain information about the NQI, but NMR uses a 

magnet, while NQR does not [34]. NQCCs for a wide variety of molecules 

become readily accessible experimental quantities.[35, 36] Cuprite (CU2O) 

becomes the first crystalline substance to which the NQR method is applied 

to yield a nuclear quadrupole resonance frequency [37]. 

The progress of present day EFG calculations, as our research employs, is 

possible because of computer programs applying self-consistent field molec­

ular orbital theory (SCF-MO or MO) and density functional theory (DFT). 

These were recently recognized with the Nobel Prize in chemistry [38]. In 

1951 Roothaaji begins work on an iterative self-consistent procedure for cal­

culating the expansion coefficients to create wavefunctions from basis sets 

(SCF-MO)[39, 40]. In 1969 when E. A. C. Lucken publishes Nuclear Quad­

rupole Coupling Constants, he discusses calculations of EFCs via SCF-MO 

for small molecules [1]. In the early 1970s John A. Pople and others develop 

the currently pervasive and popular commercial computer program Gaussian 

[41, 42]. It and similar programs implement SCF-MO theory with Gaussian 



basis sets, dramatically improving speed for calculating chemically interest­

ing molecular properties. The use of computers to solve problems too te­

dious and time-consuming to work out by hand is not only really cool, but is 

taken seriously by government funding agencies; in 1977 the National Science 

Foundation and the Department of Energy jointly fund National Resources 

for Computations in Chemistry and the popular and free-for-academic-use 

program GAMESS[43] (General Atomic and Molecular Electronic Structure 

System), which is created from HONDO and other extant quantum chem­

istry programs. In the mid 1960's Kohn and Sham develop DPT, but it is 

not until two decades later that it becomes popular in chemistry [44, 45, 46], 

These developments only trace all the efforts that contribute to the electronic 

structure computer programs which we now use to calculate the gradient of 

the electric field at a quadrupolar nucleus and thus study its interactions 

with the asymmetric nuclear charge distribution. 

There are many, many EFG calculations in the literature. Lucken men­

tions many EFG calculations in his book and he points out that NQCC 

calculations are a sensitive test of complicated self-consistent wavefunctions 

[1]. People study EFGs by calculations: 

1. to measure distortion from perfect tetrahedral or octahedral symmetry, 

because the EFG vanishes if it is located in a perfectly centrosymmetric 

environment such as a tetrahedron or octahedron.[33, 47]; 

2. to investigate lattice or next nearest neighbor molecule effects; 

3. to study the effects of hydrogen bonding [48, 49, 50, 51, 52, 53, 54, 55, 

56]; 

4. to study the hydrogen bonded and isolated states of the H3O+ ion in 

p-toluenesulfonic acid monohydrate with ^'''0[57]; 



5. to study the effects of hydrogen bonding for amide functional group 

[58, 59]; 

6. to compare experimentally determined nuclear quadrupole moments 

with those obtained from EFG calculations and NQCC measurements 

[60, 61, 62, 63, 64, 65, 66, 67, 68, 69]; 

7. to determine chemical bond ionicity or covalency [70, 71]; 

8. to compare the relative effect of functional groups in organic molecules 

[72, 73] and in straight-chain chloroalkenes [74]; 

9. to obtain the orientation of a small probe molecule relative to cavities, 

surfaces, or other molecules [75, 76]; 

10. in superconducting ceramic high-Tc materials [77, 78], semiconductors 

[79], iron-nickel alloys [80], Zn compounds such as spinels and chalco-

gens [81, 82, 83], and square-pyramidal complexes with Co, Rh, and Ir 

[84]; 

11. in extremely toxic Be compounds [85]; 

12. in mercurous and mercuric halides [86]; 
t 

13. in clusters representing Sn(II) and Sn(IV) compounds [87]; 

14. in single-molecule and crystalline S compounds [88]; 

15. in N containing compounds such as purines, pyrimidines, amides, thi-

oamides, azoles, and azines [89, 90, 91, 92] and even the explosive 

RDX[93]; 

16. and EFG polarizabilities in small molecules [94, 95, 96]. 

Clearly, the EFG literature is rich and growing rapidly. A few sources 

recommend themselves for introduction to the field and focus on chemi-
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cal information. Townes and Dailey link EFG information and spectra -

such as observed nuclear quadrupole effects - to chemically interesting elec­

tronic structure, chemical coordination, ionicity and symmetry of surround­

ing atoms [33]. Butler and Keiter provide a tutorial including pictures to 

help visualize important concepts; a discussion of octahedral, axial and low 

symmetry situations; and an example of interpreting static structure and 

bonding from the spectra of a deuterated site using NMR spectroscopic pa­

rameters [97]. Lucken's book lays down some mathematical framework for 

quadrupolar Hamiltonians, discusses many different experimental approaches 

for obtaining quadrupolar information and gives an overview of experimental 

results up to 1970 [1]. 

Some newer sources are important because they are investigating impor­

tant questions about extremely accurate EFG calculation. They examine 

such items as relativity and picture change effects [98, 99, 100]. The systems 

they study are extremely small - single atoms or the occasional diatomic mol­

ecule. We do not use these methods because they are too computationally 

demanding for the larger systems in which we are interested. These methods 

refine nuclear quadrupole moment values by examining atoms and small sys­

tems such as F2 [101], CuCl, AgCl and AuCl [102], AlF and AlCl [103] They 

do provide useful estimates of the error we incur by neglecting relativistic 

effects. For example atomic calculations suggest that relativity can effect the 

EFG of a single A1 atom, through changes in p electron density, as much 

as ^MHz [99]. Relativity is a greater concern for systems with much larger 

atoms such as silver and gold chlorides and the biggest effect on the EFG of 

AuCl is from changes in the valence electron density [102]. 

Other sources are important because they answer questions about basis 

set completeness, or how large of a basis set is necessary to accurately predict 



EFGs. This information is directly applicable to one of the methods we use. 

EFGs are particularly demanding properties to calculate. Some predict that 

even with immensely large sextuple zeta basis sets, such as cc-pV6Z, EFGs 

would not converge within 3 thousands of an atomic unit of the basis set limit. 

At that same level of convergence - but with only large triple zeta basis sets, 

such as cc-pVSZ - molecular electric dipole moments and molecular electric 

quadrupole moments converge for five diatomics, BF CO HF N0+ N2. [104] 

This study recommends at least triple zeta basis sets with polarization and 

tight functions, observing faster convergence with Hartee-Fock (HF) than 

coupled cluster theory with single and double excitations (CCSD). [104] 

We intend for this work to add to the literature and advance materials 

analysis. Taking advantage of innovations in computational chemistry and 

computer resources, we calculate EFGs and predict NMR/NQR spectral pa­

rameters of nuclei for which few calculations exist - ®lBr, and ^^Al - and 

for systems which are larger than many examined and are of keen interest 

for imaging and materials analysis. 



CHAPTER 2 

METHODOLOGY 

2.1 The Hartree-Fock Method 
The Hartree-Fock method combines 

1. molecular orbitals (MO) for representing the wave function, 

2. the Hartree-Fock Hamiltonian for determining the energy, and 

3. the self-consistent field (SCF) method for solving the variational equa­

tion to obtain the coefficients of linear combination which build molec­

ular orbitals from basis sets. 

2.1.1 Molecular Orbitals 

The wavefunction, denoted by the capital greek letter Phi $, for the entire 

molecule or system is made up of molecular orbitals, denoted by the lowercase 

greek letter psi tp. The molecular orbitals are built from a linear combination 

of atomic orbitals. 
n 

fj.=l 

In equation 2.1 ̂ >1 is the i-th molecular orbital, c^i are the coefficients of linear 

combination, (py, is the /.t-th atomic orbital, and n is the number of atomic 

orbitals. In this context the terms basis function or contraction may also refer 

to an atomic orbital. A basis function may be a very simple mathematical 

10 
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function which by itself does not represent all the properties of a physical 

atomic orbital. 

The basis functions which we use are Gaussian type orbitals. Slater type 

orbitals are similar to the physical atomic orbitals of the hydrogen atom and 

depend on spherical harmonic functions Yim. Many Gaussian type orbitals 

approximate the shape of a single slater type orbital, but are still far faster 

for integral evaluation by computer. Equation 2.2 shows a Gaussian type 

orbital. 

g{oL, I, m, n; x, y, z) = x^y'^z^ (2.2) 

In equation 2.2 A'" is a normalization constant, a is the exponent, x,y,z 

are Cartesian coordinates, /, m, n are integral exponents at Cartesian coor­

dinates, and r = x"^ + y^ + z^. Just as the angular momentum quantum 

numbers in atoms designate s,p,d,f et cetera character, the sum of the I, m, n 

exponents, L = l + m + n, designates the same character in basis functions. 

2.1.2 Hartree-Fock Hamiltonian 

The Hartree-Fock (HF) method takes advantage of the fact that a single 

electron may be thought of as experiencing the average potential of all others 

in a system. HF searches for a solution to the Schrbdinger equation, 

nHF\^) = £\^) - (2.3) 

where HHF is the HF Hamiltonian, $ is the wave function, and £ is the 

energy. The HF Hamiltonian is merely the sum of single electron operators, 

f{i) called Fock operators, 

^ /(i) (2.4) 
i 

where i is a counter over electrons. The HF equations are 

nm.)={2-5) 
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The Fock operator is the sum of two operators: the core-Hamiltonian oper­

ator and the effective one-electron potential operator, 

/(l) = ft(l) + '''"'(l)- (2.6) 

The core-Hamiltonian operator evaluates the attraction to the nuclei of a 

single electron in terms of the kinetic and potential energy, 

= (2.7) 
2 ^ riA 

where the index A is over nuclei. The effective one-electron potential operator 

is also the sum of two operators: the Coulomb (J') and the exchange (/C) 

operators. 

"""(l) = EM(1) - (2.8) 
b 

In equation 2.8 the index b is over electrons. The Coulomb operator is fairly 

concrete; it has a classical analog and expresses the fact that two negative 

charges repel each other. The Coulomb operator in this case approximates 

the two-electron interaction - which ought to involve the instantaneous po­

sitions of electrons - with an average one-electron potential. 

Jb= f (2.9) 
J ri2 

A simple potential uniquely defined at a local point in space exists for the 

Coulomb operator; it is local. 

The exchange operator is much more abstract; it has no classical ana­

log and enforces indistinguishability. Because electrons are fermions the 

exchange operator is necessary. Electrons are fermions because they are 

indistinguishable from each other; you are not able to label them or tell 

them apart. If two switch positions the initial and final energy should be 

the same and the wavefunctions should also be identical. To account for 
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the indistinguishability of electrons the wave function in the HF method is 

a slater determinant of spin orbitals. Determinants are antisymmetric. Us­

ing an antisymmetric linear combination of product of spin-orbitals for the 

wavefunction is the Fock part of Hartree-Fock. 

The exchange operator enforces this antisymmetry by simply switching 

electron positions {<f>b in equation 2.10 to those in equation 2.11. 

= J dX2(f)li2)^(l)b{2) <l)ail) (2.10) 

^6</'a(l) = J dX2(f>l{2)^(l)a{2) ^i{l) (2.11) 

A simple potential does not exist for the exchange operator that is uniquely 

defined at a local point in space; it is nonlocal. 

The HF method uses several items to solve the Schrodinger equation: 

an average one-electron potential for the Coulomb interaction between elec­

trons, electron switching to satisfy the indistinguishability requirement for 

exchange, the core-Hamiltonian for the electron kinetic energy and electron-

nuclei potential energy. 

2.1.3 Variational Equation 

The HF method searches for the orbitals that minimize the energy. This 

search is made using the Rayleigh-Ritz method within variation theory. Be­

cause we do not know the exact energies and wavefunction we need a method 

which allows us to refine an initial guess toward a more precise solution. Vari­

ation theory is one of these methods. The variation principle states that, with 

a wavefunction which satisfies the boundary conditions of the problem and 

which is well-behaved, the expectation value of the Hamiltonian is an upper 

bound to the ground state energy. That is, we can be sure that the energy 

of an approximate wavefunction is always too high. 
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In variation theory one begins with a guess and then varies some part of 

that guess to find a minimum in a property. In the Rayleigh-Ritz method the 

coefficients in a linear combination of fixed basis functions are the part that 

is varied. These coefficients are the same as the c^i in equation 2.1, which 

are the coefficients of linear combination which build molecular orbitals from 

basis sets. The coefficients are changed until they give the smallest possible 

Rayleigh ratio. The Rayleigh ratio or variational integral, W is 

W = (2,12) 

The minimum energy corresponds to the minimum of this integral. Substi­

tuting equation 2.1 into equation 2.12 gives: 

_ S/ii/ 

where the operator has been replaced with the shorthand notation for 

integrals with and the overlap integral 

In equation 2.13 fj, and u are indices over atomic orbitals. 

For the minimization of the variational integral two conditions on the 

orbitals are: 

• each is normalized (^^^(I)l0j/(1)) = 1,/i = v; 

• each is orthogonal to the others = 0,fj,^ u. 

We find the minimum of this integral by differentiating with respect to 

each coefficient in turn and setting to zero the partial derivative of the vari­

ational integral, W, with respect to each coefficient, c^, dW/dc^ = 0. 

5W "1" Ci/iSfi/ "h £/i S/ii/ 

= 0 
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In equation 2.14 the index ^ is over the coefficients of linear combination. 

When the numerator in equation 2.14 is zero this corresponds to the minimum 

for which we are looking. To find the case when the numerator is zero we 

must solve these equations: 

•£cAH^-WS,c)=0 (2.15) 

These equations comprise a set of simultaneous equations for the coefficients 

Cft and are called the secular equations. In order to find solutions to equa­

tions 2.15 the secular determinant, 

det\H^^-WS^^\ = 0 (2.16) 

must be zero. Solving equation 2.16 gives a set of values of >V as the roots of 

the corresponding polynomial. The lowest value in this set is the best value 

of the energy for the ground state of this system with the selected basis set. 

Using this lowest value, we find the coefficients in the linear combination by 

solving the set of secular equations with this value of W. 

Application of the variation theorem to the HF SCF method allows us to 

calculate an upper bound for the energy. 

2.1.4 Hartree-Fock-Roothaan Equations 

An integral part of the current HF SCF method is the expansion of MOs V'i 

as a linear combination of a set of one-electron basis function shown in 

equation 2.1. Roothaan proposed this in 1951. 

Substitution of this expansion (equation 2.1) into the HF equations (equa­

tion 2.5) and subsequent multiplication by the complex conjugate of the basis 

functions, (j)*, and integration gives the Hartree-Fock-Roothaan equations: 

^UiCsiiFrs - CiSrs) = 0, r = 1,2,..., b (2.17) 
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It is the solutions to these equations that are sought during the SCF method. 

The SCF method is an iterative process because the Fn integrals depend on 

the orbitals xpi, and the orbitals depend on the coefficients Cis, which are what 

is really being sought in the first place. This interdependency forces a set up 

step before the SCF actually commences. 

2.1.5 HF-SCF 

With the details of basis functions and MOs, the HF operator, and the 

variational equation out of the way we can now see a sketch of the steps 

taken in the HF SCF method. Please see figure 2.1. 

This sequence produces an electronic density with which property calcu­

lations such as the electric field gradient at a nucleus are made. 

2.2 Density Functional Theory 
The energy in density functional theory is expressed as a function of the 

density, 

EtotiPti Pi) — Ts{pf, Pi)+Eee(pt, Pi)+ENe{Pi, Pi)+Exc{Pt, Pi)+ENN, (2.18) 

where {pf, pj,) are the spin densities, Etot is the total energy, Tg is the kinetic 

energy of the non-interacting particles, Eee is the electron-electron repulsion 

energy, E^e is the nuclear-electron attraction energy, Exc is the exchange 

correlation energy, and E^N is the repulsive Coulomb energy of the fixed 

nuclei. 

The total energy is minimized similar to the molecular orbital method. 

Minimization of the energy is done by using the variational principle and 

constructing the spin densities from orbitals xtk-

pA'^) = Y>P^k\^k{r)\'^ (2.19) 
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1. input 

• atom positions 

• charge 
• spin multiplicity 

• choose basis functions 

2. set up 

• compute one-electron integrals 
• guess initial MOs: guess occupied MO expressions as linear com­

bination of basis functions 

• compute two-electron integrals 
• compute Fock operator F using initial MOs 

• compute matrix elements Frs = {<l>r\F\<l>s) ) ^TS 

• solve secular equation for improved coelBcients 

• compute improved MOs &om improved set of coefficients 

3. SCF cycle 

• compute Fock operator F using improved MOs 

• compute matrix elements FVs = {<j)r\F\^s)jSrs = {^r\<Ps) 

• solve secular equation, improved coefficients det{Frs — eiSrs) = 0 
• compute improved MOs from improved set of coeflficients 

• check change in energies and/or densities 
— if change too big, go back to SCF cycle start 

, — if change small enough, stop; this is a self-consistent field. 

Figure 2.1: Steps for typical HF ab initio calculation. 
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In this equation are occupation numbers that satisfy this condition 0 < 

Pik ^ where Wk is the weight of point k from symmetry requirements. 

Prom here variation of Etot gives the Kohn-Sham equations: 

[-v^ + + Ke + K']xUr) = {2-20) 

The solution of these equations is an iterative process and is done self-

consistently. This iteration is required because the Kohn-Sham orbitals re­

quire the knowledge of the potentials, the potentials depend on the density, 

and the density comes from the orbitals. 

2.2.1 Exchange Correlation Functionals 

Traditional exchange correlation functionals divide into two categories: 

local includes only the electron spin densities in the exchange and correla­

tion functional. Xa is an example. 

Pxc — /^®c(Pt) P4-) (2-21) 

where (pf, p{) are the up and down spin densities respectively and fixe 

is the exchange correlation functional. 

nonlocal or gradient-corrected, includes the electron spin densities and the 

gradients of the electron spin densities. The generalized gradient ap­

proximation (GGA) is an example. 

P'xc = Pxcip^^ Pj-j (2.22) 

where (Vp|, Vp^) are the gradients of the up and down spin densities. 

Hybrid density functionals combine traditional functionals and Hartree-

Fock. They define the exchange functional as a linear combination of Hartree-

Fock, local and gradient-corrected exchange terms. They define the correla­

tion functional as local or gradient-corrected terms or a combination of local 
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and gradient corrected terms.[105, pi 19] An example is Becke's 3 Parameter 

Lee-Yang-Parr (B3LYP) method. Becke's 1988 gradient-corrected, exchange 

functional is combined with a parameterization of the gradient-corrected Lee-

Yang-Parr (LYP) correlation functional. [106, 107, 108, 109, 110, 111, 106, 

112] 

2.3 The Full Potential Linearized Augmented 
Plane Wave Method 

We calculate EFGs using the WIEN[113] computer program. This program 

implements full-crystal density functional theory with the full potential lin­

earized augmented plane wave method (FP-LAPW)[114]. Exchange and 

correlation are included with the GGA [115, 116]. GGA is preferred for 

EFGs[117, 118]. Linear variation of the LAPW provides the solution to the 

Kohn-Sham equations (equation 2.20). The FP-LAPW method divides the 

unit cell of a crystal into two parts: 

1. spheres around the atoms and 

2. an interstitial region. 

Inside the atomic spheres is a linear combination of the product of radial 

functions and spherical harmonics, while a plane wave expansion is in the 

interstitial region. 

For each atomic sphere the radial functions, ui{r,Ei), and spherical har­

monics, combine according to this equation, 

hn = ^i) + BimUiir, Ei)]Yimif). (2.23) 
Im 

In this equation ui{r,Ei) is the'regular solution of the radial Schrodinger 

equation at the origin for energy Ei of the appropriate Wike character band 
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and the spherical part of the potential within the atomic sphere, ui{r, Ei) 

is the energy derivate at Ei of ui. The radial function is linearized by the 

linear combination of ui and ui. These atomic-like functions augment the 

interstitial region plane waves; the coefficients Aim and Bim are set to match 

the value and slope of this linearized radial function within an atomic sphere 

to a corresponding basis function in the interstitial region. The coefficients 

Aim and Bim are also functions of kn defined next. 

The basis set in the interstitial region is a plane wave expansion, 

4. = (2.24) 

The reciprocal lattice vectors are Kn and the wave vector inside the first 

Brillouin zone is k. These combine to define A:„, kn = k + Kn-

The combination of atomic-like functions within the spheres and the plane 

waves in the interstitial region form the LAPW basis. This LAPW basis is 

the basis upon which the Kohn-Sham equations (equation 2.20) are expanded 

using the Rayleigh-Ritz variational principle to determine the coefficients c„, 

i^k^'Ecnh,. (2.25) 
n 

Inside the atomic spheres, spherical harmonics up to / = 6 are used. This is 

a full potential method; no shape approximations are made for the potential 

or the electronic charge. The plane wave expansion is limited by computer 

main memory size; for each fc-point plane wave coefficients must be calcu­

lated by diagonalizing a matrix with dimensions equal to the number of K 

vectors. Including the other molecules and symmetry from the crystal is a 

distinct advantage for accurate EFG tensor orientations as compared to the 

embedded-cluster MO approach. 
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2.4 The EFG and Spectral Parameters 
2.4.1 Quadrupolar Interaction Energy and Hamilto-

nian. 

The energy of the NQI is the nuclear quadrupole coupling energy, EQ = 

-^Q-V, the inner product of two symmetric second rank tensors: the nuclear 

quadrupole moment and the electric field gradient. Casimir, Lucken, and 

Slichter derive the quadrupolar Hamiltonian with varying degrees of detail 

and rigor[8, 119, 120, 102]. The quadrupolar Hamiltonian operator obtains 

the quadrupolar energy by acting on a wave function; it will express the 

electrostatic energy difference between electrons in the field of a nuclear point 

charge and electrons in the field of a nuclear quadrupole. One may begin with 

the classical expression for the interaction energy of a charge distribution 

with density p in an external potential V, E = f p(r)V(r)dT. Here the 

charge distribution p is that of the nucleus of interest, the center of which 

is the origin and the external potential V is due to all charge (electrons and 

other nuclei) outside the nucleus of interest. Then expand the potential V 

in a Taylor series about the origin. Substitute this back into the energy 

equation and examine only the third term: 

/ XaXppdr (2.26) 

where we use this notation Va,p = aTddxp gradient of the potential 

with respect to length evaluated at r = 0 with the different Cartesian com­

ponents are represented by subscripts {0:0(0: : 1,2,3) : x,y,z}. This is the 

quadrupolar term where the electric field gradient from electrons and other 

nuclei interacts with the quadrupole moment of the nuclear charge distri­

bution. Then simplify using 1) Laplace's equation, V^V" = 0, to show that 

the diagonal EFG tensor is traceless and 2) clever definitions to subtract out 
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the spherical terms which are independent of nuclear orientation. Obtain 

the quantum mechanical expression from the currently classical expression 

by replacing the classical variable for density with the quantum mechani­

cal operator. Simplify the sum over all nuclear particles to only charged 

particles — protons. Finally, substituting the resulting expressions for the 

quantum mechanical nuclear quadrupole operator and the simplified electric 

field gradient we obtain the quadrupolar Hamiltonian 'HQ = | 

2.4.2 Charge Distribution Within The Nucleus: The 
Quadrupole Moment 

A nucleus is a continuous charge distribution with a net charge equal to the 

number of protons in the nucleus. We use an expansion of multipoles to 

represent the continuous charge distribution as a sum, which requires the 

distance between a point and an arbitrary charge distribution to be large 

compared to the size of the distribution. Then the potential at these points 

can always be written as a sum of separate potential distributions due to 

monopoles, dipoles, quadrupoles, octupoles and on until the desired level 

of accuracy is achieved. [121] Examples of these distributions are shown in 

figure 2.2. 

Many nuclei may be represented as a monopole or single point of charge, 

but some nuclei may not. They are not spherically symmetric — their neu­

trons and protons are mashed together in just such a way as to defy represen­

tation as a single charged point. In fact, some cannot even be represented by 

two points — a dipole. Instead, they must be modeled by a quadrupole — 

four charged points or two dipoles placed so that they have no net monopole 

or net dipole moments, do not coincide, and their electric effects at a distance 

do not quite cancel. 
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Monopole 

Dipole 

Quadrupole 

Octupole 

0 
©-0 

o®o O Q 
06 

Figure 2.2: Multipole examples, different patterns represent opposite charges. 

I I 

<2>0 e<o 
Figure 2.3: Orientation of nucleus with respect to spin for positive and neg­
ative Q. Q refers to the nuclear quadrupole moment and I to the spin axis. 

Nuclei with spin I >\ have just such a shape that they require a quad­

rupole to represent the nuclear charge distribution; they posses a quadrupole 

moment. Their charge distribution is actually ellipsoidal, having cylindrical 

symmetry. As shown in figure 2.3, the nucleus may take on two orientations 

with respect to the spin axis: parallel or perpendicular[9]. The nuclei we 

study — ®^Br, ^^Al and — are parallel to the spin axis. The axis of cylin­

drical symmetry is perpendicular to the spin axis in ®Li, ^Li, ®Li and We 

reduce the nuclear quadrupole moment tensor to a single parameter because 
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the nucleus is in a state of definite angular momentum; charge distributions 

within nuclei are cylindrically symmetric along their spin axis. This param­

eter is the nuclear quadrupole moment and is given the symbol Q. 

2.4.3 Charge Distribution Outside The Nucleus: The 
EFG Tensor 

Outside the nucleus of interest the charge distribution contains two parts: 

electrons and protons from other nuclei. Other nuclei are treated eis point 

charges because the distance between protons within a nucleus is much 

smaller than the distance between our point of interest and other electrons. 

We obtain the electron distribution from a self consistent field wave func­

tion. The charge distribution creates an electric field. It is the gradient of 

the electric field which interacts with the quadrupolar moment of the nu­

cleus. The EFG tensor is the second derivative, with respect to distance, of 

the electrostatic potential. 

2.4.4 NMR Spectral Parameters 

The interaction between the nuclear-electric-quadrupole moment and the 

electric-field gradient from the surrounding charge can be completely de­

scribed by five parameters. Because we usually compare the results of our 

calculations to NMR we will refer to them as the NMR spectral parameters. 

The EFG is diagonalizable into the principal axis system; all off-diagonal 

elements are zero. 
0 0 dxdx 

0 #f 0 oydy 
0 0-^ " " dzdz 

It is traceless; the three diagonal components sum to zero. 

d'^V d'^V d'^V 
dxdx dydy dzdz 



25 

By convention the three remaining components are ordered by absolute mag­

nitude 
, ^ , 

'dxdx' dydy dzdz 

also denoted 

\(lxx\ ^ \%v\ ^ \Q.ZZ\-

The largest component, QZZ, is also denoted q. Because the EFG is traceless, 

it can be characterized by two independent components, Cq and r], whose 

definitions follow. 

1. The nuclear quadrupole coupling constant, 

Cq = e\Q/h (2.27) 

where e is the charge of an electron, q is the largest component of 

the EFG tensor in the principle axis system, Q is the nuclear-electric-

quadrupole moment and h is Planck's constant. 

Table 2.1: Note for Q we use the common unit millibarns, mb, the conversion 
to S.I. units is Ibarn = We also give the conversion of qzz to Cq 
from the output of ° GAMESS and Gaussian which reports EFGs in atomic 
units (T~3) with the older negative sign EFG convention, and ^ WIEN which 
reports EFGs in Vm~^ x 10^^. 

nucleus Q ref. conversion factor {qzz Cq) 
MHz°' MHz ^ 
au Vm~^ 

^^Al 146.6(1.0) (103] -34.446 3.5448 xlO^^ 
14N 20.44(3) 1122] -4.8034 0.49431x1021 
®^Br 276(4) [651 -64.85 6.674 xlO^i 

2. The asymmetry parameter describes the distortion of the EFG from 

axial symmetry and is labeled with the Greek letter eta rj 

(2.28) ^ _ qxx Qyy 

Qzz 
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{0 symmetric 
1 asymmetric 

r/ = 0 means cylindrical symmetry with the two smaller components 

equal in magnitude {qxx = qyy) and the largest component is twice as 

large, as in the case of a single terminal bond. Some examples for 77 = 0 

are isolated terminal sites such as A1 in AlCl or Br in 1-bromobenzene 

(as isolation decreases r] can increase slightly, for example, rj w 0.15 for 

Br in hexabromobenzene). Another example of 77 = 0 is a tetrahedral A1 

coordinated with three of the same type of atom and one of a different 

type, such as A1 in H3A1N(CH3)3. In other words, the gradient of 

the electric field is dominated by a single direction, as is the case for 

atoms at the end of isolated terminal bonds and atoms in a tetrahedral 

coordination with 3 of one kind of atom and 1 of another. 

77 = 1 means very asymmetric and that the two largest components are 

equal in magnitude but opposite in sign and the smallest component is 

zero. The molecule [{Me2Al}{NMe2}]2 in the MAO models chapter is 

an example. 

3. To determine the angles between the principal axis system and the 

lab axis system, a, ^ and 7, we take the inverse cosine of the largest 

component of each eigenvector. 

CX = cos i^Qxx,largest^ (2.29) 

/3 = COS (jlyy,largest) (2.30) 

7 ~ (jlzz,largest) (2.31) 

where qxx,iargest is the largest component of the eigenvector qxx for the 

smallest eigenvalue qxx of the diagonal EFG and the same notation 

for the eigenvectors for the other two diagonal EFG eigenvalues qyy 
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and If given the values of angles a, and 7 one can obtain the 

largest component of each eigenvalue by using the corresponding inverse 

operation. That is, because x = cos y then y = cos"^ x. 

Qx,largest, ~ COS Q! (2.32) 

Qy,largest ~ COS P (2.33) 

Qz,largest ~ COS 7 (2.34) 

2.4.5 Conversion of NMR Spectral Parameters to 
NQR Frequencies 

Direct transitions occur between quadrupolar energy levels when the EFG 

axes are fixed in space. These transitions correspond to the nucleus taking 

different orientations with respect to the EFG axes. For a majority of exper­

iments with which we compare our results this transition takes place in the 

crystalline solid phase. For the solid phase the EFG axes can be considered 

fixed because in the solid phase vibrations are small. 

2.4.6 Quadrupolar Hamiltonian 

In order to relate the EFG to NQR frequencies, v, we need to consider the 

interaction of nuclear spin, 7, and the electronic wavefunctions for differ­

ent angular momentum states, m. The Hamiltonian for pure quadrupolar 

resonance is [119, p36] 

«a = x{3^-l^-|(4 + li)} (2.35) 

where A = The matrix elements between angular momentum states 

for Am = 0 are 

< mjl^lm' >= m5m,m' (2.36) 

and for Am = ±1 are 

< m\lx ± ily\m' >= [{I ±m){I^m + l)]2 5mTi,m" (2.37) 
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For T] ^ 0, when the EFG is not axially symmetric the off-diagonal matrix 

elements between the angular momentum eigenfunctions for Am = 2 are 

needed. They are 

< >= (2.38) 

This means that for EFGs without axial symmetry, even states separated by 

Am = 2 mix. This requires diagonalization to obtain the interaction energy. 
Nuclei with Half-integral Spin 

The expression relating the EFG and the NQR frequency for nuclei with half-

integral spin, I — such as ®^Br {I = |) and ^''Al (7 = |) — is the secular 

equation for diagonalization of the angular momentum matrix. [119, p38] 

For spin 7 = | the angular momentum states m may be ||| and ||| 

(2\ 2 1 + 'L\ (2.39) 

£„ = % = -3/lfl + ij (2.40) 

The secular equation for 7 = | is 

E^-3r]'^-9 = 0. (2.41) 

Only one transition is observed for 7 = | because asymmetry does not remove 

the dbm degeneracy. Finally, for nuclei with 7 = |, the relationship between 

the EFG and the NQR frequency is 

For other spin values, including 7 = | for ^^Al, the situation is more 

complex and so is the secular equation. The secular equation for 7 = | is 

- (37?2 -f 21)E^ - 20(1 - 7?^) = 0 (2.43) 
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Because of the additional complexity the secular equation must be solved 

numerically for different values of rj. For the -f = | case one obtains three 

energy states. For example, an approximate solution for 77 < 0.1 is 

£'i|l = (2.44) V 
c 

F/j3j = A (~2 + 377^^ (2.45) 

For / = I two transitions are observed. Finally, for nuclei with J = |, the 

relationship between the EFG and the NQR frequency for 77 < 0.1 is 

<IA) -
Nuclei with Integral Spin 

The expression relating the EFG and the NQR frequency for nuclei with 

integral spin I — such as (1 = 1) — is the secular equation for diago-

nalization of the angular momentum m = ±l sub-matrix. [119, p39] 

{A - E±f = A^rf (2.49) 

E;± = ^(1± 77). (2.50) 

Ze^Qq^ (l±f) (2.51) Ah 

The ground state, £'0, is —2^4 and the resonance line is split into a doublet 

with frequencies u+ and z/_. The low frequency angular momentum transition 

of Am = 0 is also possible between the two energy levels and £_: 

Ud = u+- v_. (2.52) 



CHAPTER 3 

THEORETICAL APPROACH 

3.1 Theoretical Approach 
We use three major approaches: 

1. single-molecule MO, 

2. full-crystal FP-LAPW DFT (full linearized augmented plane wave den­

sity functional theory), 

3. embedded-cluster MO. 

For the first method, single-molecule MO, we use ab initio MO as imple­

mented in the computer programs GAMESS [43] or Gaussian [41] to calculate 

the wavefunction, obtain the EFG tensor expectation value, and convert this 

into Tj and other desired data. These programs use gaussian type orbitals 

as a basis for expansion of the electron density in the region immediately 

surrounding an atom. The single molecule nuclear coordinates may come 

from experiment or may be built with a molecular builder program such as 

Spartan [123]. The coordinates are then optimized [124, 125] by varying the 

symmetry adjusted degrees of freedom for nuclear coordinates to reach the 

minimum energy. This is the actual potential minimum in the absence of 

vibrational motion. Alone this method does not include the explicit effects 

30 
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of charge outside this single molecule. In solids these effects are due to other 

molecules in the crystal. It does include the electron cloud and its polar­

ization: a far superior wavefunction to the often used simple point charge 

models. These point charge models often do not even include all atoms within 

a molecule, and they ineffectively represent the electron cloud polarization 

as a single Sternheimer parameter. To date we have not accounted for vi­

brational, relativistic or spin-orbit effects, believing these to be small. The 

single-molecule MO method is fast for small molecules and becomes increas­

ingly time-consuming for larger molecules and more electrons. In addition, 

the single-molecule MO method may be applied to molecules of materials 

for which the crystal structure is unknown or that do not have a regularly 

repeating pattern. 

For the second method, full-crystal FP-LAPW DFT, we use the WIEN 

[113] computer program. This program implements Kohn-Sham DFT [45,46] 

by the full linearized augmented plane wave method [114]. This includes the 

infinite crystal lattice as a basis of plane waves augmented by radial functions 

and spherical harmonics within spheres to represent atomic contributions to 

the electron density. No shape approximations are made for the potential 

or the electronic charge density. Nuclear coordinates are taken from X-ray 

determination and cannot be easily optimized for minimum energy or forces 

with current computational resources and minimization algorithms. This 

method may partially include relativistic effects. Exchange and correlation 

are included to the extent of the functional used, which may be either the 

local spin density approximation (LSDA) [126,127,128] or generalized gradi­

ent approximation (GGA) [115, 116]. GGA is preferred for EFGs. Including 

the other molecules and symmetry from the crystal is an advantage over MO, 

providing EFG tensor orientations closer to those in a solid. The full-crystal 
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FP-LAPW DFT method is in general slower than the single-molecule MO, 

though DFT scales better for larger systems. The full-crystal FP-LAPW 

DFT method may be applied only to systems for which the crystal structure 

is known or may easily be deduced and have a regular repeating pattern. 

Though some efforts have been made to use it for single molecules by in­

creasing the distance between molecules in the unit cell [129], this method is 

primarily used for crystals. 

The third method we employ is the embedded-cluster MO MO method. 

In this method there are two regions; 

1. the inner region consists of the nucleus of interest and immediate neigh­

bors for which all-electron basis sets are used, 

2. the outer region is an arbitrary number of atoms represented as point 

charges. 

This method is useful for representing crystals and nonrepeating patterns of 

structure, not possible with WIEN. More details are in the andalusite section. 

Both the MO and full-crystal FP-LAPW DFT treat the nucleus as a single 

point charge, while solving for the electronic structure. This model is widely 

used by chemists and such an approximation may be adequate for answering 

questions about the quadrupolar interaction as well. When visualizing the 

interaction it should be kept in mind that this mathematical approximation 

is a computationally expedient simplification. The nucleus is not a single 

point charge, but is a collection of neutrons and protons. 

3.2 Projects 
To date our research consists of seven projects calculating the nuclear quad-

rupole coupling constants Cg, the asymmetry parameter rj and EFG tensor 
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orientations for and ®^Br. We briefly examine two systems to vali­

date our use of the methods: 

1. diatomic aluminum halides (AlF and AlCl) with single-molecule MO 

and 

2. corundum (a—AI2O3) with full-crystal FP-LAPW DFT. 

Then, we seriously study five additional systems that have recent NQR data: 

1. ^^Al nuclei in andalusite, a zeolite model - for characterizing the rare 

five-coordinate A1 site, assigning NMR signals to crystallographic sites, 

and testing the full crystal DFT and the embedded-cluster MO methods 

for predicting EFGs; 

2. ^^Al nuclei in andalusite, sillimanite and kyanite, three polymorphs 

of Al2Si05 - for assigning NMR signals to crystallographic sites, and 

studying the effect of structural changes on ^^Al NMR spectral param­

eters due to temperature (25-1000°C); 

3. ®^Br nuclei in brominated aromatic flame retardants and models to 

assist in spectra interpretation for judging dispersal in high impact 

polystyrene; 

4. ^'^N nuclei in tetryl and tetryl mimics to predict the transition frequen­

cies and thereby assist in detection of explosives; 

5. ^^Al nuclei in cyclic (N-Al)x molecules for their similarity to the indus­

trially important catalyst methyl-aluminum-oxane. 

More detail will be discussed in the following chapters. 



CHAPTER 4 

ALUMINUM HALIDES, AlCl, 
AlF 
4.1 Introduction 
We explore the single-molecule MO approach for determining EFGs with two 

diatomic aluminum halide molecules: AlF and AlCl. Both the ^'^Al NQCCs 

and Al-X bond distances are available from single experiments for each mol­

ecule [1, 130, 131]. More recent experimental values for ^''Al NQCCs are 

also available [132, 103], but they do not report the Al-X distance. A recent 

theory paper is in agreement with the AlF bond length [133] and recent work 

on improving the value of the ^^Al quadrupole moment examines both mol­

ecules in-depth, considering both relativistic and correlation contributions 

[103]. These molecules are perfect for exploratory calculations; calculations 

are fast because they are small with only 22 and 30 electrons. 

4.2 Method 
We examine four atomic basis sets for building molecular orbitals: 1) ST0-3C 

2) Pople 6-31C 3) Pople 6-311C 4) Dunning cc-pVXZ (X=2,3,4) [43, 41,134]. 

For each basis set we calculate the wavefunction using the Restricted Hartree-

Fock Self Consistent Field Method (RHF-SCF or RHF) and again with 

Mpller-Plesset Second Level Perturbation Theory (MP2) as an approximate 

measure of the effect correlation has on the EFC at the aluminum nucleus. 

34 
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4.3 Results and Discussion 
We present the C, of AlF and AlCl calculated at fixed and optimized center-

to-center Al-X distances in figures 4.1 and 4.2. Results from four basis sets 
and two methods are in table 4.1. 

We discuss the results of the diatomic aluminum halide calculations in 

terms of geometry and the quadrupole coupling constant as a function of 

that geometry. Because there are no angles and both are linear molecules, 

the Al-X distance is the only parameter to optimize for minimum energy. 

We calculate EFGs at both the experimentally determined and the optimized 

distance. The ratio of quadrupole coupling constant from AlCl to that of AlF 

presents an opportunity to examine the results independent of the quadrupole 

moment. We briefly examine the convergence of Cq with basis set. 

4.3.1 Geometry 

Two items present a context for the discussion of bond lengths: 1) bond 

lengths from calculations refer to the actual potential minimum in the ab­

sence of vibrational motion, while those from experiments are an average 

over zero-point vibrational motions. These may differ by O.OlA according 

to Pople et al. [135]. 2) mean absolute deviations from experiment using 

the MO method range from 0.060 with RHF/ST0-3G to 0.010 for MP2/6-

31G(d) and 0.005 A with MP4/6-31lG(d,p). [135] Comparison of exper­

imentally and theoretically determined bond distances for Al-F and Al-Cl 

shows errors less than 10% and closer to 1% in the best cases 6-3lG(ld), 

6-31G(3df), 6-31lG(3df), cc-pV3Z and cc-pV4Z. With the addition of polar­

ization functions to basis sets, the Cq from optimized distance calculations 

agree better with those performed at the experimental distance. 
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Table 4.1: AICl and AlF calculated ^^Al nuclear quadrupole coupling con­
stants Cq in megahertz with center-to-center distances d in Angstroms a) 
fixed at the value from experiment and b) optimized. Optimized distances 
are also shown. Experiment for Al-F: Cq = —37.60, d = 1.65437 and for 
Al-Cl Cq = -29.20, d = 2.21298. 

basis set 
a) Cq a) Cq 
RHF MP2 

b) Cq h)Cq d d 
RHF MP2 RHF MP2 

ST0-3G 
A 

-46.23 -39.31 
1-F 

-47.02 -39.94 1.615 1.618 
6-31G 
6-31G(ld) 
6-3lG(2d) 
6-3lG(3d) 
6-31G(3dlf) 

-31.20 -28.78 
-33.46 -31.48 
-32.82 -30.48 
-32.41 -30.09 
-33.50 -31.23 

-28.70 -25.70 1.709 1.730 
-33.76 -30.75 1.649 1.670 
-33.58 -30.08 1.641 1.663 
-32.97 -29.41 1.644 1.669 
-34.20 -30.58 1.642 1.667 

6-311G 
6-311G(ld) 
6-311G(2d) 
6-311G(3d) 
6-311G(3dlf) 

-40.49 -37.39 
-41.13 -38.70 
-41.14 -38.44 
-40.87 -38.02 
-41.11 -38.26 

-37.18 -33.23 1.711 1.735 
-40.41 -30.92 1.666 1.763 
-41.84 -37.69 1.645 1.667 
-41.36 -36.84 1.648 1.674 
-41.76 -37.25 1.646 1.671 

cc-pV2Z 
cc-pV3Z 
cc-pV4Z 

-31.88 -29.82 
-41.03 -38.21 
-42.42 -39.54 

-30.15 -27.55 1.690 1.708 
-41.15 -36.69 1.653 1.678 
-43.23 -38.45 1.643 1.671 

ST0-3G 
A1 

-30.16 -28.20 
-01 
-29.39 -27.59 2.163 2.163 

6-31G 
6-31G(ld) 
6-31G(2d) 
6-31G(3d) 
6-31G(3dlf) 

-24.87 -22.89 
-27.06 -25.15 
-26.30 -23.93 
-26.37 -23.98 
-27.26 -24.94 

-20.39 -18.79 2.293 2.306 
-26.03 -24.91 2.160 2.138 
-25.24 -22.87 2.160 2.163 
-25.31 -22.95 2.158 2.160 
-26.51 -24.37 2.149 2.146 

6-311G 
6-31lG(ld) 
6-31lG(2d) 
6-311G(3d) 
6-311G(3dlf) 

-32.54 -30.19 
-34.40 -32.21 
-33.81 -31.09 
-33.91 -31.05 
-34.30 -31.49 

-26.49 -24.11 2.275 2.296 
-33.21 -31.94 2.157 2.136 
-32.68 -29.91 2.156 2.158 
-32.91 -29.93 2.153 2H57 
-33.53 -30.81 2.148 2.146 

cc-pV2Z 
cc-pV3Z 
cc-pV4Z 

-26.90 -24.70 
-33.36 -30.57 
-34.86 -32.01 

-24.89 -23.27 2.189 2.178 
-32.27 -29.77 2.154 2.149 
-33.96 -31.43 2.149 2.143 
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^experiment 
ORHF/cc-pVSZ 
OMP2/cc-pV3Z 

RHF/cc-pV4Z 
IMP2/cc-pV4Z _ 

+ Cq at optimized distance 

1.62 1.64 1.66 1.68 1.7 

center-to-center distance (Angstroms) 

1.72 

Figure 4.1: AlF ^'^Al nuclear quadrupole coupling constants Cq in mega­
hertz from RHF and MP2 single point calculations with the cc-pV3Z and 
cc-pV4Z basis sets at a series of fixed distances in angstroms. Values are 
shown from optimization calculations with each basis set for comparison. 
The experimental center-to-center distance is 1.65437 ± 0.00001 A and the 
experimental value for Cq — —37.60 ± 1.0 MHz. [131] 

4.3.2 Cg as a Function of Geometry 

Let us compare the Cq from our optimized distance calculations to the exper­

imental value reported from microwave spectroscopy, (cf. figures 4.1 and 4.2) 
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-26 

-28 

-30 

-32 -

-34 -

^experiment 
ORHF/cc-pVSZ 

MP2/cc-pV3Z 
RHF/cc-pV4Z 
MP2/cc-pV4Z 

-36 
-j- Cq at optimized distance 

2.1 2.12 2.14 2.16 2.18 
center-to-center distance (Angstroms) 

2.2 

Figure 4.2: AlCl nuclear quadrupole coupling constants Cq in megahertz 
from RHP and MP2 single point calculations with the cc-pV3Z and cc-pV4Z 
basis sets at a series of fixed distances in angstroms. Values are shown from 
optimization calculations with each basis set for comparison. The experi­
mental center-to-center distance is 2.12983 iO.OOOOlA and the experimental 
value for Cq = -29.20 ± 2.0MHz. [131] 

We have the advantage of knowing both the center-to-center distance and Cq, 

allowing us to see how accurate our prediction of Cg may be when neither 
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is known. Interestingly, a wavefunction which produces the correct nuclear 

coordinates does not always produce a Cq in agreement with experiment. For 

example, AlCl Cq from MP2/6-311G(3df) is only 0.99% off from experiment 

compared to 4.94% from MP2/cc-pV4Z, however center-to-center distance 

error is 0.75% and 0.52% respectively! A similar case may be found for AlF 

where Cq from MP2/STO-3G is 1.64% compared to -2.13% for MP2/cc-pV4Z 

and yet the error in center-to-center distance is -2.19% and .99% respectively. 
cMP2_cRHF 

The effect of correlation on the EFG, measured —inif' ' relatively 

constant at 6-10%, and is slightly higher for AlCl which has 8 more electrons 

than AlF. Using MP2 and the Pople 6-31G basis set the value of Cq is further 

from experiment than the RHF value. The opposite is true for the 6-311G 

and all of the cc-pVXZ basis sets; the MP2 value of Cq is closer to experiment 

than the RHF value. Perhaps the larger and more flexible basis sets yield 

a steeper gradient in the electron density and electron-electron correlation 

makes the gradient more shallow. For both molecules best agreement with 

experiment generally comes from the combination of MP2 and the larger ba­

sis sets: 6-311G(3df), cc-pV3Z and cc-pV4Z. We can conclude that a large 

basis set is essential and a method which includes correlation ought to be 

used for results to match experiment. Faster RHF calculations may be used 

to measure basis set convergence before including correlation, (cf. figures 

4.1 and 4.2) 

4.3.3 Cq Ratio, Q Independent 

All the previous Cq value comparisons rely on the quadrupole coupling con­

stant, Q. The ratio C,(AlF)/Gg(AlCl) is independent of Q. (cf. table 4.2) 

The combination of geometry optimization, RHF and the cc-pV3Z and cc-
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pV4Z basis set best matches the Cg ratio of experiment. Several general 

items are worth noting: 

1. optimized geometry calculations Cg ratios are closer to experiment than 

fixed experimental distance calculations; 

2. for optimized geometry calculations, generally larger basis sets match 

experiment closest: 6-3lG(3d), 6-31G(3dlf), cc-pV3Z and cc-pV4Z, 

with the exception of 6-31IG; 

3. for optimized geometry calculations, with the 6-31G(3d), 6-31G(3dlf), 

cc-pV3Z and cc-pV4Z basis sets, RHF fares better than MP2 at match­

ing Cg ratios; 

4. and RHF and MP2 Cg ratios from cc-pV3Z and cc-pV4Z are very close 

to each other. 

Table 4.2: Cg ratios of calculated ^^Al nuclear quadrupole coupling constants, 
C'5(A1F)/C5(A1C1), a) fixed at the center-to-center distance from experiment 
and b) optimized. The ratio of experiment values is 1.29. 

Basis Set a) RHF a) MP2 b) RHF b) MP2 
ST0-3G 1.53 1.39 1.60 1.45 
6-31G 1.25 1.26 1.41 1.37 
6-31G(ld) 1.24 1:25 1.30 1.23 
6-31G(2d) 1.25 1.27 1.33 1.32 
6-31G(3d) 1.23 1.25 1.30 1.28 
6-31G(3dlf) 1.23 1.25 1.29 1.26 
6-311G 1.24 1.24 1.40 1.38 
6-311G(ld) 1.20 1.20 1.22 0.97 
6-311G(2d) 1.22 1.24 1.28 1.26 
6-31lG(3d) 1.21 1.22 1.26 1.23 
6-311G(3dlf) 1.20 1.21 1.25 1.21 
cc-pV2Z 1.19 1.21 1.21 1.18 
cc-pV3Z 1.23 1.25 1.28 1.23 
cc-pV4Z 1.22 1.24 1.27 1.22 
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4.3.4 Convergence 

In principle, an infinitely large basis set and a method which includes all 

correlation (such as full configuration interaction) should give us an exact 

answer within the single-molecule MO method. In-practice this is not pos­

sible computationally, however we may measure our approach to this exact 

solution by considering how much change in a property like the EFG is seen 

with successively larger basis sets or methods which include more and more 

correlation. We consider basis set convergence with the cc-pVXZ basis sets, 

where X =2,3,4. The percent change in EFG from cc-pV2Z to cc-pV3Z is 

more than twenty, while from cc-pV3Z to cc-pV4Z is less than ten. Also, 

the Cq ratios from the cc-pV3Z and cc-pV4Z are very close to each other for 

both RHF and MP2. We can guess that we are approaching convergence, 

but are prevented from being sure because GAMESS does not support the 

higher angular momentum functions within the cc-pV5Z basis set. 

4.4 Conclusion 

Exploring the single-molecule MO approach for determining EFGs with these 

two diatomic aluminum halide molecules reveals that the EFG is sensitive to 

geometry, basis sets and correlation. The calculations which use optimized 

geometries and a large polarized basis set give the most reliable prediction 

of EFGs. The cc-pVXZ family of basis sets gives the most consistent results. 

RHF can be better than MP2 when comparing the ratio of Cq values among 

sites. Overall the calculations verify the ability of the single-MO approach 

to reliably predict EFGs for simple ^^Al compounds. They encourage the 

exploration of more complicated systems. 



CHAPTER 5 

CORUNDUM, Q!-Al203 

5.1 Introduction 
Corundum, a—AI2O3, is well-known by crystallographers, experimentalists 

and theorists. Corundum is so thoroughly studied that X-ray crystallogra­

phers use it for instrument calibration[136, 137, 138]. This high degree of 

certainty regarding the crystal structure presents an excellent candidate for 

study with the full-crystal FP-LAPW DFT approach for determining EFGs. 

This is because the FP-LAPW DFT approach requires the coordinates of 

atoms to be specified as a periodic crystal structure. Corundum is also of 

interest to experimentalists who study it via NMR and NQR[139, 140, 141, 

142, 143], variable temperature NMR[144] and such exotic NMR techniques 

as SQUID[141]. It is also the subject of the first complete measurement of the 

^^Al chemical shift anisotropy[145]. Modern EFG calculations utilize a basis 

set and a self-consistent field method, examining the full crystal or a small 

atomic cluster[146, 147, 89, 148, 149, 144]. Early EFG calculations use only 

point charges and often employ a Stemheimer shielding constant to account 

for polarizability[150]. Other calculations on corundum examine questions 

regarding covalency and ionicity[151, 69, 152, 71]. Just as the diatomic alu­

minum halides serve as an excellent test of the MO approach, corundum is 

42 
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an excellent test for the FP-LAPW DFT method because the structure is 

well-known and the EFGs have been well-studied from both experimental 

and theoretical perspectives. 

While the cell is Al406[153], there is only one A1 by symmetry in the 

structure. The single A1 has nearly axial symmetry, and is octahedrally 

coordinated with the 0 atoms in a severely distorted octahedron; three 0 

atoms are at a nearest-neighbor distance of 1.85505 A and 3 more axe at 

1.97208 A. 

5.2 Method 
We use WIEN97.1 for EFG calculations of corundum [113]. Each calculation 

uses for input the same: atomic coordinates(cf. table 5.1), unit cell param­

eters, and atomic sphere radii (Rmt)- In atomic units (Bohr) the length of 

the unit cell axes are a=8.9983130, b=8.9983130, c=24.5432072. In degrees 

the angles between unit cell axes are a = 90, ^ = 90 and 7 = 120. The 

atomic sphere radii in atomic units (Bohr) are 1.83 for A1 and 1.6 for 0. 

The other parameters for the calculations are: /^-points for integration of the 

Brillouin zone, Gmax for the magnitude of the largest vector in the charge 

density Fourier expansion in a~^, RmtX-Kmax for the radius of the smallest 

sphere multiplied by the energy cut-off for the LAPW basis set expansion in 

Bohr * Ryi. These divide into three groups: 

group Rmt ^ B-max Gmax A:-points 
1 8 15 1-1000 
2 4-10 20 100 
3 4-10 20 400 

All other options are default for WIEN97.1. For more details see the method­

ology section. 
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Table 5.1: Corundum coordinates The fractional coordinates for corundum 
used in calculations. 

x/a y/b z/c 
Al, multiplicity 4 

.35220000 .35220000 .35220000 

.64780000 .64780000 .64780000 

.85220000 .85220000 .85220000 

.14780000 .14780000 .14780000 
O, multiplicity 6 

.55630000 .94370000 .25000000 

.25000000 .55630000 .94370000 

.94370000 .25000000 .55630000 

.44370000 .05630000 .75000000 

.75000000 .44370000 .05630000 

.05630000 .75000000 .44370000 

5.3 Results and Discussion 
EFG data from experiment is available for both the and ^^Al sites in 

corundum, however our focus is only the Al site. In terms of absolute Cq, 

our results {2.12MHz) compare favorably to other calculations, (cf. table 5.4) 

The other calculations with which we compare also include the full-crystal: 

Palmer et al. use the CRYSTAL computer program which employs Gaussian 

type orbitals[89, 152], Nagel et al. use the X-a method and variants[147]. 

Our results also compare fairly well to experiment (« 2.S9MHz). The FP-

LAPW DPT method yields Cg near the values from experiment and similar 

to other methods of calculation. 

We examine how the parameters for the FP-LAPW DFT method effect 

the EFG. First is the convergence of the EFG with basis set size using the pa­

rameter Rmt'xHmax, which is the radius of the smallest sphere multiplied by 

the energy cut-off for the plane wave expansion. As Rrnt^^^^max approaches 

8, Cq converges to less than ^MHz. (cf. table 5.2) Second is the convergence 
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Table 5.2: Calculated ^'''Al nuclear quadrupole coupling constants Cg in mega­
hertz for corundum with Rmt^^max=' 4 through 10 with A:-points=100 and 
400. 

X Kffiax C5,A:-points=100 Cg, A-points=400 
3.94 1.89 1.91 
4.96 2.24 2.17 
6.00 2.06 2.16 
7.00 2.14 2.14 
8.00 2.08 2.08 
8.99 2.02 2.10 

10.00 2.18 2.12 

Table 5.3: Calculated ^^Al nuclear quadrupole coupling constants Cq in mega­
hertz for corundum with A:-points=l through 1000 and RmtxKmax= 8. 

fc-points Cg 
1 

200 
300 
400 
600 
800 
1000 

3.44 
2.10 
2.09 
2.07 
2.07 
2.07 
2.07 
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Table 5.4: Corundum ^'^Al Cq in megahertz, from the current work FP-
LAPW DFT calculations, from experiment and several other calculation 
methods. For calculations the value of Cq is reported using the most re­
cent value of the quadrupole moment[103]. " Palmer[89] used the CRYSTAL 
computer program and does not report the value used for the quadrupole 
moment and the values reported here have not been converted to used the 
most recent quadrupole moment. ^ Vorotilova used the TEXAS computer 
program. P indicates point, D dipole, Q quarupole, 0 octupole, N local and 
NL nonlocal. 

Reference Cq/MHZ V 
experiment 

Pound[140] 2.393 
Vosegaard[145] 2.403 0.009 
Chang[141] 2.39 0 
Gravina[154] 2.389 0.091 

calculations 
1.5493" 0 

Palmer[89], 106 functions 2.9273" 0 
Palmer[89],126 functions 2.3702" 0 
Salasco[89, 152],136 functions 1.58" 0 
Palmer[89], 186 functions ' 2.9207" 0 
Vorotilova[149],basis I -1.64^ 
Vorotilova[149],basis II -2.06^ 

following from table in [155] and converted to MHz 
Bersohn(1958) ,LS (P) 1.429 
Artman(1964),LS(Pd-D) 0.878 
Sharma(1964),LS(P+D) 0.434 
Taylor(1968),ODM(L) 2.557 
Hafner(1968),LS(P+D+Q) 2.093 
LS(P4-D-hQ) 1.929 
Hafner(1970) ,LS(P-fD-bQH-0) 1.832 
LS(P4-D+Q+0) 2.368 
Sawatzky(1970),ODM(L) 2.292 
Sharma(1970),ODM(NL) 2.394 
Nagel,MsXQ! • 2.149 

this work FP-LAPW DFT 
(RjTjt X 8, 400/u-pts) 2.12 0 
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of the EFG with the number of A:-points, which are used to integrate the 

Brillouin zone. As the number of A;-points approaches 400 the EFG is well 

converged, (cf. table 5.3) The EFG converges as the basis set size, as mea­

sured by RmtxKmax and the integration, as measured by A:-points increase, 

giving confidence in this method for largely ionic crystals such as corundum. 

5.4 Conclusion 
The good match of our calculation to the calculations and measurements 

of others and the EFG convergence with RmtxKmax and convergence with 

A:-points encourages us to look into the ability of the full-crystal FP-LAPW 

DFT method for calculating the full EFG tensors in andalusite. 



CHAPTER 6 

ANDALUSITE 

Reproduced in part'with permission from J. Phys. Chem. A, 103 (27), 5246 

-5252, 1999. 10.1021/jp990374i 81089-5639(99)00374-6 Web Release Date: 

June 17, 1999 Copyright © 1999 American Chemical Society 

6.1 Introduction 
Andalusite (Al2Si05) is an exciting system; it contains 5- and 6-coordinate 

aluminum sites, the EFG tensors are available from single-crystal NQR, and 

the structure is available from X-ray crystallography [156]. This offers an 

unparalleled chance to test the abilities of the embedded-cluster MO and the 

FP-LAPW DFT methods. 

Embedded cluster MO [157, 81, 158, 159, 160] and full-crystal DFT [161, 

77, 162, 118, 117, 79, 163] methods calculate EFG tensors of solids. The 

most accurate embedded-cluster MO calculations use a small, charged cluster 

embedded in a lattice of point charges. Despite the relatively small cluster 

size, this approach gives good results for sites with some symmetry (such 

as axial symmetry): CaF2 [159] and spinels. [81] It is useful to investigate 

the limits of an embedded cluster MO method because it can be used to 

study disordered systems, as opposed to full-crystal DFT approaches. Full-

crystal DFT studies are successful in studying periodic systems; they provide 
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a benchmark for the embedded-cluster MO methods, as well as allowing study 

of highly asymmetric sites. These two methods have been applied to a variety 

of Al-containing systems. Corundum, Q:-A1203, is a test of calculations for 

systems with an infinite covalent network [147, 148, 71, 151, 70, 146, 164] 

and the subject of the first complete measurement of the ^^Al chemical shift 

anisotropy. [145] Small clusters are models for aluminosilicates and zeolites. 

[144, 165, 166, 167] DFT methods provide impressive accuracy for the ^®Mg 

and ^'^0 EFGs in the mineral forsterite, Mg2SiO. [117] 

6.2 Method 
Using 115K X-ray crystallography data, we simulate the crystal lattice with 

two regions: 

1. a small, negatively charged A1 Oa, cluster and 

2. surrounding point charges given their oxidation numbers -2, 4-3, and 

4-4 for 0, Al, and Si sites. 

857 point charges surround the 6-coordinate site (AlOe and 858 the 5-

coordinate site (AlOs^). Both are neutral with 864 sites or 27 unit cells 

(3x3x3). With Hartree-Fock (HF) calculations we investigate the effect of 

polarization and diffuse functions on EFGs. Other studies employ both types 

of functions to study ionic and partially ionic crystals [49, 168, 82, 88, 169, 

104, 170]. 

Similar to corundum, we also study andalusite with full-crystal FP-

LAPW DFT. Coordinates are from the 115 K X-ray crystallography. A total 

of 10,000 plane waves are used. The magnitude of the largest vector in the 

charge density Fourier expansion (Gmax) is 24 a~^. The convergence cut-off 

{RmtxI^max) the LAPW expansion ranges from 3 to 6.76. The smallest 
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atomic sphere radius (Rmt) is 1.2 a.u.; the magnitude of the largest K vector 

{Kmax) is 5.63333 a~^. The irreducible wedge of the Brillouin zone is sam­

pled with up to 128 A:-points shifted away from high symmetry directions. 

Additional calculations with up to 512 A:-points show no qualitative differ­

ences. Convergence is tested in the same way as corundum and the values 

are comparable to those in a forsterite study [117]. Total energy is shown to 

be self consistent to .0001 Ryd for three consecutive iterations. More details 

are available in the published paper [156]. 

Table 6.1: ^'^Al nuclear quadrupole coupling constants Cq in megahertz and 
asymmetry parameters rj for andalusite from a) single-crystal NQR exper­
iment, b) embedded-cluster MO calculation and c) full-crystal FP-LAPW 
DFT calculation. 

C, V 
site a b c a b c 
5-coord. 5.8323(8) -K5.338 -f5.578 0.6733(2) 0.584 0.764 
6-coord. 15.261(7) -fl5.969 -hl3.639 0.1029(3) 0.139 0.094 
C,(6/5) 2.62 2.99 2.45 

6.3 Results and Discussion 
The results of full-crystal DFT calculations are given in tables 6.3 and 6.5. 

The highest level calculations proved very useful for assigning the NMR spec­

tra [156] and yielded EFG tensors that differ from experiment by less than 

1.153 MHz for the a,a component of the 6-coordinate site and 0.326 MHz 

for the a,a component of the 5-coordinate site. Consequently, Cq, 77, and the 

EFG orientation are in excellent agreement with experiment at both A1 sites. 

For example, the orientations of the EFG tensors are calculated to within 

0.17° (6-coordinate) and 1.56° (5-coordinate). Examining the angles between 

the principal axis system and the crystal axis system in tables 6.3 and 6.5, 
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Table 6.2: ^'''Al NMR spectral parameters for andalusite 6-coordinate site, 
All. " R-HF single point calculations. 

6-coordinate, Ali 
G, V ^qzz,a ^Qyy, C 

experiment 15.261 0.1029 28.49 0.00 

basis set embedded-cluster MO a 

ST0-3G -9.159 0.5856 17.45 5.69 
6-31G -12.739 0.4533 24.77 6.70 
increasing polarization 
6-31G(d) -13.243 0.3396 25.24 4.43 
6-31G(2d) -12.985 0.3657 24.85 6.08 
6-31G(3d) -14.157 0.2341 27.02 4.47 
6-31G(3df) -16.686 0.1389 27.73 59.47 
diffuse + increasing polarization 
6-31+G -11.456 0.6614 23.32 12.86 
6-31+G(d) -11.797 0.5408 23.90 7.83 
6-31+G(2d) -12.169 0.4752. 23.54 8.35 
6-31+G (3d) -9.029 0.5257 13.69 63.99 
6-31+G(3df) -7.080 0.6195 18.32 47.10 
6-311G -14.819 0.4964 25.15 2.91 
increasing polarization 
6-311G(d) -15.355 0.4119 25.37 4.18 
6-311G(2d) -15.798 0.3538 25.45 7.38 
6-311G(3d) -15.696 0.1359 26.19 23.05 
6-311G(3df) -16.256 0.1376 26.40 34.31 
diffuse + increasing polarization 
6-311+G -14.111 0.3723 24.58 13.83 
6-311+G(d) -14.731 0.2996 24.89 10.09 
6-311+G(2d) -15.256 0.2395 25.21 7.66 
6-311+G(3d) -14.996 0.0439 26.10 4.20 
6-311+G(3df) -15.398 0.0510 26.24 35.82 
correlation consistent polarization 
cc-pVDZ -12.898 0.4036 24.74 4.15 
cc-pVTZ -16.165 0.2955 25.56 20.29 
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Table 6 3' NMR spectral parameters for andalusite 6-coordinate site, 
All. ^ Vxc = GGA96; Gmax= 24 A:-points= 128. 

6-coordinate, Ali 
Cg V ^qzzi u Iqyy, C 

Rmt ^ Kmax full crystal DFT" 
3.00 11.638 0.455 31.95 90 
3.96 11.546 0.085 28.08 0 
4.97 13.933 0.063 28.78 0 
5.60 13.491 0.092 28.69 0 
6.76 13.639 0.094 28.67 0 

shows that the calculated EFG tensor orientation is nearly superimposable 

with experiment. Andalusite is a favorable case for full-crystal DFT; the 

unit cell is mid-size, and the lattice structure is rigid, i.e., there is a complete 

absence of rotating water molecules or highly mobile cations. 

The embedded-cluster MO results are also given in tables 6.2 and 6.4. 

While Cg and jj are in good agreement with experiment, the EFG orientation 

is less accurate. For instance, the EFG orientation for the 5-coordinate site 

differs from experiment by about 45° for the angle between and the b-

axis of the crystal. The best results are obtained with polarization and 

without diffuse functions. Adding polarization functions to 6-31G generally 

increases Cg at the 6-coordinate site and, at the 5-coordinate site, yields the 

correct sign only, when f functions are added. The need for f functions is 

not surprising, since spherical harmonics up to 1 = 6 are needed in the full-

crystal DFT calculations. Adding diffuse functions to the 6-31G basis set 

gives some improvement in the prediction of Cg and 77 for the 5-coordinate 

site, but seriously degrades the accuracy for the 6-coordinate site. The same 

series of polarization and diffuse functions were added to 6-311G, however, 

the sign remained negative for the 5-coordinate site. A similar change in 
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Table 6.4: NMR spectral parameters for andalusite 5-coordinate site, 
AI2. " RHF single point calculations. 

5-coordinate, AI2 
Cq T] lqzz,c /.qyy,b C,Ali 

CaAk 
experiment 5.832 0.6733 0.00 13.31 2.62 

basis set embedded-cluster M0° 
ST0-3G 
6-31G 

10.171 0.3796 74.41 68.73 
5.903 0.4930 75.77 89.34 

-0.90 
-2.16 

increasing polarization 
6-31G(d) 7.615 0.3652 
6-31G(2d) 5.293 0.7149 
6-31G(3d) 4.698 0.9659 
6-31G(3df) -5.578 0.5841 
diffuse + increasing polarization 
6-3H-G 4.201 
6-31+G(d) 5.424 
6-31-|-G(2d) 5.438 
6-31+G(3d) -4.586 
6-31-fG(3df) -5.261 
6-311G 7.427 
increasing polarization 
6-311G(d) 8.308 
6-311G(2d) 7.387 
6-311G(3d) 5.732 
6-311G(3df) 5.501 
diffuse -f- increasing polarization 
6-311-l-G 5.588 0.2577 
6-31H-G(d) 5.692 0.2723 
6-311+G(2d) 5.863 0.3650 
6-311-f-G(3d) 5.479 0.5868 
6-311-hG(3df) 5.517 0.5971 
correlation consistent polarization 

0.4220 
0.4696 
0.3372 
0.7755 
0.5473 
0.7679 

0.5272 
0.5630 
0.3728 
0.5170 

cc-pVDZ 
cc-pVTZ 

8.280 
-4.205 

0.4186 
0.8582 

74.80 
73.62 
72.31 
18.50 

61.41 
56.60 
67.71 
21.04 
22.91 
76.64 

75.97 
74.64 
67.61 
67.66 

63.10 
61.68 
61.00 
64.55 
65.51 

78.67 
25.58 

75.18 
85.46 
88.74 
59.51 

56.13 
36.58 
61.26 
70.18 
46.28 
89.17 

85.86 
83.98 
66.04 
73.33 

57.12 
53.56 
42.27 
65.95 
69.48 

86.53 
74.41 

-1.74 
-2.45 
-3.01 
2.99 

-2.73 
-2.18 
-2.24 
1.97 
1.35 

-2.00 

-1.85 
-2.14 
-2.74 
-2.96 

-2.53 
-2.59 
-2.60 
-2.74 
-2.79 

-1.56 
3.84 
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Table 6 5- NMR spectral parameters for andalusite 5-coordinate site, 
AI2. '' V^c = GGA96; Gmax^' 24 CQ ^ A:-poiiits= 128. 

5-coordinate, AI2 

lifllt ̂  ̂TTldX 

G, V ^Qzzi C ^qyyi b 

full crystal DFT^ 

C,Ali 
cjAb 

3.00 1.311 0.706 90 13.17 8.88 
3.96 5.034 0.883 0 13.48 2.29 
4.97 5.564 0.717 0 14.19 2.50 
5.60 5.477 0.783 0 14.68 2.46 
6.76 5.578 0.764 0 14.31 2.45 

sign is observed for the 5-coordinate site with the Correlation Consistent 

Polarized Valence Double (cc-pVDZ) and Triple (cc-pVTZ) Zeta [171, 172] 

basis sets. These differ in contraction scheme and by the addition of an f 

function. On the basis of these considerations, we choose the 6-31G(3df) as 

the best basis set for andalusite. 

The source of the difficulty in calculating accurately Cq, rj, and the EFG 

orientation at the 5-coordinate site becomes apparent upon examination of 

the two largest eigenvalues of the EFG tensor. These are nearly the same 

in magnitude but opposite in sign; experimentally, \qyy/qzz\ = 0-84. For 

basis sets without sufficient polarization, the eigenvector whose direction 

most closely parallels the experimental element qzz has the second largest 

magnitude, rather than the largest magnitude and is thus identified as qyy. 

Hence, very similar calculated EFG tensors (in the crystal coordinate system) 

may have the incorrect sign for Cq, depending on the relative values of qyy 

and qzz' This can be seen by examining the angle between q^z and the a-axis. 

Only with polarization is the ordering of the eigenvalues correct, and even 

then the orientation of the EFG tensor is not determined well enough to 

completely interpret the single-crystal NMR results. 
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6.4 Conclusion 
This work demonstrates that full-crystal DFT and embedded-cluster MO 

methods, combined with excellent NMR experiments, can be used to assign 

EFG tensors to low-symmetry sites. This is an important first step in devel­

oping methods for interpreting ^^Al NMR spectra in terms of the aluminum 

coordination environment. The 6-coordinate site experimental results agree 

with the previous work of Hafner et ah, [173] and the EFG tensor assign­

ment is the same as found in the point charge analysis of Raymond. [174] The 

5-coordinate site is assigned, many years after its first observation, on the ba­

sis of full-crystal DFT calculations. This is the first 5-coordinate aluminum 

site to be fully studied and assigned by NMR. The signs of the quadrupole 

coupling constants are determined for both the 6- and 5-coordinate sites. 

The agreement between the experimental EFG orientation and that from 

the full crystal density functional theory is remarkably close, differing by 

only 0.17° for the 6-coordinate site and 1.56° for the 5-coordinate site. The 

embedded-cluster MO results are significantly less accurate for orientation 

with errors exceeding 45°. This data shows the greater reliability of the 

full-crystal FP-LAPW DFT for tensor orientations compared to the single-

molecule + point charge. Using a more accurate and time-consuming method 

for point charge inclusion may improve the single-molecule embedded cluster 

MO method. 



CHAPTER 7 

ANDALUSITE, 
SILLIMANITE AND 
KYANITE 

Reproduced in part with permission from Journal of Physical Chemistry, to 

be submitted for publication. Unpublished work copyright 2000 American 

Chemical Society. 

The temperature dependence of the EFG tensors for andalusite, silliman-

ite and kyanite was studied with full potential linearized augmented plane 

wave implementation of density functional theory. Andalusite, sillimanite 

and kyanite are aluminosilicates and are three polymorphs of A^SiOs con­

taining A1 sites with four, five and six oxygen coordination in tetrahedral, 

octahedral and trigonal bipyramidal arrangements respectively. Calculations 

used crystal structures available from the literature for -183, 25, 400, 600, 

800 and 1000 °C for andalusite; 25, 400, 600, 800 and 1000 °C for sillimanite; 

and 25, 400, 600 °C for kyanite. ^^Al NMR spectral parameters reported are 

the quadrupole coupling constant, the asymmetry parameter and the angles 

describing the orientation between the principal axis system and crystal axis 

system of the electric-field-gradient tensor. Calculated ^^Al NMR spectral 

parameters for 34 different aluminum sites and assignments of experimen-

56 
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tal tensors to sites are reported. Complete EFG tensors for 34 aluminum, 

17 silicon and 74 oxygen sites are available as supplementary information. 

Relationships of these parameters to temperature, polyhedral volume, longi-
\ 

tudinal and shear strain are discussed. 

7.1 Introduction 
NMR spectroscopy is a powerful tool for analyzing the structure of materials 

[119,175,120]. NMR can probe the interaction between the nuclear-electric-

quadrupole moment and the EFG. The dependence of NMR signal on the 

EFG at an atomic site makes this technique a sensitive probe of local ge­

ometric and electronic structure. Applications of NMR spectroscopy range 

widely from determining dispersal in HIPS of brominated aromatics [4, 176], 

found in flame retardants, to elucidation of structure in aluminum contain­

ing materials such as mononuclear 7-azaindole aluminum complexes [177], 

ethylaluminum halides [178], aluminum alkoxides [179], cements and methy-

lalumoxane (MAO) [180,181,182,183,184,185,186,187,188,189]. Analysis 

of NMR spectra requires the knowledge of the EFG tensor at an atomic site. 

For sites of high symmetry, it is possible to distinguish between sites with 

diff'erent coordination numbers using simple models for interatomic interac­

tions and symmetry considerations alone. However, for many materials of 

interest, asymmetries make it difficult or impossible to predict an EFG tensor 

without the use of ab initio calculations. 

There are three distinct ab initio approaches for EFG tensor calculation: 

gas phase MO calculations, embedded cluster MO calculations and full crys­

tal density functional calculations. Gas phase calculations are most useful for 

molecular solids where intermolecular interactions are relatively small per­

turbations on the dominant intramolecular forces. [190, 57] Cluster models 
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are used for ionic solids which use the target atom surrounded by the set 

of neighboring atoms (typically just the nearest neighbor atoms) embedded 

in a set of point charges [156] and multi-molecule systems to investigate in-

termolecular interactions such as hydrogen bonding [57, 58]. Full crystal 

density functional calculations typically use the FP-LAPW implementation 

of density functional theory [113, 114] and require knowledge of the crystal 

structure of the solid. In general, the various methods can accurately dis­

tinguish between sites with different coordination numbers. However, quan­

titative accuracy is limited to approximately 10 percent. When the crystal 

structure is known, FP-LAPW offers a distinct advantage with its ability to 

include the full crystal symmetry of the lattice. In an earlier publication, we 

found that ^^Al NMR spectral parameters (especially axis orientation) from 

FP-LAPW match experiment more closely than embedded cluster calcula­

tions. FP-LAPW has been used with considerable success to determine EFG 

parameters in a variety of solids. 

There are three empirical correlations that have been suggested between 

local geometric structure and the ^^Al NMR spectral parameters or EFG: 

polyhedral volume, longitudinal strain and shear strain. Ab initio methods 

have significant computational requirements, so it is useful to investigate the 

utility of the three empirical correlations to match experiment. A useful test 

is to study the EFG tensor in known structures at a series of temperatures. 

Variable temperature NMR studies exist for several materials including 

ruby [191], and rubidium salts [192]. The aluminosilicates are particularly 

interesting because they contain a variety of coordination sites with dif­

ferent polyhedral distortion. Ghose et al. [193], Weller et al. [194] and 

Engelhardt et al. [195] have studied spectra-structure relationships with 

polyhedral distortion [196] for aluminates. The temperature dependence of 
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the nuclear quadrupole interaction (EFG, Cq, or rj) has been measured for 

various quadrupolar nuclei of inorganic compounds and minerals. Usually 

Cq decreases as temperature increases, as seen for ^'^Al (/ = |) in AIPO4 

tridymite [197], (J = 1) in different para-substituted anilines [198], two 

^'^Rb (J = |) in Rb2S04, one Rb in RbC104 and two of the three Rb sites 

in RbNOa [192]. The linear relationships have been attributed to a linear 

increase of the lattice constant with increasing temperature. However, one 

Rb site in RbNOs exhibits a nonmonotonic behavior, with Cq decreasing 

with increasing temperature to a minimum at 20''C then Cq increases with 

increasing temperature above 20''C. This cannot be explained by thermal 

expansion of the unit cell alone and is probably associated with a reori­

entation of individual NO3 groups which affect the Rb EFG in a different 

manner. Another explanation could be the in-plane rotations of the NO3 

groups with increasing temperature which could also affect the EFG. [192] 

Likewise, C, also increases with increasing temperature for the ^'''Al site in 

a synthetic ruby crystal (AI2O3) [191] possibly due to significant changes in 

lattice vibration frequencies with temperature. Thus, while the increase of 

the lattice constant with increasing temperature is a significant factor in the 

temperature dependence of the EFG, other interactions can offset this effect. 

Andalusite, sillimanite and kyanite are well-characterized [199, 200, 201, 

202]. They provide a well-defined series of aluminum containing solids for 

which structures axe known at a number of temperatures [203]. The coor­

dination of the A1 atoms ranges from 4 to 6 0 atoms and provides a strin­

gent test for ab initio methods. Andalusite contains two crystallographically 

distinct aluminum sites — a six-coordinate, octahedral site, Ali, and a five-

coordinate, distorted trigonal bipyramidal site, AI2. Sillimanite also contains 

two crystallographically distinct aluminum sites — a six-coordinate, octahe-
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dral site, Ali, and a four-coordinate, tetrahedral site, AI2. Kyanite contains 

four crystallographically distinct aluminum sites and all of them are octahe-

drally coordinated with six oxygen atoms — Ali, AI2, AI3 and AI4. 

Single temperature ^^Al NMR spectral parameters are available from 

NMR experiments for andalusite [156, 204], sillimanite, kyanite [173, 205, 

206, 207], and a similar structure with an AlOe site, ruby [191]. Kyanite 

presents the most difficult case to experimentalists in assigning NMR signals 

to A1 sites because all four A1 sites have the same low symmetry (Ci). Indeed, 

the only assignment they make is to point out that the strongly distorted 

(Hafner Al(4)) site possesses both the shortest and one of the longest Al-

0 distances in aluminosilicate minerals and as a result ought to correspond 

to one of the tensors with the largest eigenvalues (Hafner tensors I and II) 

[173]. Nuclear quadrupole interaction data is available from calculations for 

andalusite [156]. 

Calculations data for andalusite, sillimanite and kyanite also exits. Ray­

mond predicts EFGs using a point charge model [174]. During preparation of 

this work we were made aware of a recent submission regarding calculations 

of andalusite, sillimanite and kyanite for structures corresponding to a single 

temperature [208]. 

^ In this paper, we use FP-LAPW to calculate ^''Al NMR spectral param-

etersand assign the EFG tensors to 34 A1 sites in the aluminosilicates. For 

the four A1 sites in kyanite this is the first definitive assignment. Finally, we 

examine the temperature dependence of the ^^Al NMR spectral parameters 

and the utility of three proposed correlations with geometric structure. 
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7.2 Method 
We study the three polymorphs of Al2Si05 with density functional theory 

[45, 46] in a manner similar to our single temperature study of andalusite 

[156]. We now examine EFGs at different temperatures by using X-ray crys­

tallography structures available from the literature [203, 156]. These struc­

tures were taken at -183, 25, 400, 600, 800 and 1000 °C for andalusite; 25, 

400, 600, 800 and 1000 °C for sillimanite; and 25, 400, 600 °C for kyanite. We 

calculate EFGs using the WIEN [113] computer program. This program im­

plements full-crystal density functional theory with the FP-LAPW method 

[114]. Exchange and correlation are included with the generalized gradi­

ent approximation (GGA) [115, 116]. GGA is preferred for EFGs [117,118]. 

Linear variation of the LAPW provides the solution to the Kohn-Sham equa­

tions. The FP-LAPW method divides the unit cell of a crystal into two parts: 

1) spheres around the atoms and 2) an interstitial region. Inside the atomic 

spheres is a linear combination of the product of radial functions and spheri­

cal harmonics, while a plane wave expansion is used in the interstitial region. 

This is a full potential method; no shape approximations are made for the 

potential or the electronic charge. Computer memory size limits the plane 

wave expansion; for each A:-point plane wave coefficients must be calculated 

by diagonalizing a matrix with dimensions equal to the number of K vectors. 

7.2.1 Parameters 

The convergence cut-off for the expansion of the augmented plane wave basis 

set is a measure of its quality or completeness. The following parameters are 

the same for all temperatures and all compounds unless otherwise specified. 

We use a total of 10,000 plane waves. The magnitude of the largest vector 

in the charge density Fourier expansion (Gmax) is 24.Oa^ 
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Table 7.1: The matrix size, Rmt'xKmax, in Bohr * Ry^ for the Al2Si05 poly­
morphs at each temperature, T. 

TfC andalusite sillimanite kyanite 
-183 5.51 

25 5.51 5.55 5.79 
400 5.49 5.54 5.77 
600 5.48 5.54 5.75 
800 5.48 5.53 

1000 5.46 5.53 

The sphere radii, Rmu encompass a majority of the core electron density, 

allowing the valence density to be represented primarily by plane waves. The 

sizes for Rmt are 1.65 for all Al; 1.8 for all Si; and 1.2, 1.16,1.06 Bohr for 0 in 

andalusite, sillimanite and kyanite respectively. The smallest atomic sphere 

radius (Rmt) is 0 in all three polymorphs. The product of the smallest Rmt 

and the magnitude of the largest AT-vector, Kmax determines the combined 

LAPW basis expansion cut-off. The unit cell dimensions combined with user 

input determine the magnitude of the largest AT-vector. Table 7.1 shows the 

RmtxKmax values that we use in our calculations. 

75 A:-points sample the irreducible wedge of the Brillouin zone; they are 

shifted away from high symmetry directions for efficiency. Additional cal­

culations with up to 512 A:-points show no qualitative differences. For the 

atomic spheres spherical harmonics are included up to Z = 6 with Irrimax set 

to 10. For convergence the charge is required to be self consistent to 0.0001 

for three consecutive iterations, followed by self consistency in the forces to 

1 mRy/a.u. for three consecutive iterations. 

A single relativistic calculation on andalusite at the -ISS^C structure 

showed only « ^MHz higher for the magnitude of the largest component in 

the diagonalized electric-field-gradient tensor; the orientation remained true 

up to 10 All other calculations are non-relativistic. 
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7.2.2 Input 

Nuclear coordinates are from X-ray crystallography [203, 156] and we desig­

nate A1 sites in the same order (i.e Ali,Al2,Al3,Al4). Tables 7.2 and 7.3 details 

the environments due to other nuclei at each symmetry unique A1 site. Each 

polymorph contains an A1 in six-coordination and a Si in four-coordination. 

The coordination of the other A1 atom is four in sillimanite, five in andalusite 

and six in kyanite. At each temperature there are 7 symmetry unique atoms 

in andalusite and sillimanite, while kyanite has 16. 

Table 7.2: Point symmetry and Al-0 coordination. Point symmetry and 
coordination of A1 with O for symmetry unique A1 sites in andalusite, silli­
manite and kyanite. Coordination of A1 with 0 is the total number of 0 less 
than 2.5A from Al. In sillimanite there is an additional O greater than 2.5A 
but less than 3.0A from the AI2 site. In parenthesis is the number of 0 with 
a unique Al-0 distance. The largest distance change with temperature is a 
percentage, Ad{A\—Ox)-

site I point symmetry coord. Ad(Al-Ox) with T/% 
andalusite 

All 2,C2 6(3) -k3.2,Oo 
AI2 m,Cs 5(3) -h0.7,Oc 

sillimanite 
All -l,Ci 6(3) -l-1.2,0zj 
AI2 m,Cs 4(3) -|,0c 

kyanite 
All l,Ci 6(6) +l,0^r,0G 
AI2 l,Ci 6(6) -f- ~ I, all 
AI3 l,Ci 6(6) -|-l,Oi? 
AI4 l,Ci 6(6) +1,0A 

7.3 Results 
We report the calculated ^^Al NMR spectral parameters and the ratio of Cq 

between sites in Tables 7.4-7.7. Our calculations use the Al coordinates listed 

in Bryant [156] and Winter [203] except for andalusite AI2 (25 - 1000°C) for 
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Table 7.3: Nearest neighbor structure. Atoms neighboring each site are 
shown in order of increasing distance. Two atoms equidistant from A1 are 
prefixed by the numeral two. The subscript on each atom identifies symmetry 
unique atoms and is unique for each polymorph. 

site I d(Al-O) < 2.5A 2.5A < (f(Al-O) < S.OA 
andalusite 

All 20/1, 20B, 20B All, All 
AI2 20B> 0/1, 20c AI2 

sillimanite 
All 20B, 20/1, 20B 2All 
AI2 Oc, OB, 20B OA, 2Si 

kyanite 
All Ojr, Ojif, OB, OB, OG, OH AI2, AI2, AI3, AI4, AI3, 
AI2 Oc, OB, OB, O^, OB, OB Ali, Ali, AI4, AI3 
AI3 OB, OB, OC, OC, OB, OB AI4, AI2, Ali, AI3, Ali 
AI4 0/1, OB, OH, OB, OB, O^ AI4, AI3, AI2, Ali 

which we report at (| + a:, | - y, | - z) to be consistent with our previous 

work [156]. The supplementary material contains the full EFG tensors for all 

103 sites (Al, Si and 0) along with their corresponding crystal coordinates. 

7.3.1 Andalusite 

Calculated and experimental ^''^Al NMR spectral parameters for andalusite 

are in Table 7.4. Andalusite's Ali site is coordinated octahedrally with six 

0 atoms and is the most symmetric Al site in all of the polymorphs. The 

site is of C2 symmetry. The orientation of the EFG principle axes {qxx, 

Qyy and Qzz) with respect to the crystal axes (a, 6, c) is: QXX is closest to 

6, Qyy is closest to c and QZZ is closest to a. The angles of QXX with b and 

Qzz with a are identical at each temperature, decreasing only slightly with 

increasing temperature from 28.71 to 28.86°. The angle of qyy with c is 

exactly 0°. The middle magnitude eigenvector, qyy, is directed toward the 

next All atom and along the c axis, with an angle of 0 for all temperatures. 
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The largest magnitude eigenvector, points toward OD, with an angle of 

approximately two degrees. There is almost no change with temperature in 

the orientation of the EFG principal axis system with respect to the crystal 

axis system; the angles of the eigenvectors with the crystal axis system change 

less than one percent. With increasing temperature the site undergoes uneven 

expansion; the distances from Ali to OB{< 0.2%) and 0^(< 0.1%) are nearly 

constant relative to the pronounced elongation of the distance from Ali(3.3%) 

to Oc [203]. 

The AI2 site in andalusite is five coordinate with Cs symmetry. Five 

coordinate A1 sites are rare. The angles between the EFG principle axes 

{QxxiQyy and Qzz) and the crystal axes {a,b,^ are: is closest to a ,qyy is 

closest to b and q^z is closest to c. The angles of ^ with a and qyy with b 

are identical at each temperature and range 15.64-17.56". The angle of qzz 

with c is exactly 0°. The eigenvector q^x is near Oc with an angle ranging 

from 5.6-7.5", qyy is near with an angle ranging from 2.4-4.2", and qzz 

makes a perfect 90"angle with Oc and the next AI2. 

7.3.2 Sillimanite 

Calculated and experimental ^^Al NMR spectral parameters for sillimanite 

are shown in Table 7.5. Small but unusual changes in the local coordina­

tion structure of the A1 sites in sillimanite obscure correlations. The local 

coordination structure of the two A1 atoms in sillimanite is different from 

all the other polymorphs studied in that there is an uneven change in Al-0 

distances. For the other polymorphs there is either little change or a uniform 

increase or decrease. For the sillimanite Ali site one distance (Ali-Oyi) in­

creases to a maximum at 800°C and then decreases at 1000"C, while all the 

other Ali-0 distances increase to a maximum at 1000°C. For the sillimanite 
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Table 7.4: Andalusite NMR spectral parameters for Ali and AI2 ^^Al 
quadrupole coupling constants {Cq in megahertz), EFG asymmetries (77) 
and angles in degrees between the crystal and principal axis systems for 
six temperatures in degrees Celsius (T). The values from experiment are 
also shown for comparison. " ^^Al NMR from [156] ^ ^^Al NMR from [209], 
temperature not reported. N.B. an experiment does not determine Cq sign. 

six-coordinate Ali 
TfC c. 1 ^Qxxi ^ iQyy, C ^qzz,a 
-183 14.176 0.071 28.80 0.00 28.80 
25 14.507 0.073 28.71 0.00 28.71 

400 15.422 0.071 28.71 0.00 28.71 
600 15.882 0.075 28.72 0.00 28.72 
800 16.248 0.075 28.66 0.00 28.66 

1000 16.727 0.077 28.86 0.00 28.86 
experiment 

25 ±15.261 0.103 28.50 0.00 28.50 
experiment tensor I'' 

b ±15.733 0.035 28.21 0.00 28.21 

five-coordinate AI2 r/°c c. r) ^Qxxj ^ ^qyy^ ^ ^Qzzj c 
C,(Ali) 
C„fAl2) 

-183 5.668 0.750 14.86 14.86 0.00 2.50 
25 5.487 0.702 15.64 15.64 0.00 2.64 

400 5.181 0.692 15.95 15.95 0.00 2.98 
600 5.014 0.658 15.63 15.63 0.00 3.17 
800 4.802 0.688 15.91 15.91 0.00 3.38 

1000 4.537 0.652 17.56 17.56 0.00 3.69 
experiment 

25 « ±5.832 0.673 15.87 15.87 0.00 1 ±2.62 
experiment tensor iT 

6 ±5.900 0.708 16.60 16.60 0.00 1 ±2.67 
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Al2 site the Ala-Oc distance increases, decreases very slightly at 600°C and 

increases again at 800 and 1000®(7. These uneven changes are small, relative 

to the Al-0 distance changes at other sites (cf. table 7.2), however they still 

effect the calculated EFG and make correlations unclear. 

Table 7.5: Sillimanite ^^Al NMR spectral parametersfor Ali and AI2 ^^Al 
quadrupole coupling constants (C, in megahertz), EFG asymmetries (77) 
and angles in degrees between the crystal and principal axis systems for five 
temperatures in degrees Celsius (T). The values from experiment are also 
shown for comparison. " ^^Al NMR from [210], temperature not reported. 
N.B. an experiment does not determine Cq sign. 

six-coordinate Ali 
T/°C c, 77 ^Qxxj a ^Qyyt b ^Qzz, c 

25 -8.259 0.495 45.26 31.19 32.77 
400 -8.615 0.534 44.96 30.61 32.91 
600 -8.668 0.555 45.17 30.94 32.87 
800 -8.911 0.561 45.33 30.95 33.09 

1000 -8.890 0.585 44.81 30.49 32.74 
experiment tensor P 

a ±8.934 0.462 44.21 30.88 31.97 

four-coordinate AI2 
r/°c Cy V ^Qxx) e ^Qyyj ^ Lqzzi 

C„(Ali) 
CaiAh) 

25 -6.269 0.557 0.00 15.27 15.27 1.32 
400 -6.315 0.549 0.00 16.48 16.48 1.36 
600 -6.411 0.541 0.00 16.88 16.88 1.35 
800 -6.318 0.559 0.00 17.84 17.84 1.41 

1000 -6.347 0.505 0.00 18.98 18.98 1.40 
experiment tensor IP 

a ±6.774 0.531 0.00 14.59 14.59 ±1.32 

The sillimanite Ali atom is coordinated with six 0 atoms and has Ci 

symmetry. The QXX eigenvector is closest to the a axis, Qyy to b and to c. 

The Qxx, a angle varies between 44.81 and 45.33°, qyy, b between 30.49 and 

31.19°, c between 32.74 and 33.09°. The eigenvector is close to Si 

(ps 8°), qyy to Or, (« 2.4 - 2.8°) and to OA atom (« 6°). 
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The sillimanite AI2 site is coordinated with four oxygen atoms, though 

a fifth oxygen atom is between 2.5 and S.OA. The site is of Cs symmetry. 

Qxx lies along c for all temperatures, the qyy,b and angles are identical 

at each temperature, with increasing temperature they increase a little less 

than 4°, from 15.27 to 18.98°. 

7.3.3 Kyanite 

Calculated and experimental ^^Al NMR spectral parameters for kyanite are 

in Table 7.6. The Ali site is the only kyanite site with a positive Cq. For the 

kyanite Ali site, the qxx EFG eigenvector is closest to the a crystal axis, qyy 

to c and q^z to b. The angles increase with increasing temperature: qxx, a 

from 8.59 to 10.71°; qyy, c from 15.46 to 16.89°; qzz, b from 12.87 to 13.10°. 

The AI2, AI3 and AI4 are the kyanite octahedral sites with Cq < 0. (The 

Cg for All in sillimanite is also negative.) All have Ci symmetry. 

For kyanite AI2 site, the qxx EFG eigenvector is closest to the c crystal 

axis, qyy to a and qzz to b. The qyy, a angle increases with temperature 

from 14.17 to 16.78°. The other two angles do not. The qxx, c angle varies 

between 25.19 and 26.91°, and the qzz, b angle varies from 19.60 to 21.50°. 

For kyanite AI3 site, the qxx EFG eigenvector is closest to the c crystal axis, 

qyy to a and qzz to b. The qzz, b angle decreases with increasing temperature 

from 15.35 to 13.36°. The other two angles do not. They vary between 18.35 

to 19.70° (qxx, c) and 13.04 to 13.50° (qyy, a). For kyanite AI4 site, the qxx 

EFG eigenvector is closest to the c crystal axis, qyy to a and qzz to b. The 

qxx, c and qyy, a angles decrease with increasing temperature, 9.72 to 7.40 

and 6.72 to 2.96° respectively. The qzz, b angle varies from 6.81 to 7.52°. 

For kyanite, there is no apparent correlation between the directions of the 

eigenvectors and individual atoms, as there is in andalusite and sillimanite. 
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Table 7.6: Kyanite NMR spectral parameters Kyanite Ali, AI2, AI3 and 
AI4 ^''Al quadrupole coupling constants (Cg in megahertz), EFG asymme­
tries (77) and angles in degrees between the crystal and principal axis systems 
for five temperatures in degrees Celsius (T). Values from experiment are 
shown for comparison. " ^^Al NMR from [210], temperature not reported. 
N.B. experiment does not determine C, sign. 

six-coordinate Ali 
TI"C c, V 0, ^Qyy> C ^Qzzt b 

25 9.076 0.286 8.59 15.46 12.87 
400 9.366 0.279 10.62 16.77 13.01 
600 9.529 0.273 10.72 16.89 13.10 

experiment tensor P 
a ±10.040 0.265 15.42 20.28 13.59 

six-coordinate AI2 
TI°C V ^Qxxi ^ ® ^qzz,b 

25 -3.108 0.822 25.61 14.17 21.51 
400 -3.361 0.801 25.19 15.99 19.60 
600 -3.107 0.841 26.91 16.78 21.27 

experiment tensor IV" 
a ±3.700 0.897 25.18 20.12 14.98 

six-coordinate AI3 
Tf°C V ^Qxxj ^ ^ ^Qzzy b 

25 -5.285 0.832 19.71 13.05 15.35 
400 -5.809 0.786 19.51 13.50 14.52 
600 -6.107 0.791 18.35 13.24 13.37 

experiment tensor IIP 
a ±6.530 0.590 17.25 11.76 12.58 

six-coordinate AI4 
TfC V ^Qxxj ^ ^Qyy) ^ ^Qzz, b 

25 -8.097 0.466 9.72 6.73 7.13 
400 -8.505 0.453 8.10 3.35 7.53 
600 -8.892 0.431 7.40 2.95 6.81 

experiment tensor IP 
a ±9.370 0.387 7.25 2.56 6.78 
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Table 7.7: Ratios of Cg among A1 sites in kyanite, denoted X -.Y iov ^4^. 
NMR from [210], temperature not reported. N.B. because the experi­

ment does not determine Cq sign the sign of the ratio is also not determined. 

kyanite Cq ratios = X :Y 
T/°C 1:2 1 : 3 1:4 2 : 3 2:4 3:4 

25 -2.92 -1.72 -1.12 0.59 0.38 0.65 
400 -2.79 -1.61 -1.10 0.58 0.40 0.68 
600 -3.07 -1.56 -1.07 0.51 0.35 0.69 

experiment 
a ±2.71 ±1.54 ±1.07 ±.57 ±.57 ±.70 

7.4 Discussion 
7.4.1 Single Temperature Accuracy 

The comparison of calculated and experimental ^^Al NMR spectral param­

eters demonstrates that the calculated EFG tensors are accurate enough to 

distinguish between the 8 different sites. 

The Cq ratio is independent of Q and as a result has fewer uncertainties, 

making it a good metric with which to measure how well calculations match 

experiment. Variable temperature NMR data does not exist for these Al2Si05 

polymorphs, but single temperature data is available and we include that in 

the tables. 

The ten calculated ^^Al NMR spectral parameters for andalusite agree 

well with experiment (cf. table 7.4). The Cq magnitudes, EFG asymmetry 

and the three angles between the axis system are close in value and confirm 

the site assignments we made in previous work [156]. The angles differ from 

experiment by less than 1.5%. The ratio of quadrupole coupling constants of 

All and AI2 in andalusite, provides a unitless comparison free from 

any uncertainty which may be in the quadrupole moment, Q. The ratio 
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from calculations at the 2b°C structure (2.64) compares well to that from 

experiment (2.62 and 2.67 within 1%). 

The calculated ^^Al NMR spectral parameters for sillimanite agree well 

with experiment (cf. table 7.5). The EFG asymmetry and the three angles 

between the axis system are close in value. The magnitudes of Cq are not in as 

good of agreement as those for andalusite. The angles differ from experiment 

by less than 2.5% for Ali and less than 5% for AI2. These parameters confirm 

the site assignments made by Raymond et al. [210]. The Cq ratios of Ali and 

AI2 in sillimanite, from calculations and experiment are the same at 

1.32. The ratios agree much better than the magnitudes of Cq which differ 

by as much as 7.6%. 

Kyanite is a much stiffer test of calculations; there are four Al each with 

very low Ci symmetry in kyanite, while there are only two Al sites — all with 

higher symmetry — in andalusite and sillimanite. The calculated ^^Al NMR 

spectral parameters for kyanite agree with experiment in only a qualitative 

manner(cf. table 7.6). The EFG asymmetry and the magnitude of Cq are 

similar in value. The three angles between the axis system do not agree 

nearly as well as those of sillimanite or andalusite. The qualitative agreement 

is adequate for assignment of the EFG tensors All the Cq ratios show good 

agreement with experiment differing by less than 2%, except the ratio, 

which differs by more than 30%. We attribute the lack of good quantitative 

agreement to the low symmetry. 

7.4.2 Temperature Dependence 

There is a good linear correlation between Cq and temperature for most 

of the Al sites in the polymorphs, the exceptions being sillimanite Ali and 

AI2 owing to the uneven structural changes and kyanite AI2. Because there 
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Figure 7.1: Cq{T) fitting parameters. ° The linear fitting parameters for 
sillimanite AI2 and kyanite AI2 are only shown to illustrate that the Cg{T) 
relationship is not always linear for individual sites; their slope errors are 
unacceptably large. 

are kyanite structures at only three temperatures, any conclusions about 

correlations with temperature are not reliable. 

In Figure 7.1, we show the temperature dependence of Cg for the 8 sites, 

as well as data for ruby. With the exception of the andalusite AI2 site, 

the magnitude of Cg increases with temperature. There are rather different 

temperature dependencies for the different sites, though, ranging from 7.9 x 

10"®for the four-coordinate site in sillimanite to 2.3 x 10~^MHz/"C 
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for the six-coordinate site in andalusite. This spread in temperature depen­

dencies makes it difficult to predict changes in EFG tensors without perform­

ing calculations at each temperature. With this in mind, we now turn to the 

suggested correlations between NMR spectral parameters and geometric 

structure. 

7.4.3 Polyhedral Distortion 

Polyhedral distortion has been used to study the correlation between spectra 

and structure coordination polyhedra distortion in VPI-5 by Engelhardt and 

Veeman [195], in aluminosilicates by Ghose and Tsang [193] and in aluminate 

sodalites by Weller et al. [194]. Ghose etal. examined the relationship of jC^I 

and the coordination polyhedra formed by O around Al sites, concluding \Cq\ 

depends on bond lengths for octahedral sites and primarily on bond angle 

(and to a much lesser degree bond lengths) for tetrahedral sites. Robinson et 

al. use quadratic elongation as a measure of coordination polyhedra distor­

tion [196] from which comes longitudinal, shear and total strain. Ghose and 

Tsang use Hamil's definitions of longitudinal strain (jaj) and shear strain 

(1^1) [193]: 

longitudinal |a;| = ^ | ln(/i//o)| (7.1) 
i 

shear \ip\ = ^ | tan{9i - 0o)| (7.2) 
i 

where IQ is the ideal bond length, /,• is the actual bond length, 9o is the ideal 

bond angle, 6i is the actual bond angle and |Q;| = 0 and |^| = 0 mean no 

distortion, or an ideal polyhedra. 

We use Ghose and Winter's values for polyhedral volume, longitudinal 

strain (jaj) and shear strain ([•^|) [193] in andalusite {a and ip are reported 

only for the six-coordinate site), kyanite and sillimanite. For the AI2 site in 

andalusite, we use Equations 1 and 2 to determine a and (cf. table 7.8) 
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Table 7.8: Andalusite AI2 polyhedral strain. The longitudinal (|Q;|), shear 
(1^1) and total polyhedral strain for andalusite AI2, calculated using equa­
tions 7.2 and 7.1. 

T/°C a total 
-183 0.75 1.23 1.98 
25 0.75 1.22 1.97 
400 0.74 1.21 1.95 
600 0.75 1.21 1.95 
800 0.74 1.20 1.94 
1000 0.73 1.19 1.93 

We use the following as our definition of a perfect trigonal bipyramid: bond 

angles of 120 and 90 and the ratio of axial to equatorial bond lengths of 1.0, 

such that all 0-0 distances are equal. 

In figures 7.2,7.3 and 7.4 we plot \Cq\ as a function of these three param­

eters. As can be seen, correlations do exist, but the slopes of the correlations 

are all different. This means one cannot simply apply information from one 

site to another. We do note the general trend that the magnitude of \Cq\ 

increases with increasing strain and polyhedral volume. The polyhedral vol­

umes are distinct for each type of coordinated site, increasing from four to five 

to six coordinate. For each individual six coordinate site volume increases 

with temperature. 

7.5 Conclusion 
In this work, we calculate the EFG tenors and ^^Al NMR spectral parame­

ters for the A1 sites of the aluminosilicate polymorphs. We use these EFG 

tensors to match NMR signals from experiment to specific crystallographic 

sites. The four kyanite site assignments are new, the others confirm previous 

assignments. We also examine how the EFG tensors change with structure 

through calculations with crystal structures from different temperatures. We 



75 

ho 
PI 

* rH 

3. » o o 
"o a 
3 
;-i 
X) 

eS 
S a 
c 
c5 

N 

bO 
•S 
"E 
pi 
o 
O 
!U 
E a 
P 
X ch 
p3 a 

6 

5.8 

5.6 

5.4 

5.2 

5 

4.8 

4.6 

X ' ' ' ' ' ' Andalusite AI2 X 

/ / / / / / 
/ r 1 

1 

-

-

-

J / / / / / ,'X
 

/ / / 

i 

-

1 t 1 1 1 1 1 1 1 1 

18 

16 

14 

12 

10 

8 

6 

4 

5.14 5.15 5.16 5.17 5.18 5.19 5.2 5.21 5.22 5.23 5.24 5.25 
Polyhedral Volume, V/ 

1 r T T T 

+ • 

"T + + 
+ 

• . JP • m 

o o o 
I L 

Andalusite Ali 
Sillimanite Ali 

Kyanite Ali 
Kyanite AI2 
Kyanite AI3 
Kyanite AI4 

+ • 
O 

A 

8.9 9.1 9.2 9.3 9.4 9.5 9.6 
Polyhedral Volume, V/ 

9.7 9.8 9.9 

site m ± error 
A 

b MHz ± error 
andalusite Ah 7.13568 ± 0.2569 -52.9188 db 2.489 
andalusite AI2 -11.4577 ± 0.5087 64.8146 ± 2.640 
sillimanite Ah 4.07276 ± 0.3426 -28.7299 ± 3.179 
kyanite Ah 2.79825 ± 0.1651 -15.6182 ± 1.497 
kyanite AI2 0.217629 ± 2.125 1.33107 ± 19.57 
kyanite AI3 4.28583 ± 4.130 -33.5956 ± 38.15 
kyanite Ah 5.5971 ± 0.6642 -41.4698 ± 5.975 

Figure 7.2: IC5I (polyhedral volume) 



76 

CJ 
bo a 

r—t a 
S o 

O 
v 

"o 
=3 

O" 
I™N 

<i 
t-
C-) 

K!2 

hO .s 
"a, 

S3 o 
O 
Ji "o cu 
S3 
(H 

'O 
ci3 
S a 
c r-

0.385 

Sillimanite AI2 • 

0.36 . 0.365 0.37 0.375 
Shear Strain, \tp\ 
I 

1.19 

X 
1 1 

Andalusite AI2 X 
1 1 1 I I 

1.195 1.2 1.205 1.21 1.215 1.22 1.225 
Shear Strain, \il)\ 

site m MHz ± error b ± error 
andalusite AI2 35.5159 ± 4.198 -37.6163 ± 5.078 

1.23 

Figure 7.3: C,(shear strain) The andalusite AI2 site shows a very good cor­
relation of Cg with shear strain, {ipl, while the sillimanite AI2 site shows 
none. 



77 

bO 
CI »^ 

"ft 
3 
O 
O 

'o 
D-
3 
S-i 

3 
O" 

r^ 
C4 

o 
bO 

.S 
'a 
3 
O 
O 

<D 
"o a 
3 

TS 
3 
3 a 
< 
t-

0 1 
X 

5.8 — 

5.6 -

5.4 - X,. 

5.2 - X-'' X 

5 -

4.8 

4.6 1 
Andalusite AL X 1 

18 

16 

14 

12 

10 

8 

6 

4 

0.734 0.736 0.738 0.74 0.742 0.744 0.746 0.748 0.75 0.752 0.754 
Longitudinal Strain, laj 

1 T T+ + 
++ 

AA 

6> 
X X 

Andalusite AIi 
Sillimanite Ali 

Kyanite Ali 
Kyanite AI2 
Kyanite AI3 
Kyanite Al^ 

+ 

A 

0.05 0.1 0.3 

site 

0.15 0.2 0.25 
Longitudinal Strain, [Q;| 

m MHz ± error b MHz ± error 

0.35 0.4 

andalusite Ali 
andalusite AI2 
sillimanite Ali 
kyanite Ali 
kyanite AI2 
kyanite AI3 
kyanite AL 

30.1901 ± 1.124 
65.8879 ± 6.114 
41.2815 ± 2.234 
29.8288 ± 11.33 
56.5685 ± 11.08 
39.492 ±36.53 
38.2361 ± 6.744 

5.94681 ± 0.3828 
-43.7413 ± 4.555 
4.38497 ± 0.2532 
5.06917 ± 1.777 
-0.793991 ± 0.8091 
0.514908 ± 5.071 
2.31603 ± 1.159 

Figure 7.4: C,(longitudinal strain) 



78 

examine the structural correlations of shear and longitudinal strain proposed 

for ^^Al NMR spectral parameters and found them to work well for single 

A1 sites in a single polymorph at a number of temperatures, but the strain 

correlations do not work well across all sites. We add calculations for shear 

and longitudinal strain of the five coordinate A1 site in andalusite, a distorted 

trigonal bipyrimidal shape. We note that as the crystals expand with increas­

ing temperature, the magnitude of Cq tends to increase for six-coordinate A1 

sites. We also note that correlations postulated in previous work are valid, 

though there are quantitative differences between different sites that limit 

the utility of these approximations. 



CHAPTER 8 

BROMINATED AROMATICS: 
FLAME RETARDANTS 

Reproduced with permission from J. Phys. Chem. A, 103 (40), 8088-

8092, 1999. 10.1021/jp9915026 81089-5639(99)01502-9 Web Release Date: 

September 11, 1999 Copyright © 1999 American Chemical Society 

8.1 Introduction 
The use of quantum chemical calculations to interpret nuclear magnetic res­

onance (NMR), nuclear quadrupole resonance (NQR), and gas-phase mi­

crowave spectra has a rich history. [156, 104, 159, 160, 97, 165, 65, 82, 75, 

211, 119] Recent attention to NMR chemical shift calculations demonstrates 

a renewed interest for calculation of NMR properties. [212, 213, 214] Less 

attention has been focused on calculation of NQR transition frequencies, 

despite the widespread use of NQR spectroscopy in the study of materials 

containing [215, 216, 63], [217, 218] ^^Al [156], ^^N, [217], e^Cu/^^Cu, 

[219, 220] ^^Nb, [221], ^^Cl, [220, 222, 223], [220], ^^Na, [221] and ^^Br 

[220, 224]. Of particular interest in this work are brominated aromatics, in­

cluding flame retardants, recently studied by ®^Br NQR spectroscopy. [224] 

High-impact polystyrene (HIPS), used in manufacturing computer monitors, 

televisions, and business and electrical equipment, is made less flammable 
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by the inclusion of up to 30% by mass brominated aromatics. [4] NQR 

spectra are used to measure flame retardant dispersion in HIPS. The major 

obstacle for ®^Br NQR is the exceedingly wide spectral range-over 40 MHz 

for brominated aromatics! For instance, sweeps of only 3 MHz can take 6 h, 

even with an automatically tuned NQR probe. There is clearly a need for a 

predictive method for ®^Br NQR transition frequencies. 

Prior to this work, the only existing predictive model for ®^Br transition 

frequencies was based on Hammett o values. [224, 225] These values relate 

the acidity of benzoic acid and substituted phenyl compounds to NQR tran­

sition frequencies, upon the premise that electronic effects of a substituent 

in one system are proportional to the electronic effects in another. While 

this model is useful for lightly meta- and para-substituted aromatics, it fails 

for heavily brominated flame retardants due to two issues related to ortho 

substituents: a lack of a parameters for ortho substituents and steric effects 

not included in the Hammett model. [226] 

In their solid-phase brominated aromatics are molecular crystals. While 

solid-phase calculations are possible by including the full-crystal structure, 

this limits one to systems with known structures. Few structures are avail­

able because heavily brominated aromatics as a class tend to be difflcult 

to crystallize. In addition, computer memory requirements for solid-phase 

calculations are currently beyond our resources, due primarily to the large 

number of bromine atoms and the short hydrogen-bromine distances typi­

cally found in commercial flame retardants. The prediction of solid-phase 

NQR transition frequencies using gas-phase calculations is thus an area that 

needs exploration. Calculations of ®^Br NQR spectral parameters and tran­

sition frequencies via electric field gradient (EFG) calculations for small mol­

ecules now use larger, more complete basis sets and include electron corre-
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lation, scalar-relativistic corrections, and vibrational and spin-orbit coupling 

effects. [227, 228, 229, 230, 231, 232, 233, 10] For small molecules, good cor­

relations with experiment are being made using double-C basis sets including 

polarization. [144, 51, 234, 50] Gas-phase microwave and solid-phase NQR 

frequencies typically differ by less than 10% [119] (for instance, the value 

of e^g'2^(5(®^Br)//i (MHz) for gas phase is 8.5% higher than solid phase for 

methyl halides [235] and 6.9% higher for bromobenzene [236]). In addition, 

intermolecular interactions in the solid phase lead to splittings of transition 

frequencies that would be expected in more symmetric, gas-phase molecules. 

These splittings are small compared to the differences between different types 

of brominated aromatics. Thus, thdre are two aspects that require investi­

gation: (1) can gas-phase calculations reproduce experimental trends-and 

narrow the frequency search range for experimental work and (2) can gas-

phase calculations be used to predict the splittings of frequencies seen in the 

solid-phase. In this work, we investigate (1) and leave (2) for future work. 

In this paper, we report the first ab initio calculations of ®^Br NQR tran­

sition frequencies of brominated aromatics. These calculations are the first 

on large Br-containing molecules and the first on a commercially available 

flame retardant. We present calculations of ®^Br NQR transition frequencies 

for a series of simple brominated aromatics and predict absolute frequencies 

of Br in larger brominated aromatics by fitting calculations to experiments. 

8.2 Method 
First, ®^Br NQR frequencies were calculated for the nine simple brominated 

aromatics shown in figure 8.1. They were studied as isolated, gas-phase mole­

cules. An initial geometry was generated using the SYBYL force field molecu-
/ 

lar mechanics routine in Spartan. [123] This was followed by a symmetry con-
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strained, ab initio optimization in Cartesian coordinates using GAMESS [43] 

or Gaussian92 [41]. The restricted Hartree-Fock (RHF) and Becke's three-

parameter Lee-Yang-Parr density functional theory hybrid method (B3LYP) 

methods were applied using the five basis set combinations shown in ta­

ble 8.1 . Previous calculations of EFGs for small molecules have correlated 

well with experiment. These calculations typically used a rather low level 

of theory (RHF) and relatively small basis sets (double-C + polarization). 

While trends among molecules can be reproduced, absolute errors are about 

10%; in the case of brominated aromatics, this would lead to errors of 20-30 

MHz, which is too large to be of practical value. The are no EFG calcula­

tions of large bromine-containing molecules, so it is unknown if small basis 

sets and RHF can accurately reproduce the experimental trends. In light of 

these observations, we decided to undertake a systematic study of basis sets 

and levels of theory, within the bounds of our computer resources. Hence, we 

investigated both double- and triple-C basis sets (with and without polariza­

tion) and RHF and B3LYP levels of theory. More accurate ways of including 

correlation, such as CI, were beyond the ability of our computer resources. 

The smaller basis sets are advantageous because calculations are faster, but 

are potentially less accurate than larger basis sets. RHF calculations do not 

include correlation, while B3LYP calculations approximately include corre­

lation. For both the double- and triple-C basis sets, polarization functions 

were added to bromine's basis set while the other atoms' basis sets remained 

unchanged. Mixed basis sets were chosen because the majority of the EFG 

is local [77,163] and some basis sets are not available for Br. Sadlej's pVTZ 

[237, 238] basis set, which is available for Br, was not used due to convergence 

difficulties for these molecules. Geometry optimization and ®^Br frequency 

calculation were performed using the same basis set and level of theory. EFG 
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tensors were evaluated at Br in the optimized geometry. Then, EFG tensors 

were converted into the ®^Br i>{±\ -> ±|) transition frequencies using the 

following relation: [224, 119] 

-» ±|) = (e='5„Q("Br)/2/i)(l + (^^)/3)i (8.1) 

Q(®^Br), the quadrupole moment for the ®^Br nucleus, is 2.76(4)10~29m^, 

[65, 224] e is the charge of an electron, h is Plank's constant, q^z is the 

largest component, and rj is the asymmetry parameter of the diagonal EFG 

tensor. It is defined as 77 = {\qyy \ — jfeD/kz^l- We follow the convention of 

ordering the eigenvalues of the traceless EFG tensor by absolute value such 

that > \qyy\ > \qxx\' Conversion of qzz from atomic units (and GAMESS 

sign convention) to MHz used the relation: [224] 

6^9«zQ(^^Br)//i)(Mfl2;) = (atmic units) x {—64i.85MHz/au) (8.2) 

The predictive ability of gas-phase calculations was investigated by us­

ing a linear fit of experimental, solid-phase frequencies to the calculated, 

gas-phase frequencies for the nine simple brominated aromatic molecules 

shown in figure 8.1. The fits were used to predict the frequencies of 

l-(2,3,4,5,6-pentabromophenoxy)-2,3,4,5,6-pentabromobenzene (Saytex 102) 

and l-bromo-4-(4-bromophenoxy) benzene. These are molecules 10 and 12 in 

figure 8.2, both recently studied. 10 is sold commercially as a flame retardant 

and 12 is used as a model for flame retardant dispersal.24 CPU time con­

siderations prevented calculations on 10 itself, forcing us to use a truncated 

version, 11. For 12, both the entire molecule and a truncated version (13 in 

figure 8.2) were studied. The comparison of the results of 12 and 13 was used 

to assess the relevance of the results from 11. 
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Figure 8.1: Simple brominated aromatics: 1) 4-bromoanaline; 2) bro-
mobenzene; 3) 1,4-dibromobenzene; 4) 1,3-dibromobenzene; 5) 1,3,5-
tribromobenzene; 6) 1,2-dibromobenzene; 7) 1,2,4,5-tetrabromobenzene; 8) 
hexabromobenzene; and 9) 3,4,5,6-tetrabromophthalic anhydride (flame re-
tardant, tradename: Saytex RB-49). 
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basis set Br H.C.N,0 
level notation ref source notation ref source 

double DZV [239] [240] 6-31G [241] [240] 
zeta DZV(d) [239] [240] 6-31G [241] [240] 

DZV(df) [239] [240] 6-31G [241] [240] 
triple TZV [239, 242] [134] TZV [243] [240] 
zeta TZV(df) [239, 242] [134] TZV [243] [240] 

Table 8.1: Basis sets. The polarization groups are explicitly shown in paren­
thesis. Ref. refers to the original work for a basis set while Source refers to 
where the explicit form was obtained. 

8.3 Results and Discussion 
The calculated and measured ^^Br NQR transition frequencies of all mole­

cules are listed in table 8.2 and table 8.3 . As necessary, the experimental 

frequencies are averaged over multiple lattice sites. For example, the av­

erage 231.228 MHz is reported for 1,3,5-tribromobenzene which has three 

Q 

Q 

Q Q 

Q 
Figure 8.2: Flame retardant and models: 10) l-(2,3,4,5,6-
pentabromophenoxy)-2,3,4,5,6-pentabromobenzene (flame retardant, 
tradename: Saytex 102); 11) truncated version of 10; 12) l-bromo-4-(4-
bromophenoxy)benzene; 13) truncated version of 12. 
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Table 8.2: Experimentally observed and calculated ®^Br NQR transition fre­
quencies (in MHz) for simple brominated aromatics. " Average of multiple 
transitions. '' Average of two observed transitions assigned to this chemical 
site. here 9' refers to crystallographic sites Br-3 and Br-6 and 9" to Br-4 
and Br-5 

mo
le
cu
le
 

j 1 

expt. ref. DZV DZV(d) 

basis set 

DZV(df) TZV TZV(df) 

RHF 
1 221.862 [244] 222.937 217.862 232.067 256.852 251.287 
2 220.890 [245] 225.119 219.235 233:595 259.583 253.224 
3 226.490 [225] 230.394 223.715 237.694 264.379 257.096 
4 231.489" [246] 231.638 224.776 238.683 265.583 258.271 
5 231.228" [224] 237.424 229.757 243.219 271.005 262.879 
6 236.019" [247] 239.863 232.418 246.178 275.381 266.562 
7 239.701 [224] 247.945 239.573 252.685 283.083 272.954 
8 255.196" [247] 263.089 253.671 266.847 301.926 289.030 
9' 253.080^ [224] 265.822 255.655 267.947 299.880 290.441 
9" 254.293^ [224] 271.896 262.168 273.110 304.421 294.799 

B3LYP 
1 221.862 [244] 228.766 224.001 236.428 260.779 255.863 
2 220.890 [245] 230.183 224.818 237.276 262.464 255.176 
3 226.490 [225] 234.546 228.632 240.961 266.464 258.456 
4 231.489" [246] 235.400 229.385 241.605 267.370 259.275 
5 231.228" [224] 240.037 233.504 245.341 271.832 263.042 
6, 236.019" [247] 244.639 236.465 247.930 277.718 265.878 
7 239.701 [224] 248.502 241.201 253.202 281.866 270.917 
8 255.196" [247] 256.440 252.086 264.646 303.526 283.825 
9' " 253.080'' [224] 263.653 253.750 263.517 296.701 282.125 
9" " 254.293^ [224] 268.160 258.644 267.940 299.152 285.280 
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Table 8.3: Experimentally observed and calculated ®^Br NQH- transition fre­
quencies (in MHz) for flame retardant and models " average of multiple tran­
sitions. 

m
ol

ec
ul

e 

expt. ref. DZV DZV(d) 

basis set 

DZV(df) TZV TZV(df) 

RHF 
12 228.117® [224] 229.123 222.862 236.824 262.831 256.129 
13 [224] 227.383 221.449 235.478 261.573 255.135 
11 254.148® [224] 260.756 251.946 264.442 297.724 285.722 

B3LYP 
12 228.117® [224] 233.866 228.158 240.309 265.637 257.933 
13 [224] 232.315 226.798 239.003 264.630 257.085 
11 254.148® [224] 258.120 250.557 262;346 293.228 280.677 

crystallographically inequivalent bromine sites with observed transitions at 

230.407, 231.533, and 231.745 MHz. [224] Plots of experimental frequency 

versus calculated frequency for all basis sets are shown for RHF in figure 8.3 

and B3LYP in figure 8.4. Differences in frequencies between unoptimized 

and ab initio optimized structures varied nonuniformly between 5 and 10 

MHz. Thus, we deemed optimization important and report only the fre­

quencies for the ab initio optimized structures. All basis sets and levels of 

theory adequately reproduce the experimental trends. Qualitatively, triple-C 

basis sets give frequencies about 10% higher than double-^ basis sets and the 

polarization functions appear to affect frequencies only quantitatively. The 

gas-phase frequency for 1-bromobenzene is 240.034 MHz;Al our calculations 

show that double-C basis sets underestimate this value by about 5-10% and 

the triple-C basis sets overestimate this value by 5-10%. This result, com-
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Table 8.4: Fitting parameters, rms residuals, and maximum errors for cal­
culated and fitted ®^Br NQR transition frequencies for simple brominated 
aromatics 

DZV 
basis set 

DZV(d) DZV(df) TZV TZV(df) 

correlation coeff 
slope 
intercept/Mffe 

raw calculation 
linear fit 

RHF 
fitting parameters 

0.984 0.983 0.986 0.991 
1.326 1.202 1.136 1.365 

-70.575 -49.040 -20.158 -45.335 
rms residuals/Mflz 

8.307 3.970 12.527 41.497 
2.271 2.366 2.106 1.643 

max error (calculated - experimental)/M7fe 

0.987 
1.225 

-20.616 

32.844 
2.026 

raw calculation 17.603 7.876 18.817 50.129 40.507 
linear fit 4.069 4.599 3.769 -3.714 -3.760 

B3LYP 
fitting parameters 

correlation coeff 0.969 0.984 0.989 0.991 0.990 
slope 1.022 0.944 0.887 1.198 0.892 
intercept/MRz: 2.763 14.438 39.664 -5.059 56.574 

rms residuals/MT/js: 
raw calculation 9.124 2.563 13.039 41.886 31.027 
linear fit 3.377 2.268 1.836 1.727 1.747 

max error (calculated - experimental)/ilffiz 
raw calculation 13.868 4.352 16.386 48.330 34.286 
linear fit -7.011 4.332 -3.799 -3.998 -4.228 
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Table 8.5: Rms residuals and maximum errors for calculated and predicted 
®^Br NQR transition frequencies for flame retardant and models 

basis set 
DZV DZV(d) DZV(df) TZV TZV(df) 

RHF 
rms residuals/Mife 

raw calculation 3.882 5.064 8.869 37.520 28.934 
linear flt 3.306 3.025 3.043 2.846 3.124 

max error (calculated - experimental) /MHz 
raw calculation 6.608 -6.668 10.294 43.576 31.574 
linear flt -4.191 -3.761 -3.713 -3.280 -4.003 

B3LYP 
rms residuals/MRz 

raw calculation 4.706 2.209 10.557 37.719 28.472 
linear fit 3.426 3.175 2.847 3.580 2.881 

max error (calculated - experimental)/Mffe 
raw calculation 5.749 -3.591 12.192 39.080 29.816 
linear flt -4.319 -4.088 -3.361 -5.064 -3.311 
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Figure 8.3: ®^Br NQR transition frequencies from RHF calculations plotted 
against values from experiment. 

bined with the good reproduction of the trends among different brominated 

aromatics, suggests that both double and triple-^ basis sets are adequate for 

brominated aromatics. 

As a quantitative measure of the agreement between calculation and ex­

periment, we calculated the rms errors and the maximum error made for 

each basis set and level of calculation. These are shown in table 8.4 . The 

double-C basis sets have rms errors around 10 MHz, while the triple-C basis 

sets have rms errors of about 30-40 MHz. The maximum errors have a similar 

pattern. 
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Figure 8.4: ®^Br NQR transition frequencies from B3LYP calculations plotted 
against values from experiment. 

The trends among the brominated aromatics are well represented by gas-

phase calculations, but absolute differences between calculation and experi­

ment remain. We used a linear fit of experiment versus calculation to see if 

calculations, combined with a fit, could be used to accurately predict NQR 

transition frequencies. The values of our fitting parameters (slope and in­

tercept) as well as the rms and maximum errors are given in table 8.4. The 

fits give rms errors less than about 5 MHz. All basis sets, with the possible 

exception of DZ, give maximum errors on the order of 5 MHz using either 

RHP or B3LYP. The correlation coefficient shows the frequencies calculated 
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with the larger basis sets to be very slightly more correlated with those from 

experiment. 

We now turn to the predictive ability of the calculations. Using a linear 

fit, the ®^Br NQR transition frequencies were predicted for a flame retardant 

and a model for flame retardant dispersal, molecules 10 and 12 in figure 8.2. 

Having two aromatic rings, both are significantly bigger than most of the 

simple brominated aromatics studied above and shown in figure 8.1. 12 is 

small enough to perform a geometry optimization in a reasonable amount of 

CPU time, but 10 is too large to make such an exercise practical. As a result, 

truncated versions of 10 and 12 (11 and 13, respectively) were also studied. 

A comparison of the results from 12 and 13 was made to assess the impact of 

truncation. Since the EFG is a local property, it is not expected that there 

is a large inter-ring effect in either molecule (neither is a planar molecule 

[224]). Therefore, we truncated both molecules by the substitution of an 

-OH group for the duplicate ring. The frequencies for these three calculations 

are shown in table 8.3. 13 proved to be a reasonable representation of 12, 

differing in calculated transition frequencies by less than 2 MHz. As can be 

seen from the rms and maximum errors reported in table 8.5, the agreement 

with experiment using the linear fit is quite good. For RHF and B3LYP with 

all basis sets agreement is within about 5 MHz. 

Several comments can be made about the different basis sets and lev­

els of theory. Neither the DZV or TZV basis sets give better than 5-10% 

absolute accuracy when compared to the gas-phase experimental result for 

1-bromobenzene, indicating that larger basis sets are needed to obtain con­

vergence on an absolute scale. However, both DZV and TZV, when used 

with a linear fit, accurately reproduce the experimental trend, indicating 

that both basis sets are adequate for estimating experimental frequencies. 
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Overall, using a linear fit and RHF with the TZV basis set yields the most 

accurate results. The linear fit with RHF and the DZV basis set is nearly as 

accurate and can be used if computational resources are limited. Without 

the linear fit, using B3LYP with the DZV(d) basis set is also fairly accurate, 

this is probably due to a fortuitous cancellation of errors. When using a lin­

ear fit, polarization and correlation (using B3LYP) do not seem to improve 

the agreement between experiment and calculation. It is unclear whether 

this is due to the similarity between molecules studied here or to some more 

fundamental reason. 

8.4 Conclusion 
We calculated the EFG tensors at bromine sites in a series of simple bromi-

nated aromatics. RHF and B3LYP calculations using a double- or triple-C 

basis set and the linear fit prove capable of 5 MHz accuracy. The predic­

tive capability of the calculations is demonstrated by comparing a prediction 

with known experimental frequencies for a commercial fiame retardant and 

a model for fiame retardant dispersal. Calculations are shown to be a useful 

tool for experimentalists looking for an NQR signal over a large range of 

frequencies. In the present case, the search range has been narrowed from ' 

40 to 5 MHz, allowing a significant reduction in the time required to acquire 

data. 

Three items prevent closer agreement of calculations and experiment: (1) 

differences between solid- and gas-phase systems, (2) deficiencies in the de­

scription of the electronic system such as omission of vibrational, spin-orbit, 

and scalar-relativistic effects, and (3) the value of the quadrupole moment 

for ®^Br. [248] Including the intermolecular effects that are present in the 

solid brominated aromatics is important, as is demonstrated by the splitting 
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of transition frequencies seen in the solids. A simple method of including 

such effects, developed in a previous paper, [224] was not successful with the 

molecules studied in this work. Future work will investigate more system­

atic methods of including intermolecular interactions, such as representing 

other molecules in the crystal with point charges. Calculations that include 

scalar relativistic and spin-orbit effects were recently performed for HBr. 

[227] Frequencies calculated from that work (using the literature value of the 

Br quadrupole moment [65]) still differ with those from gas-phase experi­

mental frequencies [249] by as much as 11%. The errors introduced through 

items 2 and 3 remain unresolved for small diatomic molecules and more ex­

act methods remain computationally intractable for the large molecules we 

studied. However, the agreement seen here between predicted and observed 

frequencies demonstrates that calculations combined with fits can provide an 

effective procedure predicting experimental NQR frequencies. 



CHAPTER 9 

NITRO AROMATICS: 
EXPLOSIVES 

9.1 Introduction 
Compounds containing quadrupolar nuclei — such as found in explosives 

— produce a characteristic radio signal as nuclei relax after a low-intensity 

radio frequency pulse has first aligned their spins. Companies such as Quan­

tum Magnetics [6], use this characteristic signal as a means of explosives 

detection in aviation security devices and other applications such as land 

mine detection systems and non-destructive test equipment. The difficulty 

lies in knowing what characteristic signal a particular compound will produce 

ahead of time. Calculations can help narrow the range which experimental­

ists have to search in order to find this signal. 

Some theoretical studies of EFGs exist, though few include nitro 

(N O2) groups. There are studies of EFGs in N containing compounds such 

as purines, pyrimidines, amides, thioamides, azoles, and azines [89, 90, 91, 

92]. There are a few theoretical studies on compounds similar to tetryl. 

Pati et al. conducted similar theoretical studies on heroine [250], cocaine 

[251]. HMX [252] and RDX [63]. After those studies were conducted a 

revised value of the quadrupole coupling constant for the nucleus has 

95 
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become available [122]. We have recently conducted theoretical studies on 

brominated aromatics [190], which share a common theme of the nucleus of 

interest being in a functional group immediately attached to a single aromatic 

ring. 

We compare our calculated EFGs to those determined by NQR where 

possible. Values are available for TNB, TNX and TNT NQR from Marino 

[253]. The only hyperfine interaction data we are aware of for tetryl is a 

paramagnetic resonance study [254], Measurement of the RDX ^^N NQR 

coupling constants and temperature dependence also exists [255]. 

9.2 Method 
We report predictions for the ^^N NQR transition frequencies (i/+, and 

of tetryl. We perform ab initio calculations of tetryl and several simi­

lar compounds for which experimental data is available (cf. figure 9.1 and 

table 9.2). 

We test several approaches for obtaining a structure for calculations: 

1. perform a single point calculation on single molecules extracted from 

crystal structures for TNX [256], RDX [257], TNB [258], TNT (or-

thorhombic and monoclinic forms) [259] and tetryl [260]; 

2. build highly symmetric structures and then perform a geometry opti­

mization calculation; 

3. extract a single molecule from the crystal structure and perform a ge­

ometry optimization calculation. 

, We use two methods of calculation, RHF and B3LYP. We examine five 

basis sets: 6-311G, cc-pVDZ, cc-pCVDZ, cc-pVTZ and cc-pCVTZ. Because 

B3LYP and full optimization of single molecules from the crystal structure 
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Table 9.1: Experimental nitrogen-14 spectral data from 17K. TNT, TNB, 
TNX are from table 1 in Reference [253]. RDX is from Table I in Reference 
[255]. was calculated via Cg(Mi72:)/—4.80339(Mi7.2:/aM). Column 1 'site' 
numbers and designations refer to the experiment paper. Columns 8 and 9 
'assignment' refers to assignments to crystal and optimized structures based 
on this work, is in atomic units. Cq, v+, and are in megahertz. 
Site assignments from reference [253]. ^ Site assignments from reference [63]. 
site Qzz Clq T] V- 2^+ Vd assign. 

crys. opt. 
trinitrotoluene monoclinic (TNT) NQR 77K 

1 (oAI) -0.2306 1.1077 0.1396 0.8694 0.7921 0.0773 9 9,8 
2 (oAII) -0.2356 1.1315 0.1654 0.8954 0.8018 0.0936 9,8 
3 (oBII) -0.2255 1.0831 0.1649 0.8570 0.7677 0.0893 9,8 
4 (oBI) -0.2280 1.0953 0.1978 0.8756 0.7673 0.1083 7 9,8 
5 (pi) -0.2209 1.0610 0.2490 0.8618 0.7297 0.1321 8 12 
6 (pll) -0.2246 1.0788 0.2929 0.8881 0.7301 0.1580 12 

trinitrotoluene orthorhombic (TNT) NQR 77K 
7 (oAI) -0.2304 1.1068 0.1362 0.8678 0.7924 0.0754 8 9,8 
8 (oAII) -0.2361 1.1341 0.1670 0.8979 0.8032 0.0947 9,8 
9 (oBII) -0.2258 1.0847 0.1661 0.8586 0.7685 0.0901 9,8 
10 (oBI) -0.2279 1.0948 0.1995 0.8757 0.7665 0.1092 7 9,8 
11 (pi) -0.2206 1.0598 0.2546 0.8623 0.7274 0.1349 9 12 
12 (pll) -0.2246 1.0787 0.2839 0.8856 0.7325 0.1531 12 

trinitrobenzene (TNB) NQR 77K 
13 -0.2384 1.1449 0.3518 0.9594 0.7580 0.2014 (10),111,2,3 
14 -0.2373 1.1400 0.3593 0.9574 0.7526 0.2048 (11),101,2,3 
15 -0.2312 1.1107 0.3545 0.9315 0.7346 0.1969 12 1,2,3 
16 -0.2254 1.0828 0.3506 0.9070 0.7172 0.1898 1,2,3 
17 -0.2155 1.0351 0.4162 0.8840 0.6686 0.2154 1,2,3 
18 -0.2132 1.0240 0.2500 0.8320 0.7040 0.1280 1,2,3 

trinitro-m-xylene (TNX) NQR 77K 
19 -0.2194 1.0540 0.1195 0.8220 0.7590 0.0630 11" 12" 
20 -0.2284 1.0970 0.2316 0.8860 0.7592 0.1268 10,18" 8,9 " 

RDX NQR 77K 
2 -1.2033 5.780 0.6374 5.2560 3.4140 1.8421 46 4,5,6 
1 -1.2256 5.887 0.6139 5.3188 3.5117 1.8070 5'' 4,5,6 
3 -1.1815 5.675 0.6076 5.1183 3.3942 1.7241 O'' 4,5,6 
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Figure 9.1: 1) tetryl (i\r-methyl-iV-2,4,6-tetranitroaniline, C7H5N5O8 ); 2) 
TNB (trinitrobenzene, CeHsNsOe ); 3) TNT (trinitrotoluene, C7H5N3O6 or-
thorhombic and monoclinic); 4) TNX (trinitro-m-Xylene, C8H7N3O6 ) and 
5) RDX (hexahydro-l,3,5-trinitro-s-triazine, C3H6N6O6 ). Note these are 
idealized two-dimensional representations, the nitro (NO2) groups are not 
actually planar and the RDX conformation is chair-like. 

Table 9.2: Number of electrons, e~, and atoms for tetryl and mimics. 
"Symmetry point group found by full optimization of single molecule from 
crystal structure at B3LYP/cc-pVDZ using Gaussian and symmetrization 
with default tolerance 0.04 in Jaguar. 

molecule e~ atoms point group" 
rdx 114 21 G, 
tetryl 146 25 Gi 
tub 108 18 Dsh 
tnt 116 21 Cs 
tnx 124 24 C2 
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Table 9.3: electric field gradients, in atomic units in Ammonia from 
a calculation by Palmer [261]. 

basis method qzzfau 
DZ SCF 1.3283 
DZ CI 1.2049 

TZV SCF 1.2595 
TZV CI 1.2007 

TZVP SCF 1.0195 
TZVP CI 0.9825 

requires much more CPU time than single point calculations we only examine 

the cc-pVDZ. 

9.3 Results and Discussion 
9.3.1 Preliminary Calculations on NH3 

Our theoretical approach has been successful for ^^Al in aluminosilicates and 

®^Br in bromobenzenes. To verify the validity of our approach for a se­

ries of calculations on ammonia NH3 with CzV symmetry was performed. 

Comparison of tables 9.3 and 9.4 shows that our approach compares quite 

favorably to a much earlier study of EFGs in ammonia by Palmer [261]. 

Specifically, using a recently developed, large basis set with tight core func­

tions and polarization at the triple zeta level (cc-pCVTZ) with only RHF 

produces a value for qzz as good as Palmer's best configuration interaction 

(CI) calculation. In addition, using our smallest basis set and B3LYP we also 

obtain a value as good as Palmer's CI/TZVP. This validates our approach 

for small N compounds, leaving the study of tetryl and mimics to test its 

validity for N in -NO2 groups. 
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Table 9.4: electric field gradients, in atomic units from RHF and 
B3LYP calculations on optimized Cav NH3. 

basis set 
method cc-pVDZ cc-pCVDZ cc-pVTZ cc-pCVTZ 
RHF 1.0101 1.0328 1.0056 0.9841 

B3LYP 0.9894 1.0279 1.0600 1.0544 

9.3.2 Predictions of Tetryl Frequencies 

Because ab initio calculations tend to be better at reproducing trends than 

absolute values, we also examine a fit of our calculated values for the quad-

rupole coupling constant, Cq, to experimental values. This line of best fit 

is subsequently used to adjust the raw calculated values of Cq for tetryl. 

These adjusted values for Cq and the calculated value of the electric field 

gradient asymmetry, 77, are then used to calculate the transition frequencies. 

Predicted NQR transition frequencies for tetryl using B3LYP/cc-pVDZ with 

single point calculations on molecules from the crystal structures are reported 

in table 9.5. Predictions are from linear fits of the Cq values from experi­

ments and calculations. Calculations are of single molecules from crystal 

structures and use the B3LYP method with the cc-pVDZ basis set. Predic­

tions of Cg^expt Ns, Ng, Nio and N12 used experimental values from 

TNX, TNB, TNT-o and TNT-m. They were made from 

Cg.expt = (0.286148 ± 0.213) x + (1.35393 ± 0.1911) (9.1) 

Predictions of C^^expt fhe site Nxi were made from 

Cg.expt = (-0.897049 ± 0.008894) x + (0.29386 ± 0.02615) (9.2) 

and additionally included RDX in the fitting procedure. Refer to the section 

conversion of EFG to NQR frequencies in the methodology chapter for calcu-
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Table 9.5: Predictions for tetryl NQR transition frequencies. Cg, 
i/_ and Vd sire in naegahertz. Subscripts on N refer to atom number from 
calculation input file. 

I Ng Ng Nio Nil NI2 
raw values from B3LYP/cc-pVDZ calculation 

Cg -0.6660 -0.8021 -0.7024 -6,8153 0.6279 
r) 0.6802 0.6167 0.5694 0.3431 0.5324 

predicted Cg 
Cg I 1.1634 1.1244 1.1529 6.4075 1.5336 

predicted frequencies 
0.6747 0.6700 0.7006 4.2560 0.9461 

V- 1.0703 1.0167 1.0288 5.3552 1.3543 
Vd 0.3957 0.3467 0.3282 1.0992 0.4082 

lating I/+, and Vd from Cg and 77. The notation we designate atomic sites 

in tetryl with is mapped to the crystal structure notation in the appendix. 

Results from single point calculations on the crystal structures are shown 

in tables 9.6-9.14. Results from optimized calculations on the symmetric 

structures are shown in tables 9.17-9.21. Results from fully optimized crystal 

structures (using Ci symmetry) are shown in table 9.16. Unlike our other 

studies, focusing on ^^Al or ®^Br NMR spectral parameters, a significant 

difference is seen between B3LYP and RHF. In those studies there are small 

changes in Cg magnitude (usually a decrease) and 77 is nearly the same from 

both methods. For EFG calculations of N in NO2 groups attached to rings 

this is not the case; for those there is a marked change in Cg magnitude 

and a change in 77. It is worth noting that the RHF calculations yield an 

77 much closer to that of experiment than B3LYP. Another point is that 

the calculations using crystal structures are better able to reproduce the 

absolute values and relative trends from experiment. We suspect this is due 

to unrealistic constraints of symmetry in the symmetry optimized versions; 
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Table 9.6: quadrupole coupling constants, Cq/MHz, from RHF calcula­
tions on single molecules from crystal structure data. 

molecule site 6-311G cc-pVDZ 
basis set 

cc-pCVDZ cc-pVTZ cc-pCVTZ 
RDX N4 -7.7480 -6.6789 -6.7753 -6.6843 -6.6326 
RDX N5 -7.9813 -6.8360 -6.9494 -6.9783 -6.8965 
RDX Ne -8.0246 -6.8740 -6.9875 -7.0186 -6.9352 
RDX Nr 1.9089, 2.7342 2.7139 3.0825 2.8499 
RDX Ns 1.8211 2.6462 2.6306 2.9999 2.7761 
RDX Ng 1.8204 2.6407 2.6255 2.9934 2.7705 
tetryl Ng 2.0201 2.8036 2.7999 3.2268 2.9876 
tetryl Ng 2.1497 2.9295 2.9203 3.3370 3.0954 
tetryl Nio 1.9741 2.7994 2.7860 3.1821 2.9541 
tetryl Nil -8.6983 -7.6068 -7.7051 -7.6410 -7.5532 
tetryl NI2 1.8691 2.6840 2.6620 3.0270 2.8016 
TNT-m N7 2.2252 3.0036 , 2.9927 3.3891 3.1524 
TNT-m Ng 2.2657 3.0308 3.0212 3.4288 3.1865 
TNT-m Ng 2.1424 2.9516 2.9397 3.3291 3.1031 
TNT-o Nr 2.2737 3.0481 3.0362 3.4304 3.1912 
TNT-o Ng 2.1502 2.9324 2.9303 3.3447 3.1150 
TNT-o Ng 2.3006 3.0629 3.0516 3.4489 3.2067 
TNB Nio 2.2638 3.0102 3.0035 3.4296 3.0035 
TNB Nil 2.2677 3.0164 3.0103 3.4345 3.0103 
TNB NI2 2.1899 2.9200 2.9272 3.3983 2.9272 
TNX NIO 2.2725 3.0385 3.0274 3.4236 3.1847 
TNX Nil 2.1214 2.9546 2.9439 3.3288 3.1115 
TNX Nig 2.2726 • 3.0386 3.0275 3.4237 3.1848 
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Table 9.7: quadrupole coupling constants, CjMHz, from B3LYP calcu­
lations on single molecules from crystal structure data. 

molecule site 6-311G cc-pVDZ 
basis set 

cc-pCVDZ cc-pVTZ cc-pCVTZ 
RDX N4 -7.1488 -6.0997 -6.2830 -6.2440 -6.2440 
RDX N5 -7.1904 -6.1104 -6.3105 -6.3518 -6.3518 
RDX Ne -7.2082 -6.1341 -6.3295 -6.3707 -6.3707 
RDX N7 -0.8885 0.5696 0.5818 -0.6424 -0.6424 
RDX Ng -0.8794 0.5786 0.5997 0.6754 0.6754 
RDX Ng -0.8612 0.5782 0.5990 0.6813 0.6813 
tetryl Ns 0.7524 -0.6660 -0.6936 0.9766 0.7829 
tetryl Ng 0.8280 -0.8021 -0.8311 1.0537 -0.9293 
tetryl Nio 0.8437 -0.7024 -0.7263 0.9236 -0.8146 
tetryl Nil -7.8619 -6.8153 -7.0046 -6.9535 -6.9735 
tetryl NI2 -1.0382 0.6279 0.6428 -0.6477 0.5792 
TNT-m N7 0.8916 -0.8833 -0.9215 -1.1407 -1.0270 
TNT-m Ng 0.8804 -0.8810 -0.9139 -1.1572 -1.0343 
TNT-m Ng 0.9225 -0.9090 -0.9332 -1.1563 -1.0464 
TNT-o N7 0.9344 -0.9357 -0.9671 -1.1886 -1.0753 
TNT-o Ng 0.9413 -0.9394 -0.9679 -1.1937 -1.0846 
TNT-o Ng 0.9066 -0.8981 -0.9367 -1.1689 -1.0541 
TNB Nio 0.8044 -0.8387 -0.8681 1.1131 -0.9803 
TNB Nil 0.8637 -0.9032 -0.9330 1.1577 -1.0253 
TNB NI2 0.7333 -0.8196 -0.8649 1.1880 -0.9897 
TNX-cl NIO 0.8974 -0.8835 -0.9211 -1.1330 -1.0224 
TNX-cl Nil 0.9855 -0.9679 -1.0011 -1.2433 -1.1333 
TNX-cl Nig 0.8976 -0.8847 -0.9212 -1.1331 -1.0225 
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Table 9.8: EFG asymmetry, rj, from RHF calculations on single mole­
cules from crystal structure data. 

molecule site 6-311G cc-pVDZ 
basis set 

cc-pCVDZ cc-pVTZ cc-pCVTZ 
RDX N4 0.5473 0.5343 0.5399 0.5674 0.5566 
RDX N5 0.5594 0.5549 0.5612 0.5918 0.5801 
RDX Ne 0.5653 0.5620 0.5689 0.6022 0.5896 
RDX Nr 0.7193 0.6128 0.6064 0.5486 0.5647 
RDX Ng 0.5552 0.5221 0.5237 0.5248 0.5312 
RDX Ng 0.5544 0.5218 0.5249 0.5322 0.5380 
tetryl Ng 0.4005 0.1232 0.1426 0.1130 0.1264 
tetryl Ng 0.4983 0.1895 0.2104 0.1845 0.2001 
tetryl Nio 0.4623 0.1359 0.1582 0.1426 0.1560 
tetryl Nil 0.4199 0.3976 0.4032 0.4312 0.4230 
tetryl NI2 0.7475 0.6397 0.6308 0.5582 0.5720 
TNT-m Nr 0.5882 0.2651 0.2895 0.2716 0.2864 
TNT-m Ng 0.5676 0.2514 0.2783 0.2670 0.2811 
TNT-m Ng 0.6299 0.2662 0.2912 0.2817 0.2956 
TNT-o Nr 0.6105 0.2820 0.3075 0.2894 0.3053 
TNT-o Ng 0.6369 0.2609 0.2796 0.2523 0.2673 
TNT-o Ng 0.5708 0.2554 0.2825 0.2718 0.2862 
TNB Nio 0.4993 0.2130 0.2328 0.2032 0.2328 
TNB Nil 0.5439 0.2210 0.2372 0.1913 0.2372 
TNB NI2 0.4892 0.2164 0.2371 0.2073 0.2371 
TNX NIO 0.5818 0.2620 0.2867 0.2663 0.2821 
TNX Nil 0.7219 0.3181 0.3439 0.3359 0.3502 
TNX NI8 0.5819 0.2620 0.2868 0.2664 0.2822 
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Table 9.9: EFG asymmetry, 77, from B3LYP calculations on single mol­
ecules from crystal structure data. 

molecule site 6-311G cc-pVDZ 
basis set 

cc-pCVDZ cc-pVTZ cc-pCVTZ 
RDX N4 0.4923 0.4810 0.4827 0.5014 0.5014 
RDX Ns 0.4907 0.4828 0.4870 0.5112 0.5112 
RDX Ne 0.4941 0.4848 0.4917 0.5184 0.5184 
RDX Nr 0.9037 0.9187 0.8259 0.6872 0.6872 
RDX Ns 0.6449 0.5397 0.4899 0.8332 0.8332 
RDX N9 0.6505 0.5637 0.5128 0.8579 0.8579 
tetryl Ns 0.3932 0.6802 0.6095 0.8072 0.9882 
tetryl Ng 0.6566 0.6167 0.5503 0.9698 0.8482 
tetryl Nio 0.3411 0.5694 0.4947 0.9825 0.8324 
tetryl Nil 0.3703 0.3431 0.3473 0.3784 0.3679 
tetryl NI2 0.7540 0.5324 0.4206 0.6738 0.8765 
TNT-m Nr 0.7179 0.4816 0.4307 0.8379 0.6825 
TNT-m Ns 0.7325 0.5413 0.4565 0.8511 0.6906 
TNT-m Ng 0.6813 0.4680 0.4080 0.7977 0.6615 
TNT-o Nr 0.7523 0.4602 0.3955 0.7819 0.6264 
TNT-o Ns 0.7970 0.4774 0.4421 0.8688 0.7351 
TNT-o Ng 0.7451 0.5016 0.4223 0.8013 0.6398 
TNB Nio 0.8174 0.6529 0.5798 0.9637 0.8596 
TNB Nil 0.9163 0.6207 0.5601 0.9537 0.8689 
TNB NI2 0.9012 0.7274 0.6659 0.8677 0.9821 
TNX-cl NIO 0.7179 0.5021 0.4309 0.8426 0.6767 
TNX-cl Nil 0.7321 0.3880 0.3431 0.7084 0.5876 
TNX-cl Nis 0.7179 0.5027 0.4308 0.8424 0.6764 
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Table 9.10; NQR high transition frequency, from RHF calculations 
on single molecules from crystal structure data. 

molecule site 6-311G cc-pVDZ 
basis set 

cc-pCVDZ cc-pVTZ cc-pCVTZ 
RDX N4 6.8712 5.9013 5.9960 5.9614 5.8974 
RDX Ns 7.1022 6.0754 6.1870 6.2661 6.1725 
RDX Ne 7.1526 6.1213 6.2344 6.3205 6.2236 
RDX Nr 1.7750 2.4695 2.4468 2.7346 2.5398 
RDX Ns 1.6186 2.3301 2.3174 2.6436 2.4508 
RDX Ng 1.6177 2.3250 2.3136 2.6433 2.4505 
tetryl Ng 1.7173 2.1891 2.1997 2.5113 2.3351 
tetryl Ng 1.8801 2.3359 2.3439 2.6566 2.4764 
tetryl Nio 1.7088 2.1947 2.1997 2.5001 2.3307 
tetryl Nn 7.4369 6.4612 6.5555 6.5545 6.4636 
tetryl NI2 1.7512 2.4423 2.4163 2.6927 2.5019 
TNT-m Nr 1.9961 2.4517 2.4612 2.7719 2.5900 
TNT-m Ng 2.0208 2.4636 2.4761 2.8005 2.6138 
TNT-m Ng 1.9441 2.4101 2.4188 2.7313 2.5566 
TNT-o Nr 2.0523 2.5010 2.5106 2.8210 2.6370 
TNT-o Ng 1.9550 2.3905 2.4026 2.7195 2.5444 
TNT-o Ng 2.0538 2.4927 2.5042 2.8211 2.6344 
TNB Nio 1.9804 2.4180 2.4274 2.7464 2.4274 
TNB Nil 2.0092 2.4290 2.4362 2.7401 2.4362 
TNB NI2 1.9103 2.3480 2.3689 2.7248 2.3689 
TNX NIO 2.0349 2.4779 2,4875 2.7957 2.6132 
TNX Nil 1.9740 2.4508 2.4611 -2.7761 2.6061 
TNX Nig 2.0351 2.4781 2.4877 2.7958 2.6133 
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Table 9.11: NQR high transition frequency, Uhi, from B3LYP calculations 
on single molecules from crystal structure data. 

basis set 
molecule site 6-311G cc-pVDZ cc-pCVDZ cc-pVTZ cc-pCVTZ 
RDX N4 6.2415 5.3082 5.4705 5.4657 5.4657 
RDX Ns 6.2749 5.3203 5.5013 5.5756 5.5756 
RDX Ne 6.2966 5.3440 5.5252 5.6036 5.6036 
RDX NT 0.8672 0.5581 0.5565 0.5922 0.5922 
RDX Ng 0.8013 0.5120 0.5232 0.6473 0.6473 
RDX N9 0.7860 0.5151 0.5261 0.6571 0.6571 
tetryl Ng 0.6383 0.6128 0.6259 0.9295 0.7806 
tetryl N9 0.7569 0.7253 0.7376 1.0457 0.8940 
tetryl Nio 0.7047 0.6268 0.6345 0.9196 0.7804 
tetryl Nil 6.6243 5.6961 5.8617 5.8729 5.8716 
tetryl NI2 0.9744 0.5545 0.5497 0.5949 0.5613 
TNT-m Nr 0.8288 0.7688 0.7903 1.0945 0.9455 
TNT-m Ng 0.8215 0.7800 0.7898 1.1142 0.9543 
TNT-m Ng 0.8490 0.7881 0.7951 1.0978 0.9578 
TNT-o Nr 0.8765 0.8094 0.8210 1.1238 0.9748 
TNT-o Ng 0.8936 0.8167 0.8329 1.1545 1.0128 
TNT-o Ng 0.8488 0.7862 0.8014 1.1108 0.9592 
TNB Nio 0.7677 0.7659 0.7769 1.1031 0.9458 
TNB Nil 0.8456 0.8175 0.8304 1.1443 0.9917 
TNB NI2 0.7152 0.7637 0.7927 1.1488 0.9853 
TNX-cl Nio 0.8341 0.7735 0.7900 1.0884 0.9397 
TNX-cl Nil 0.9195 0.8198 0.8367 1.1527 1.0165 
TNX-cl Nig 1 0.8343 0.7747 0.7901 1.0884 0.9398 
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Table 9.12: NQR low transition frequency, vio, from RHF calculations 
on single molecules from crystal structure data. 

molecule site 6-311G cc-pVDZ 
basis set 

cc-pCVDZ cc-pVTZ cc-pCVTZ 
RDX N4 4.7509 4.1170 4.1670 4.0650 4.0515 
RDX Ns 4.8697 4.1786 4.2371 4.2013 4.1723 
RDX Ne 4.8843 4.1897 4.2469 4.2073 4.1792 
RDX Nr 1.0884 1.6318 1.6240 1.8891 1.7351 
RDX Ng 1.1131 1.6393 1.6286 1.8563 1.7134 
RDX Ng 1.1130 1.6360 1.6246 1.8468 1.7053 
tetryl Ng 1.3128 2.0163 2.0001 2.3290 2.1463 
tetryl Ng 1.3445 2.0583 2.0366 2.3489 2.1667 
tetryl Nio 1.2524 2.0045 1.9793 2.2731 2.1004 
tetryl Nil 5.6105 4.9489 5.0022 4.9070 4.8662 
tetryl NI2 1.0526 1.5838 1.5767 1.8478 1.7006 
TNT-m Nr 1.3417 2.0536 2.0279 2.3116 2.1387 
TNT-m Ng 1.3778 2.0826 2.0557 2.3427 2.1659 
TNT-m Ng 1.2694 2.0173 1.9908 2.2624 2.0980 
TNT-o Nr 1.3583 2.0711 2.0437 2.3246 2.1499 
TNT-o Ng 1.2703 2.0080 1.9929 2.2976 2.1281 
TNT-o Ng 1.3971 2.1016 2.0732 2.3523 2.1756 
TNB Nio 1.4153 2.0974 2.0778 2.3979 2.0778 
TNB Nil 1.3924 2.0956 2.0792 2.4116 2.0792 
TNB NI2 1.3746 2.0320 2.0219 2.3725 2.0219 
TNX NIO 1.3739 2.0799 2.0535 2.3398 2.1639 
TNX Nil 1.2082 1.9810 1.9548 2.2170 2.0612 
TNX NI8 1.3739 2.0799 2.0535 2.3398 2.1639 
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Table 9.13: NQR low transition frequency, uio, from B3LYP calculations 
on single molecules from crystal structure data. 

molecule site 6-311G cc-pVDZ 
basis set 

cc-pCVDZ cc-pVTZ cc-pCVT 
RDX N4 4.4817 3.8414 3.9540 3.9002 3.9002 
RDX Ns 4.5108 3.8452 3.9645 3.9521 3.9521 
RDX Ne 4.5157 3.8571 3.9691 3.9524 3.9524 
RDX N7 0.4657 0.2964 0.3162 0.3715 0.3715 
RDX Ng 0.5178 0.3559 0.3763 0.3659 0.3659 
RDX N9 0.5059 0.3522 0.3725 0.3648 0.3648 
tetryl Ng 0.4904 0.3863 0.4145 0.5354 0.3937 
tetryl Ng 0.4851 0.4779 0.5090 0.5348 0.4999 
tetryl Nio 0.5608 0.4268 0.4549 0.4659 0.4414 
tetryl Nil 5.1685 4.5268 4.6452 4.5574 4.5886 
tetryl NI2 0.5830 0.3873 0.4145 0.3767 0.3075 
TNT-m Nr 0.5087 0.5561 0.5919 0.6166 0.5950 
TNT-m Ng 0.4991 0.5416 0.5811 0.6217 0.5971 
TNT-m N9 0.5347 0.5754 0.6047 0.6366 0.6117 
TNT-o Nr 0.5251 0.5941 0.6297 0.6591 0.6381 
TNT-o Ng 0.5185 0.5924 0.6189 0.6360 0.6141 
TNT-o N9 0.5111 0.5610 0.6036 0.6425 0.6220 
TNB Nio 0.4389 0.4921 0.5253 0.5667 0.5245 
TNB Nil 0.4499 0.5372 0.5691 0.5922 0.5463 
TNB NI2 0.3848 0.4656 0.5047 0.6333 0.4993 
TNX-cl NIO 0.5120 0.5517 0.5916 0.6111 0.5938 
TNX-cl Nil 0.5588 0.6320 0.6650 0.7123 0.6835 
TNX-cl NI8 0.5121 0.5524 0.5917 0.6112 0.5939 
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Table 9.14: NQR transition frequency, from RHF calculations on 
single molecules from crystal structure data. 

molecule site 6-31IG cc-pVDZ 
basis set 

cc-pCVDZ cc-pVTZ cc-pCVTZ 
RDX N4 2.1203 1.7843 1.8290 1.8964 1.8459 
RDX N5 2.2325 1.8968 1.9499 2.0649 2.0002 
RDX Ne 2.2682 1.9316 1.9875 2.1132 2.0445 
RDX Nr 0.6866 0.8377 0.8228 0.8455 0.8047 
RDX Ng 0.5055 0.6908 0.6888 0.7872 0.7374 
RDX Ng 0.5047 0.6890 0.6890 0.7965 0.7452 
tetryl Ng 0.4045 0.1728 0.1996 0.1823 0.1888 
tetryl Ng 0.5356 0.2776 0.3073 0.3078 0.3097 
tetryl Nio 0.4563 0.1902 0.2204 0.2269 0.2304 
tetryl Nil 1.8263 1.5123 1.5533 1.6475 1.5974 
tetryl NI2 0.6986 0.8585 0.8396 0.8449 0.8013 
TNT-m Nr 0.6544 0.3981 0.4332 0.4603 0.4514 
TNT-m Ng 0.6430 0.3810 0.4204 0.4578 0.4479 
TNT-m Ng 0.6747 0.3928 0.4281 0.4689 0.4586 
TNT-o Nr 0.6940 0.4298 0.4668 0.4964 0.4871 
TNT-o Ng 0.6848 0.3825 0.4096 0.4219 0.4163 
TNT-o N9 0.6566 0.3911 0.4310 0.4687 0.4588 
TNB Nio 0.5652 0.3206 0.3496 0.3485 0.3496 
TNB Nil 0.6168 0.3333 0.3570 0.3285 0.3570 
TNB NI2 0.5357 0.3160 0.3470 0.3523 0.3470 
TNX NIO 0.6611 0.3981 0.4340 0.4559 0.4493 
TNX Nil 0.7657 0.4699 0.5062 0.5591 0.5449 
TNX NI8 0.6612 0.3981 0.4341 0.4560 0.4494 
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Table 9.15: NQR transition frequency, ua, from B3LYP calculations on 
single molecules from crystal structure data. 

molecule site 6-311G cc-pVDZ 
basis set 

cc-pCVDZ cc-pVTZ cc-pCVTZ 
RDX N4 1.7598' 1.4669 1.5165 1.5655 1.5655 
RDX Ns 1.7641 1.4751 1.5367 1.6235 1.6235 
RDX Ne 1.7808 1.4869 1.5560 1.6512 1.6512 
RDX N7 0.4015 0.2617 0.2403 0.2207 0.2207 
RDX Ng 0.2836 0.1561 0.1469 0.2814 0.2814 
RDX N9 0.2801 0.1630 0.1536 0.2922 0.2922 
tetryl Ns 0.1479 0.2265 0.2114 0.3941 0.3868 
tetryl Ng 0.2718 0.2473 0.2287 0.5109 0.3941 
tetryl Nio 0.1439 0.2000 0.1796 0.4537 0.3390 
tetryl • Nil 1.4558 1.1693 1.2165 1.3155 1.2829 
tetryl NI2 0.3914 0.1671 0.1352 0.2182 0.2538 
TNT-m Nr 0.3201 0.2127 0.1984 0.4779 0.3505 
TNT-m Ns 0.3224 0.2384 0.2086 0.4925 0.3571 
TNT-m Ng 0.3142 0.2127 0.1904 0.4612 0.3461 ' 
TNT-o N7 0.3515 0.2153 0.1913 0.4647 0.3367 
TNT-o Ns 0.3751 0.2243 0.2139 0.5185 0.3986 
TNT-o Ng 0.3377 0.2252 0.1978 0.4683 0.3372 
TNB Nio 0.3288 0.2738 0.2517 0.5364 0.4213 
TNB Nil 0.3957 0.2803 0.2613 0.5520 0.4455 
TNB NI2 0.3304 0.2981 0.2880 0.5155 0.4860 
TNX-cl NIO 0.3221 0.2218 0.1984 0.4773 0.3459 
TNX-cl Nil 0.3607 0.1878 0.1717 0.4404 0.3330 
TNX-cl / Nis 0.3222 0.2224 0.1984 0.4772 0.3458 
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Table 9.16: tetryl and mimics. Data from B3LYP/cc-pVDZ optimization of 
single molecules from the crystal structures. The quadrupole coupling 
constant, Cq, and all transitions frequencies (z/_, and Ud) are givin in MHz. 
The Ud from experiment is also shown for comparison, using assignments from 
table 9.1 

molecule N c. ri z/_ ^d.exTit 
rdx-xtal 4 -5.901 0.52 5.200 3.652 1.549 1.842 
rdx-xtal 5 -6.174 0.49 5.392 3.868 1.524 1.807 
rdx-xtal 6 -6.175 0.49 5.393 3.870 1.524 1.724 
rdx-xtal 7 0.523 0.54 0.462 0.322 0.140 
rdx-xtal 8 0.582 0.41 0.497 0.377 0.121 
rdx-xtal 9 0.583 0.42 0.498 0.376 0.121 
tetryl-cl-xtal 8 -0.694 0.56 0.617 0.424 0.193 
tetryl-cl-xtal 9 -0.803 0.60 0.723 0.482 0.241 
tetryl-cl-xtal 10 -0.725 0.57 0.647 0.440 0.207 
tetryl-cl-xtal 11 -6.761 0.37 5.695 4.446 1.249 
tetryl-cl-xtal 12 0.615 0.42 0.526 0.396 0.129 
tnb-xtal 10 -0.836 0.60 0.752 0.502 0.250 0.205 
tnb-xtal 11 -0.837 0.60 0.753 0.503 0.250 0.201 
tnb-xtal 12 -0.837 0.60 0.753 0.503 0.250, 0.197 
tnt-xtal-m 7 -0.856 0.50 0.749 0.535 0.213 0.108 
tnt-xtal-m 8 -0.850 0.59 0.764 0.511 0.253 0.132 
tnt-xtal-m 9 -0.856 0.50 0.749 0.535 0.213 0.077 
tnt-xtal-o 7 -0.856 0.50 0.749 0.535 0.213 0.109 
tnt-xtal-o 8 -0.856 0.50 0.748 0.535 0.213 0.075 
tnt-xtal-o 9 -0.850 0.59 0.764 0.511 0.253 0.135 
tnx-xtal-cl 10 -0.873 0.53 0.771 0.539 0.231 0.127 
tnx-xtal-cl 11 -0.977 0.36 0.820 0.646 0.173 0.063 
tnx-xtal-cl 18 -0.873 0.53 0.771 0.539 0.231 
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Table 9.17: quadrupole coupling constants, Cq/MHz, from RHF and 
B3LYP calculations on single molecules from optimized structures. 

basis set 
molecule site 6-311G cc-pVDZ cc-pCVDZ cc-pVTZ cc-pCVTZ 

RHF 
RDX N3 1.8203 2.4053 2.3970 2.8380 2.6061 
RDX Ne -8.1811 -7.3851 -7.4825 -7.2752 -7.2358 
tetryl Ni -8.5747 -7.6868 -7.7859 -7.6813 -7.5978 
tetryl Ng 2.0806 2.7320 2.7414 3.1999 2.9623 
tetryl NI2 2.2340 2.8396 2.8504 3.3281 3.0783 
tetryl NI9 1.9381 2.5082 2.5051 2.9442 2.7134 
TNT Ng 2.2793 2.8914 2.9002 3.3435 3.1059 
TNT NI2 2.3535 2.9265 2.9377 3.4130 3.1616 
TNB N3 2.3301 2.9086 2.9200 3.3889 Na 
TNX N9 2.3427 2.9336 2.9430 Na Na 
TNX NI2 2.1707 2.8894 2.8958 Na Na 

molecule site 6-311G cc-pVDZ 
B3LYP 

RDX N3 -1.2980 1.5218 
RDX Ne -7.7948 -7.6646 
tetryl Ng 0.8984 -0.6915 
tetryl NI2 0.8876 -0.7927 
tetryl Nig -1.0742 0.5308 
TNT Ng 2.0660 2.7840 
TNT NI2 -1.1249 1.2291 
TNB Ni 0.8952 -1.1829 
TNB N2 0.8952 1.2367 
TNB N3 0.8952 -1.3879 
TNX Ng 0.9712 1.1709 
TNX NI2 2.1823 2.9403 
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Table 9.18: EFG asymmetry, 77, from RHF and B3LYP calculations on 
single molecules from optimized structures. 

basis set 
molecule site 6-311G cc-pVDZ cc-pCVDZ cc-pVTZ cc-pCVTZ 

RHF 
RDX N3 0.7788 0.6361 0.6398 0.6046 0.6212 
RDX Ne 0.4046 0.3580 0.3639 0.4011 0.3873 
tetryl Ni 0.4465 0.3952 0.4017 0.4316 0.4208 
tetryl Ng 0.4964 0.1750 0.1915 0.1416 0.1545 
tetryl NI2 0.5166 0.2078 0.2223 0.1619 0.1785 
tetryl NI9 0.6836 0.6157 0.6159 0.5813 0.5919 
TNT Ng 0.5830 0.2679 0.2832 0.2309 0.2464 
TNT NI2 0.5458 0.2417 0.2568 0.1959 0.2130 
TNB Ns 0.5463 0.2367 0.2513 0.1842 Na 
TNX Ng 0.5758 0.2725 0.2876 Na Na 
TNX NI2 0.7413 0.3349 0.3535 Na Na 

molecule site 6-311G cc-pVDZ 
B3LYP 

RDX N3 0.7769 0.8394 
RDX Ne 0.3379 0.2506 
tetryl Ng 0.1138 0.5296 
tetryl NI2 0.4205 0.6001 
tetryl Nig 0.7207 0.7032 
TNT Ng 0.7738 0.6076 
TNT NI2 0.2091 0.9368 
TNB Ni 0.5278 0.4787 
TNB N2 0.5277 0.8014 
TNB N3 0.5277 0.5898 
TNX Ng 0.4338 0.5167 
TNX NI2 0.8157 0.7551 
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Table 9.19: NQR high transition frequency, Uhi, from RHF and B3LYP 
calculations on single molecules from optimized structures. 

basis set 
molecule site 6-311G cc-pVDZ cc-pCVDZ cc-pVTZ cc-pCVTZ 

RHF 
RDX N3 1.7196 2.1865 2.1811 2.5574 2.3593 
RDX Ne 6.9632 6.1998 6.2926 6.1858 6.1275 
tetryl Ni 7.3883 6.5245 6.6213 6.5897 6.4977 
tetryl Ng 1.8186 2.1685 2.1873 2.5131 2.3361 
tetryl NI2 1.9640 2.2772 2.2962 2.6308 2.4461 
tetryl NI9 1.7848 2.2673 2.2646 2.6360 2.4365 
TNT Ng 2.0417 2.3622 2.3805 2.7007 2.5207 
TNT NI2 2.0863 2.3717 2.3918 2.7268 2.5395 
TNB N3 2.0658 2.3535 2.3734 2.6978 Na 
TNX Ng 2.0943 2.4000 2.4188 Na Na 
TNX NI2 2.0303 2.4090 2.4278 Na Na 

molecule site 6-311G cc-pVDZ 
B3LYP 

RDX N3 1.2256 1.4607 
RDX Ne 6.5046 6.2287 
tetryl Ng 0.6994 0.6102 
tetryl NI2 0.7590 0.7135 
tetryl Nig 0.9992 0.4914 
TNT Ng 1.9492 2.5109 
TNT NI2 0.9024 1.2097 
TNB Ni 0.7895 1.0287 
TNB N2 0.7895 1.1752 
TNB N3 0.7895 1.2455 
TNX Ng 0.8338 1.0294 
TNX NI2 2.0817 2.7603 
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Table 9.20: NQR low transition frequency, vio, from RHF and B3LYP 
calculations on single molecules from optimized structures. 

basis set 
molecule site 6-311G cc-pVDZ cc-pCVDZ cc-pVTZ cc-pCVTZ 

RHF 
RDX N3 1.0109 1.4215 1.4144 1.6995 1.5498 
RDX Ne 5.3084 4.8778 4.9311 4.7269 4.7262 
tetryl Ni 5.4738 5.0057 5.0575 4.9322 4.8990 
tetryl Ng 1.3022 1.9294 1.9249 2.2867 2.1073 
tetryl NI2 1.3870 1.9822 1.9794 2.3613 2.1713 
tetryl Nig 1.1224 1.4951 1.4931 1.7802 1.6336 
TNT Ng 1.3773 1.9749 1.9698 2.3146 2.1381 
TNT NI2 1.4440 2.0181 2.0147 2.3926 2.2029 
TNB N3 1.4293 2.0093 2.0065 2.3856 Na 
TNX Ng 1.4198 2.0004 1.9957 Na Na 
TNX NI2 1.2258 1.9252 1.9159 Na Na 

molecule site 6-311G cc-pVDZ 
B3LYP 

RDX N3 0.7214 0.8220 
RDX Ne 5.1875 5.2683 
tetryl Ng 0.6483 0.4271 ^ 
tetryl NI2 0.5724 0.4756 
tetryl Nig 0.6121 0.3048 
TNT Ng 1.1498 1.6651 
TNT NI2 0.7848 0.6340 
TNB Ni 0.5533 0.7456 
TNB N2 0.5533 0.6797 
TNB N3 0.5533 0.8362 
TNX N9 0.6231 0.7269 
TNX NI2 1.1917 1.6502 
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Table 9.21: NQR transition frequency, ua, from RHF and B3LYP calcu­
lations on single molecules from optimized structures. 

basis set 
molecule site 6-311G cc-pVDZ cc-pCVDZ cc-pVTZ cc-pCVTZ 

RHF 
RDX N3 0.7088 0.7650 0.7667 0.8579 0.8095 
RDX Ne 1.6548 1.3219 1.3615 1.4589 1.4013 
tetryl Ni 1.9144 1.5189 1.5638 1.6575 1.5987 
tetryl Ng 0.5164 0.2391 0.2624 0.2265 0.2289 
tetryl NI2 0.5770 0.2950 0.3168 0.2695 0.2747 
tetryl NX9 0.6624 0.7722 0.7715 0.8558 0.8030 
TNT Ng 0.6644 0.3873 0.4107 0.3861 0.3826 
TNT NI2 0.6423 0.3537 0.3772 0.3342 0.3367 
TNB N3 0.6365 0.3442 . 0.3669 0.3121 Na 
TNX Ng 0.6745 0.3996 0.4232 Na Na 
TNX NI2 0.8046 0.4838 0.5119 Na Na 

molecule site 6-311G cc-pVDZ 
B3LYP 

RDX N3 0.5042 0.6387 
RDX Ne 1.3171 0.9604 
tetryl Ng 0.0511 0.1831 
tetryl NI2 0.1866 0.2378 
tetryl NI9 0.3871 0.1866 
TNT Ng 0.7993 0.8458 
TNT NI2 0.1176 0.5757 
TNB Ni 0.2362 0.2831 
TNB N2 0.2362 0.4955 
TNB N3 0.2362 0.4093 
TNX Ng 0.2107 0.3025 
TNX NI2 0.8900 1.1101 
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too high of a symmetry prevented rearrangements of functional groups with 

optimization. In reality there may also be significant interaction between 

the molecules in the crystal which are completely neglected by this single 

molecule method. 

Other studies have seen similar differences in transition frequencies for 

N in -NO2 groups between calculation and experiment; they have suggested 

intermolecular interactions such as hydrogen bonding of O with H between 

molecules [252]. Because H atoms have little electron density their positions 

are not well determined by X-ray crystallography. If hydrogen bonding in­

teractions are present and they do eflfect the EFG at the N nuclei, then small 

uncertainties in the H atoms position could make big diflFerences in the tran­

sition frequencies. When the positions for three H atoms in cocaine were 

redetermined the agreement of the N transition frequencies between calcula­

tion and experiment improved [251]. It should also be carefully noted, that 

some studies [252, 251, 63] have obtained good agreement with experiment 

for single molecules by adjusting the value of the quadrupole moment instead 

of using the literature value [65] and using 298K NMR data [63]. It is also 

worth noting that the -NO2 groups in the symmetrized molecules are much 

more planar than those in the crystal structures. Some suggest a relation­

ship between the angle of the -NO2 groups with the plane and the frequencies 

[253]. 

9.4 Conclusion 
The preliminary calculations for N in NH3 show our single-molecule MO 

approach to work well for small N compounds. The single-molecule MO ap­

proach as implemented here did not reproduce experimental values well for 

N in the -NO2 groups of nitroaromatic compounds. A fitting procedure did 
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not improve the values significantly. Including more molecules with a larger 

range of Cq values could improve the fit. A set of experimental data, acquired 

with the same precision, would serve to clarify where errors may occur in the 

predictions from calculation. For these compounds B3LYP calculations using 

single point calculations on single molecule geometry from crystal structures 

produces Cq magnitudes closer to experiment than RHP, while RHP pro­

duces an 77 close to that of experiment. Overall the best calculations of NQR 

frequencies are from B3LYP/cc-pVDZ using the coordinates for single mole­

cules taken from crystal structures and then optimized. Exploration of larger 

basis set space is necessary to increase confidence. 

In conclusion, while the single-molecule MO approach shows promise in 

its application to small N molecules such as NH3, further investigation needs 

to be brought to bear to improve the situation for N in the -NO2 groups. 



CHAPTER 10 

METHYL-ALUMINUM 
OXIDE MODELS 

Reproduced in part with permission from Journal of Physical Chemistry, to 

be submitted for publication. Unpublished work copyright 2000 American 

Chemical Society. 

10.1 Introduction 
The most exciting project to date is the application of the single-molecule MO 

and full-crystal FP-LAPW DFT methods to explore relationships between 

spectra and possible structures for A1 containing structures similar to methyl 

aluminum oxide (MAO). MAO is a co-catalyst in new-generation Ziegler-

Natta catalysts for olefin polymerization [262, 263, 264] produced and sold by 

scientists at Albemarle Corporation. The structure of MAO is not well char­

acterized and the method of catalytic activity is not well understood. The 

proposed model compounds include a variety of A1 coordination and shapes, 

including cages, rings and propeller shapes of Al, N and O combinations. 

Those with N-Al bonds are aluminum amides or aminoalanes and those with 

(R-A1-N-R')„ structure are iminoalanes. The [MeAl{N — 2,6 —iPr2C6H3)}]3 

structure may be a world record value of Cg. NMR analysis of the model 

structures is hindered by the large quadrupolar coupling constants that make 
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conventional magic angle spinning (MAS) spectra difficult to resolve at ordi­

nary magnetic fields. Experimentalists characterize the active catalytic site 

with NQR, which is better for the large quadrupolar interactions at the ^^Al 

sites, and extremely high magnetic field MAS NMR at the National High 

Magnetic Field Lab in the state of Florida. These compounds are difficult to 

synthesize, may contain multiple phases and can degrade rapidly and catch 

fire when exposed to the atmosphere. With such unusual and extreme ma­

terials and very high Cq values, the additional confirmation of a compounds 

identity by calculations is vital. 

In similar areas, ah initio studies exist for aluminosilicate drum molecules 

and alumoxane [265], aluminosilicate glasses and melts [266], aluminosilicate 

and borosilicate cages [267], and complexes with A1(CH3) and MAO [268]. 

The MAO models we study are dimethyl aluminum [269], diaminato alu­

minum [270], tri aluminum [271], hexa aluminum [272], and tetra aluminum 

[273] (cf. table 10.1). 

10.2 Method 
First, we examine a single molecule of the smallest compound, cyclodi-m-

dimethylamido-bis(dimethylaluminum)[269], [{Me2Al}{NMe2}]2 which we 

refer to as dimethyl aluminum. Results from two methods, two basis sets 

and three structures are shown in table 10.2. The methods are: 

1. Restricted Hartree-Fock (RHF) with GAMESS [43] and 

2. Becke's 3-parameter Lee-Yang-Parr (B3LYP) with Gaussian [41]. 

The basis sets are: 

1. correlation consistent double (cc-pVDZ) and 

2. triple zeta (cc-pVTZ) with additional polarizationv functions [134]. 
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Table 10.1: MAO models names, formulae, symmetry point group, number 
of electrons and atoms used in calculations. ® Structures correspond to a 
truncated version of the actual molecule, i.e. Me is substituted for CeHs 
in the hexa aluminum, —2,6 — iPr2C6H3 in the tri aluminum and —2,6 — 
iPr2C6H3 in the tetra aluminum. For these truncated structures the full 
molecule is also shown beneath for comparison. 

molecule formula, pt. group e~ atoms 
(unique) 

mono aluminum Al(Me2N)3, Dz 88 28(6) 
dimethyl aluminum [{Me2Al}{NMe2}]2, Czv 112 36(14) 
diaminato aluminum [Al(NMe2)3]2, 176 56(18) 
tri aluminum® [{MeAl}{NMe}]3, Czv ~ 114 30(8) 
tri aluminum [MeAl{N —2,6 — iPr2C6H3)}]3, Czv 354 105(26) 
hexa aluminum® [{MeAl}{NMe}]6, Dzd 228 60(8) 
hexa aluminum [{MeAl}{NC6C5}]6, Dzd 420 102(16) 
tetra aluminum® [Al[(/i-OMe)2Al(OMe)2]3, Dz 256 64(12) 
tetra aluminum [Al[(/i-0®Pr)2Al(0®Pr)2]3, 448 136 

The three types of single-molecule structures at which the EFG tensors are 

calculated are: 

1. experimentally determined via X-ray crystallography [269], 

2. ZI2/1 symmetry constrained optimized, 

3. C2V symmetry constrained optimized. 

The energy of the Czv structure is the lowest. The RHF/cc-pVTZ with opti­

mized structure is the least computationally intensive method which proved 

adequate to reproduce the approximate magnitude of Cq and value of 77. The 

sign of Cq changes because the qxx and Qyy components of the EFG are oppo­

site in sign and very close in value to each other. Because they are assigned 

by magnitude, small changes in structure, method or basis set cause them to 

switch. 

Second, we examine the full crystal of dimethyl aluminum. These re­

sults further validate the Czv optimized single-molecule MO results. FP-
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Table 10.2: nuclear quadrupole coupling constants Cq in megahertz for 
the smallest dimer, [{Me2Al}{NMe2}]2 (dimethyl aluminum), using RHF and 
B3LYP methods with cc-pVDZ and cc-pVTZ basis sets at ° crystal structure 
coordinates[269],'' optimized coordinates of D2h symmetry,optimized coor­
dinates of C2V symmetry, fully optimized crystal structure coordinates of Ci 
symmetry. Experimental values (marked 'expt.') are from NMR experiments 
by Anthony Mrse, Earl Emery, Pam Bryant and Les Butler. 

method site V c. 
cc-pVDZ cc-pVTZ 

RHF" All 15.936 0.99 -18.210 0.99 
RHF" AI2 15.931 0.99 -18.222 0.99 
RHF^ A1 -15.979 0.99 17.809 0.94 
RHF" A1 -17.257 0.90 -19.082 0.92 
RHF-^ A1 -17.257 0.90 
B3LYP" All -14.343 0.92 17.733 0.94 
B3LYP" AI2 -14.349 0.92 17.725 0.95 
B3LYP® A1 -15.191 0.83 17.977 0.93 
B3LYP" A1 -16.398 0.79 -19.092 0.88 

method site V 
expt. A1 ±15.8 1 
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Table 10.3: nuclear quadrupole coupling constants C, in megahertz 
for the largest dimer, [Al(NMe2)3]2 (diaminato aluminum), using RHF and 
B3LYP methods with cc-pVDZ and cc-pVTZ basis sets at " crystal structure 
coordinates[270] '' optimized coordinates of £>2/1 symmetry, ® optimized coor­
dinates of C^h symmetry, ^ fully optimized crystal structure coordinates of Ci 
symmetry. Experimental values (marked 'expt.') axe from NMR experiments 
by Anthony Mrse, Earl Emery, Pam Bryant and Les Butler. 

method site V c, r} 
cc-pVDZ cc-pVTZ 

RHF" AI4 12.286 0.72 14.400 0.76 
RHF" A1I7 12.287 0.72 14.400 0.76 
RHF'' A1 15.660 0.21 18.655 0.19 
RHF" A1 11.894 0.75 14.163 0.76 
RHF'' AI4 11.876 0.75 
RHF'' A1I7 11.920 0.76 
B3LYP" A14 10.117 0.83 13.330 0.73 
B3LYP" A1I7 10.118 0.83 13.331 0.73 
B3LYP'' A1 14.447 0.24 18.144 0.16 
B3LYP" A1 9.774 0.86 

method site V 
expt. A1 ±12.2 0.8 

LAPW DFT as implemented in WIEN [113] with the generalized gradient 

approximation (GGA), RmtxKfnax=2.53, Gmax='^'^, A:-points=l and Rmt for 

Al=1.65, C=1.0, H=0.6 and N=1.4 yields C9=17.252,77=0.91. 

Third, we examine the larger of the two dimers, [Al(NMe2)3]2) diaminato 

aluminum. The crystal structure is available [270]. We use single-molecule 

MO (cf. table 10.3) and full-crystal FP-LAPW DFT. Calculations on the 

full crystals of both dimethyl aluminum and diaminato aluminum require a 

new set of Rmt for Al=1.65, C=1.0, H= 0.6, N=1.4. They use GGA and 

Gmaa:=24 with A:-points=l. The RmiXKmax differ because the unit cells are 

different sizes. For dimethyl aluminum with Rmt'xKmax=2.00 Cg=lb.S75 

77=0.82 and diaminato aluminum with RmtxKmax=2.28 Cg=12.115 77=0.79. 
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Short C-H bonds dictate small atomic spheres and therefore an unusually 

small cut-off for the plane-wave basis set, Rmt'xKmax. With such small values 

of RmiXKmax the FP-LAPW method for these molecules can not stand alone, 

however they are useful as a comparison for the single-molecule MO results. 

The investigation of the two dimers, dimethyl and diaminato aluminum 

reveals several items: 

1. full-crystal FP-LAPW method requires more CPU time and is severely 

limited by computer main memory size because of the short C-H bonds, 

2. single-molecule MO and full-crystal FP-LAPW DFT results agree, 

3. optimization of the structures is only practical with the single-molecule 

MO method, 

4. the symmetry constrained optimization is faster because there are fewer 

unique atoms (cf. table 10.1) and it produces similar results to the 

crystal structure. 

Bearing these items in mind we investigate the remaining MAO models with 

the single-molecule MO method using symmetry constrained optimization, 

RHF, cc-pVDZ and cc-pVTZ basis sets. 

10.3 Results and Discussion 
We report ^^Al NMR spectral parameters for MAO models using optimized 

geometries and RHF/cc-pVDZ and RHF/cc-pVTZ are in table 10.4. Some 

additional calculations including B3LYP are also in table 10.4. 

Monoaluminum contrasts the other models with an rj of zero, because of 

the centrosymmetric environment in which the A1 is in. For dimethyl alumi­

num calculations with both the C^h and £>2/1 structures B3LYP increases the 

magnitude of Cq. This is in contrast to all other optimized structure calcula-
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Table 10.4: MAO models ^^Al quadrupole coupling constant, Cq, in mega­
hertz and asymmetry parameter, 77 calculated from optimized geometries 
using Restricted Hartree-Fock (RHP) and Becke's 3 Parameter Lee-Yang-
Parr (B3LYP) with correlation consistent polarized double (cc-pVDZ) and 
triple (cc-pVTZ) basis sets. ° Structures correspond to a truncated version 
of the actual molecule, i.e. Me is substituted for CeHs in the hexa aluminum, 
—2,6 — iPr2C6H3 in the tri aluminum and —2,6 — iPr2C6H3 in the tetra alu­
minum. Experimental values (marked 'expt.') are from NMR experiments 
by Anthony Mrse, Earl Emery, Pam Bryant and Les Butler. 

molecule site RHP expt. 
cc-pVDZ cc-pVTZ 

c. V c, V V 
mono aluminum AI4 27.119 0.00 36.067 0.00 
dimethyl aluminum All -17.257 0.90 -19.082 0.92 15.8 1 
diaminato aluminum Als 11.894 0.75 14.163 0.76 12.2 0.8 
tri aluminum" AI9 30.802 0.06 39.950 0.01 37 0 
hexa aluminum" Ale -13.181 0.93 14.545 0.99 
hexa aluminum Ale -16.537 0.59 -18.214 0.62 17.5 0.55 
tetra aluminum" All 1.207 0.00 0.293 0.00 1.8 0.00 
tetra aluminum" AI4 11.511 0.04 14.159 0.11 12.5 0.12 

B3LYP 
mono aluminum AI4 20.145 0.00 31.350 0.00 
dimethyl aluminum All -16.398 0.79 -19.092 0.88 
diaminato aluminum Alg 9.774 0.86 
tri aluminum" Alg 25.269 0.08 37.021 0.02 
hexa aluminum" Ale -11.635 0.86 
hexa aluminum Ale -14.840 0.52 
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tions for the MAO models. For diaminato aluminum the choice of symmetry-

point group for the optimized calculations plays an interesting role. With 

£>2/1 the value of Cq is higher and the value of r} is remarkably different (« 0.2 

vs. « 0.8) in comparison to the C2/1 structure. This is also in contrast to the 

very similar dimethyl aluminum structure. We truncate many structures out 

of necessity; without truncation the calculation might not be possible with 

current computational resources. Nevertheless, the effect of this truncation 

should be examined when possible. Truncation plays a large role in deter­

mining the value of 57 (« 1 vs « 0.6) for the truncated versus non-truncated 

versions of hexa aluminum. However, there is very little difference for the 

truncated and non-truncated versions of tri aluminum. 

The accuracy of calculations, with regard to experiment, is « ±2MHz for 

Cq and « ±0.2 for rj. The magnitudes of Cq and values for rj match well for 

dimethyl aluminum, diaminato aluminum, tri aluminum, tetra aluminum and 

hexa aluminum, though the ratio of Cq values for tetra aluminum with cc-

pVTZ (» 7 expt. vs. w 48) is not good at all. Surprisingly, the results from 

cc-pVDZ are better (w 7 expt. vs. « 10). Perhaps, additional correlation 

with B3LYP will improve the ratio. 

10.4 Conclusion 
Application of the single-molecule MO method, aided by the speed of trunca­

tion and symmetry constraints for geometry optimizations, yields good qual­

itative agreement with experiment. Truncation and symmetry constraints 

can both dramatically effect ^^Al NMR spectral parameters. The combina­

tion of calculation with experiment works to confirm the unusually high Cq 

values of tri aluminum. 



CHAPTER 11 

CONCLUSIONS 

Full-crystal FP-LAPW DFT was explored with calculations on corundum 

and then applied to accurately predict EFGs for andalusite. Also using the 

full-crystal FP-LAPW method, the EFG temperature dependence due to 

structure was examined for three Al2Si05 polymorphs: andalusite, silliman-

ite, and kyanite. The embedded-cluster MO method as implemented was not 

accurate enough to reliably predict tensor orientations in andalusite, though 

Cq magnitudes were reasonable. Work could be applied to self-consistently 

determine the charges on the point charges, possibly increasing the ability 

of the cluster to mimic a crystal[274, 275, 81]. We demonstrated the single-

molecule MO approach with the diatomic aluminum halides and then applied 

it with reasonable success to predicting ®^Br NQR frequencies of flame retar-

dants and models. The single-molecule MO approach was not as successful 

for predicting NQR frequencies of tetryl and similar compounds with ni-

tro groups. These could be further investigated with the single-molecule MO 

method by unconstrained geometry optimization of single molecules from 

crystal structures and additional methods for the inclusion of correlation or 

even with the full-crystal FP-LAPW method. The most exciting project was 

the application of the single-molecule MO and full-crystal FP-LAPW meth-
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ods to explore relationships between spectra and possible structures for other 

A1 containing structures similar to methyl aluminum oxide (MAO). MAO is 

a co-catalyst in new-generation Ziegler-Natta catalysts for olefin polymeriza­

tion [262, 263, 264] and NQR is well-suited as a tool for study due to the large 

quadrupolar interactions at the ̂ ''Al sites. The [MeAl{N —2,6—iPr2C6H3)}]3 

structure may very well be a world record value of Cq. 

The study of EFG calculations themselves has been interesting and has 

improved the calculations, however it was the practical applications which 

added the most value. The combination of EFG calculations and data from 

NMR experiments to zeolites, flame retardants, explosives and MAO pro­

vided a valuable tool. This tool can be used to identify key chemical struc­

tures, to improve products such as flame retardant HIPS, and to increase 

efficiency of processes such as production of polypropylene and other olefins. 
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Table A.l: RDX site notation from published crystal structure[257], other 
calculations [63] and this work. 

crystal other [63] this work 
(crystal) 

position this work 
(opt) 

C(l) 1 1 ring 
C(2) 2 2 ring 
C(3) 3 3 ring 
N(l) 4 4 ring 4,5,6 
N(2) 5 5 ring 4,5,6 
N(3) 6 6 ring 4,5,6 
N(4) 7 7 ring-N02 1,2,3 
N(5) 8 8 ring-N02 1,2,3 
N(6) 9 9 ring-N02 1,2,3 
0(1) 10 10 ring-N02 
0(2) 11 11 ring-N02 
0(3) 12 12 ring-N02 
0(4) 13 13 ring-N02 
0(6) 14 14 ring-N02 
0(6) 15 15 ring-N02 
H(l) 16 16 ring-H2 
H(2) 17 17 ring-H2 
H(3) 18 18 ring-H2 
H(4) 19 19 ring-H2 
H(5) 20 20 ring-H2 
H(6) 21 21 ring-H2 
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Table A.2: Mapping TNB site notation from crystal structure[258] to this 
work. Order of atoms is that from Cambridge Crystallographic Database 
Quest Software. Because there were two molecules in the unit cell only one 
molecule (molecule 2) was used. Also shown are optimized structures Nsite 
numbers. The approximate rotation of nitro groups in degrees is shown in 
parenthesis. 

crystal this work position 
(crystal) (optimized) 

1C(1) ring 
2 C(10) 1 ring 
3 0(11) 2 ring 
4 0(12) 3 ring 
5 0(2) ring 
6 0(3) ring 
7 0(4) ring 
8 0(6) ring 
9 0(7) ring 
10 0(8) 4 ring 
11 0(9) 5 ring 
12 0(10) 6 ring 
13 H(l) ring-H 
14 H(2) ring-H 
15 H(3) ring-H 
16 H(4) 7 ring-H 
17H(5) 8 ring-H 
18 H(6) 9 ring-H 
19 N(l) (3") ring-N02 
20 N(2) (28") ring-N02 
21 N(3) (8") ring-N02 
22 N(4) 10 (10°) 1,2,3(0°) ring-N02 
23 N(5) 11 (10°) 1,2,3(0°) ring-N02 
24 N(6) 12 (5°) 1,2,3(0°) ring-N02 
25 0(1) ring-N02 
26 0(10) 13 ring-N02 
27 0(11) 14 ring-N02 
28 0(12) 15 ring-N02 
29 0(2) ring-N02 
30 0(3) ring-N02 
31 0(4) ring-N02 
32 0(5) ring-N02 
33 0(6) ring-N02 
34 0(7) 16 ring-N02 
35 0(8) 17 ring-N02 
36 0(9) 18 ring-N02 
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Table A.3: Mapping TNX site notation from crystal structure[256] to this 
work. Order of atoms is that from Cambridge Crystallographic Database 
Quest Software. Also shown are optimized structures N site numbers. The 
approximate rotation of nitro groups in degrees is shown in parenthesis. 

crystal this work position 
(crystal) (optimized) 

0(1) 1 ring 
0(2) 2 ring 
0(3) 3 -OH3 
0(4) 4 ring 
0(5) 5 ring 
H(l) 6 -OH3 
H(2) 7 -OH3 
H(3) 8 -OH3 
H(4) 9 ring 
N(l) 10 (35.7°) 8,9(30°) -NO2 
N(2) 11 (75.2°) 12(75°) b,-N02 
0(1) 12 -NO2 
0(2) 13 -NO2 
0(3) 14 -NO2 

0(2F) 15 ring 
0(1F) 16 ring 
0(3F) 17 -NO2 
N(1F) 18 (35.7°) 8,9(30°) -NO2 
0(3F) 19 -OH3 
0(1F) 20 -NO2 
0(2F) 21 -NO2 
H(1F) 22 -OH3 
H(2F) 23 -OH3 
H(3F) 24 -OH3 
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Table A,4: Mapping monoclinic (TNT-m) and orthorhombic (TNT-o) trini­
trotoluene site notation from crystal structure[259] to this work. Order of 
atoms is that from Cambridge Crystallographic Database Quest Software. 
Because there were two molecules in the unit cell only one molecule (mol­
ecule 1) was used for both orthorhombic and monoclinic. Also shown are 
optimized structures N site numbers. The approximate rotation of nitro 
groups in degrees is shown in parenthesis. 

crys. # t.w. TNT-m pos. t.w. TNT-o pos. 
crys. opt. crys. opt. 

07 7 1 ring-NOa 4 ring-NOa 
08 8 2 ring-NOa 5 ring-NOa 
09 9 3 ring-NOa 3 ring-NOa 
OlO 10 4 ring-NOa 2 ring-NOa 
Oil 11 5 ring-NOa 1 ring-NOa 
012 12 6 ring-NOa 6 ring-NOa 
N4 16 7(40°) 8,9(35°) ring-NOa 9(33°) 12 p,ring-NOa 
N5 17 8(33°) 12 (0°) p,ring-NOa 7(40°) 8,9 ring-NOa 
N6 18 9(60°) 8,9(35°) ring-NOa 8(55°) 8,9 ring-NOa 
08 26 10 ring 15 ring-OHs 
09 27 11 ring 16 ring 
010 28 12 ring 18 ring 
Oil 29 13 ring 20 ring 
012 30 14 ring 21 ring 
013 31 15 ring 19 ring 
014 32 16 ring-OHa 17 ring 
H6 38 17 ring 11 -OH3 
H7 39 18 ring 10 -OH3 
H8 40 19 -OH3 12 -OH3 
H9 41 20 -OH3 14 ring 
mo 42 21 -OH3 13 ring 



149 

Table A.5: Mapping Tetryl site notation from published crystal 
structure[260] to this work. Also shown are optimized structures N site 
numbers. The approximate rotation of nitro groups in degrees is shown 
in parenthesis. 

crystal this work position 
(crystal) (opt) 

C(l) 1 ring 
0(2) 2 ring 
0(3) 3 ring 
0(4) 4 ring 
0(5) 5 ring 
0(6) 6 ring 
0(7) 7 ring 
N(l) 8(25") 8,9(35") ring-N02 
N(2) 9(23") 12(0") p,ring-N02 
N(3) 10(44") 8,9(35") ring-N02 
N(4) 11 1 ring-N-
N(5) 12(65") 19(0°) -NO2 
0(1) 13 ring-N02 
0(2) 14 ring-N02 
0(3) 15 ring-N02 
0(4) 16 ring-N02 
0(5) 17 ring-N02 
0(6) 18 ring-N02 
0(7) 19 -NO2 
0(8) 20 -NO2 
H(l) 21 ring-H 
H(2) 22 ring-H 
H(3) 23 ring-N-CHa 
H(4) 24 ring-N-CHa 
H(5) 25 ring-N-CHa 
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