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Abstract: 

Purpose: This paper aims to determine the entrepreneur’s intention to accept artificial 

intelligence (AI) and provide advancement in the domain of digital entrepreneurship.  

Design/methodology/approach – Extensive literature review and theories have been 

considered in the area of technology adoption/acceptance and digital entrepreneurship to 

identify the factors affecting the intention of entrepreneur’s w.r.t to accept AI for digital 

entrepreneurship. Further, a model, artificial intelligence acceptance and digital 

entrepreneurship (AIADE) is theorized after formulating some hypotheses. The theorized 

model has been validated with 476 usable responses.   

Findings: The findings revealed that performance expectancy, openness, social influence, 

hedonic motivations, and generativity have a positive impact on entrepreneur’s acceptance 

intention of AI. Additionally, affordance has no direct relationship with AI acceptance 
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intention, but it affects AI acceptance intention through Attitude. Inconvenience has a 

significant negative relationship with the intention to accept AI, while uncertainty was found 

to be positively affecting the AI acceptance intention. Effort expectancy did not confirm any 

significant relationship.  

Research limitations/implications: By considering existing theoretical models and concepts 

we contribute to the AI's theoretical progress, specifically in the domain of entrepreneurship. 

We complement and extend existing technology adoption/acceptance theories and digital 

entrepreneurship theories by developing a theoretical model, artificial intelligence acceptance 

and digital entrepreneurship, explaining the entrepreneur's intention to accept AI.  

Practical implications – The practical implications of the study show that performance 

expectancy (positive), openness (positive), social influence (positive), hedonic motivations 

(positive), generativity (positive), affordance through Attitude (positive), uncertainty 

(positive), effort expectancy (negative) and inconvenience (negative) are the antecedents for 

the entrepreneurs to accept AI for digital entrepreneurship. We suggest that intentional 

improvement planning is developed by increasing entrepreneur’s positive perceptions of AI 

affordance and explanation of its generativity and openness, and improving their attitude of 

using AI for digital entrepreneurship. 

Originality/value: This is the first study that reveals the critical antecedents of entrepreneur’s 

intention to accept AI for digital entrepreneurship. Relevant theoretical background, 

discussion, implications, limitations, and future research recommendations are discussed.  

Keywords Entrepreneurship, Technology acceptance, Digital entrepreneurship, Artificial 

intelligence, Entrepreneur intention  

Paper type Research paper  
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1. Introduction 

Digital technologies and tech-generation enable new business models, ventures, and operations 

to make societies and institutions more inclusive, transparent, and accountable (Pinker, 2018). 

In the last decade, many new technology trends have emerged resulting in appreciation of 

emerging technologies such as artificial intelligence, big data, cloud and internet of things 

(European Commission, 2017) which have initiated novel ways of collaboration, coordination, 

and innovation and competition. Such technological developments are reshaping traditional 

businesses, models, strategies, and operations (Bag et al., 2021; Bharadwaj et al., 2013; 

Balakrishnan & Dwivedi, 2021; Borges et al., 2021; Demlehner et al., 2021; Dubey et al., 2021; 

Dwivedi et al., 2020; Grover et al., 2020; Pillai et al., 2020; 2021; Zhang et al., 2021; Shareef 

et al., 2021). Undoubtedly, digital technologies are considered as the enablers for the activities 

related to entrepreneurial process, outcome and innovation (von Briel et al., 2018), leading to 

manifestation in various forms.  For example, manifestations can be in the form of digital 

artefacts (Ekbia, 2009), digital platforms (Tiwana, 2014), digital products or services (Lyytinen 

et al., 2016), digital tools or infrastructure (Aldrich, 2014), or digital product or service 

innovations (Kuester et al., 2018). 

Murphy et al. (2006) argue that entrepreneurship is the key driver for economic changes and 

industry transformation. Additionally, digital technologies and entrepreneurship's convergence 

provide new avenues for developing entrepreneurial projects and ventures (Anderson, 2014; 

Giones & Brem, 2017). As the digitalization phenomenon results into several vital 

implications, entrepreneurs and entrepreneurship researchers need to be aware of potential 

usage, outcomes and associated opportunities. Due to the emergence of the digitalization 

phenomenon, "digital entrepreneurship" is considered a novel form of entrepreneurial 

activities. Scholars and practitioners believe artificial intelligence technology is a ground-

breaking technology that disrupts businesses, business activities, markets, and competition 
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(Dwivedi et al. 2021). Even dominancy of AI outcomes in the innovation and disruption space 

is considered to be of significant magnitude as compared to any other known technology 

(Makridakis, 2017).  Entrepreneurs see viable and potential opportunities to use artificial 

intelligence at every market level (Marr & Ward, 2019). However, certain factors affect the 

acceptance of artificial intelligence by entrepreneurs. Entrepreneurship research has limited 

exposure in exploring and understanding entrepreneurs' intentions to use artificial intelligence 

in digital entrepreneurship. As such, novel theorizing on digital entrepreneurship and intentions 

to accept artificial intelligence is indeed required (Nambisan et al., 2017; Nambisan, Wright, 

& Feldman, 2019b; Sussan and Acs, 2017).  

We aim to explore the motivation behind the entrepreneur’s intention to accept artificial 

intelligence (AI). We propose to advance AI's theoretical progress (Dwivedi et al. 2021; Duan, 

Edwards & Dwivedi, 2019), specifically in the domain of entrepreneurship. We complement 

and extend existing technology adoption/acceptance theories (Dwivedi et al., 2017; 2019; 

Kwonsang, and Ohbyung, 2020; Venkatesh et al. 2012) and digital entrepreneurship theories 

(Nambisan, 2017; Nambisan, Wright, & Feldman, 2019b; Chalmers,  MacKenzie, & Carter, 

2020) by developing a theoretical model,  Artificial Intelligence Acceptance and Digital 

Entrepreneurship (AIADE), explaining the entrepreneur's intention to accept AI.  The paper 

aims to identify the potential factors impacting the entrepreneur's intentions to accept artificial 

intelligence.   

The current AI literature mostly focuses on the status, gaps, and improvements in employment 

related to skilled and unskilled workforce (The World Bank, 2019). However, there is a need 

to understand the effect of novel technological affordances and entrepreneurs attitude on their 

intention to adopt artificial intelligence (Obschonka & Audretsch, 2019; Townsend & Hunt, 

2019). Despite the advocacy of AI adoption and its applicability in the firm's increased 
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performance, little has been contributed in the literature about the AI-digital entrepreneurship 

intersection (e.g., Liebregts et al., 2019; Townsend & Hunt, 2019).  We, therefore, propose 

several contributions to the emerging AI-digital entrepreneurship intersection. Firstly, we 

explore the concept of emerging AI-digital entrepreneurship intersection. Secondly, we 

examine critical factors contributing to the acceptance of AI by entrepreneurs. Finally, we 

identify a valuable stream of research, and insights on the AI-digital entrepreneurship 

intersection landscape. 

2. Theoretical Background 

2.1 Digital Entrepreneurship 

According to Anderson (2014), potent entrepreneurial projects have resulted from the diffusion 

of digital technologies where entrepreneurial activities leverage collaboration and collective 

intelligence. Such convergence develops new avenues for venture (Giones & Brem, 2017). 

Entrepreneurship goes beyond realizing new value creation by streamlining designing, 

launching, and executing entrepreneurial activities and business processes for business 

ventures and business values (Hull et al., 2007, Hsieh and Wu, 2018). By leveraging digital 

technologies, many business ventures alter their business processes, operations, and solutions 

from offline to online- resulting in "digital entrepreneurship" as a novel branch of 

entrepreneurial activities. In this paper, "digital entrepreneurship" is positioned as 

entrepreneurship's subcategory. It deals with digitizing some or all part of entrepreneurial 

activities, processes, and operations to transfer an asset, services, or significant part of the 

business into digital (Hull et al., 2007, Le Dinh et al., 2018).  Digital entrepreneurship orient 

towards digitizing most or all of a business's products and services to offer new and unique 

value (Hull et al., 2007). Sussan and Acs (2017) advocate the use of digital technologies as part 

of the core competency to develop products and services for digital entrepreneurship 
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customers. Besides, digital technology facilitates connections and collaborations of people, 

machines, and information (The Guardian, 2017). According to Nambisan (2017), 

entrepreneurial pursuits have limited or less exposure of digital technologies in entrepreneurial 

research and practice. However, current research on digital entrepreneurship has not advanced 

and still seems to be in infancy (Kraus et al., 2019). The motivation of entrepreneurs' intention 

of digital technologies is vital to understand digital entrepreneurship success. 

2.2 Artificial Intelligence-Digital Entrepreneurship Intersection  

Digital technologies are pushing digital entrepreneurship at the edge in redefining and 

reshaping business and communication. Emerging technologies such as artificial intelligence, 

big data, cloud and internet of things foster new platforms and development paradigm for 

building new and novel products and services (Le Dinh, 2018). Scholars and practitioners 

consider the technology of artificial intelligence (AI) as a ground-breaking technology that can 

change the dynamics of the markets, businesses, industries, and pursue entrepreneurial 

activities (Von Briel, Davidsson, & Recker, 2018). Additionally, its disruption, innovation, and 

value offerings are considered of great magnitude compared to any other existing technology 

(Marr and Ward 2019; Makridakis, 2017). AI has already disrupted many business activities 

and penetrated diverse areas of everyday life. For example, suggestion for shopping, face and 

voice recognition, or digital assistants (Intel Corporation, 2020) are prominent solutions. 

Additionally, AI technology is considered vital in diverse digital entrepreneurship areas such 

as medical technologies, retail, manufacturing, and other businesses. For example, AI is 

utilized for diagnosis of medical conditions (Cockburn et al. 2018), providing health care 

(Augusto et al. 2007), supporting applications for intensive care unit (Hanson and Marshall 

2001), developing structured webshops, bots both for in-shop and online interaction, attaining 

proactive preventive maintenance solutions and services for machines. Even AI is potent to 
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offer product-as-service business models.  AI can be distinguished into two forms – symbolic 

AI and neural-AI. In a symbolic AI, to facilitate rule-based thinking, symbols are utilized as 

the core elements to trigger the program's learning process. Business organizations consider 

symbolic AI a support system as it’s process and logic are quite easily understandable and 

practicable for human users. Typically, symbolic AI is heavily used in streamlining the 

automation of the business processes, tasks, activities, and operations. While the neural-AI 

deals with the self-learning algorithm that learns by itself based on the sample/practice data for 

generating patterns (Skilton & Hovsepian 2018, pp. 132–134). Such patterns are then 

improvised based on any unknown data or used to decipher the situation or environment.  The 

sample/practice data sources are vital for neural-AI to develop an effective algorithm that can 

perform well on the unforeseen data, situation, and environment (Lee et al. 2019, p. 4). An 

entrepreneur must have clarity on both the technological and business perspective of AI. 

Besides, considering it as an outcome-driven engine for the business can open potential 

opportunities. For example, entrepreneurs keen on using AI can view it as a prediction machine 

that helps to focus on the outcome – past, current, and future. The entrepreneurs should 

understand both the technological and practicable AI interpretation while using it or consider 

using it in the future (Agrawal et al., 2018).  

Entrepreneurs have recently shown interest in AI to streamline, (re)define, and (re)shape 

business activities, operations, and values.  Shane (2000) argues that AI provides immense 

potential at all stages of the entrepreneurial process. For example, AI can facilitate quick 

venture creation process by expediting data collection, market and feasibility study in the 

exploration phase; and streamlining positioning and market targeting process in the 

exploitation phase. Entrepreneurs facing a resource-constrained environment benefit by using 

AI to exploit their machine learning capabilities to automate tasks and deploy models for 
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managing entrepreneurial activities and engagements. McMullen & Shepherd (2006) observe 

that by exploiting big data and AI, one can avoid uncertainties in the entrepreneurial process. 

Agrawal et al., (2018) argue that AI can impact the firm's strategy and business models. 

Besides, AI provides strategic implications to digital entrepreneurship by assisting, supporting, 

and driving business models for new and old organizations. Entrepreneurs keen on using AI 

must understand and explore the utility and impact of  AI-assisted, AI-supported, and AI-driven 

functionalities. The AI-assisted functionality affects the business models' operational activities 

and does not directly impact the business models' strategic aspects and components. Here, few 

or more business processes undergo improvisation. The AI-supported functionality directly 

affects one or more components of the business models and thus has a strategic impact on the 

business. While the AI-driven functionality enables the development of a new business model 

to create, generate, and deliver values. Figure 1 depicts the increasing influence of AI. 

Entrepreneurs can unlock variations in business models through AI to enhance business value 

in venture creation (Loebbecke & Picot, 2015; Lee et al., 2019). 

<<Insert Figure 1. Increasing influence of AI in digital entrepreneurship>>  

2.3 Artificial Intelligence acceptance by entrepreneur’s for digital entrepreneurship  

This study is concerned with the motivation of the entrepreneur's intention to adopt/accept AI. 

In this context, it is important to mention here that entrepreneur actors are responsible for 

translating AI adoption for digital entrepreneurship. It is vital to understand and explore the 

existing research in technology acceptance and adapt or compliment them for digital 

entrepreneurship. Digital entrepreneurship depends on digital technologies' three main factors– 

openness, affordance, and generativity (Nambisan, 2017; Nambisan & Baron, 2019; Nambisan, 

Wright, & Feldman, 2019b; Chalmers,  MacKenzie, & Carter, 2020). The factor "openness" 

deals with varied aspects of digital technology. For example, what is the level of participation 
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of the actors (who all can participate); what all contributions can actors make (what inputs 

actors can provide); how actors can contribute (What processes are utilized to contribute) and 

lastly, what outcomes are attained (what contributions are mapped to the outcomes). As such, 

digital technologies' level of "openness" capability for participation, contribution, and 

outcomes determine entrepreneurship innovation (Rothwell et. al., 1974).  Another factor, 

"affordance" associated with digital technologies is considered for digital entrepreneurship. It 

depicts the aspect of an object to offer certain action potential and possibilities to an actor in a 

specific context. For example, AI technology in  digital entrepreneurship can be affected by its 

affordances (Faraj and Azad, 2012; Gibson, 1979). Finally, the Generativity factor of the digital 

technology is its capability to produce unprompted change by involving large unrelated and 

uncoordinated entities/actors.  (Doanld, 1991; Turner & Fauconnier, 1997). As such, AI 

technology generativity in digital entrepreneurship determines entrepreneurship innovation.   

AI is considered a disruptive and innovative technology that can enhance an organization's or 

an individual’s productivity and competitiveness. Currently, two branches of research are 

available related to technology acceptance. Firstly, the research focuses on the relevant factors 

required for adopting technology at the organization's level (Leonard-Barton and Deschamps, 

1988). Technology, organization, and environment (TOE) framework (Tornatzky and 

Fleischer, 1990) and diffusion of innovation (DOI) theory (Rogers, 2003) are the prominent 

theoretical models work at the firm level. DOI theory considers individuals as prime for the 

level of willingness to adopt innovation and presses the organization innovativeness 

dependency on both internal and external characteristics. While, the TOE framework deals 

with determinants related to technological, organizational, and environmental contexts for 

technological innovation adoption. The second approach deals with the individual level. In this 

approach, usage or intention to adopt the technology is considered as the dependent variable 

(Davis et al., 1989; Compeau & Higgins, 1995). The current study explores the intentions of 
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the entrepreneurs to accept artificial intelligence. Hence it focuses on individual’s intention of 

acceptance of technology. Therefore, the undertaken study focuses on individual’s intention of 

acceptance of technology. Many prominent models exist in this space such as - Motivational 

model (MM), Unified theory of acceptance and use of technology (UTAUT),Technology 

acceptance model (TAM), and Theory of planned behaviour (TPB), that have been extensively 

referred and utilized by researchers to assess and analyse the individual level technology 

adoption. Constructs such as ease of use and observed usefulness are considered vital for the 

TAM (Davis, 1989). The MM model considers extrinsic and intrinsic motivations as the core 

constructs and is essential for technology adoption (Ajzen, 1991). Attitude is considered a vital 

construct in TPB, an extension of the theory of reasoned action (TRA). The core constructs in 

the UTAUT model (Venkatesh et al., 2003) are social influence, facilitating conditions, 

performance expectancy, and effort expectancy. 

Individuals get confidence with the performance expectancy that technology helps them 

enhance productivity and complete the task quickly. The construct effort expectancy deals with 

the belief that the technology or system would be clearly understood, which will help in easy 

use. Social influence is the belief to improve the use of the system or technology by being in a 

group that can influence the individuals. The other construct facilitating conditions deals with 

the availability of resources, and knowledge which are considered vital for technology 

adoption. However, technology affordance captures such purview and extends its capability to 

cover technology possibilities (Faraj & Azad, 2012). Uncertainty is attributed to decision 

maker’s perception of the technology or system in context considering the environment and 

affects the decision to roll out new product/service or use new technology (Ghosh & 

Bhowmick, 2014). Additionally, individuals’ inconvenience in using technology or system 

adversely affects its usage (Collier and Kim, 2013). Hedonic motivation impacts the adoption 

of digital technologies (Tamilmani et al., 2019; Van Der Heijden, 2004). It depicts intrinsic 
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motivations such as the perception of fun, entertainment, and individuals' enjoyment to try new 

technology products. Many empirical studies based on TRA and the theory of planned behavior 

(TPA) model have confirmed impact of attitude on technology adoption intention.  

3. Research framework and hypotheses 

The undertaken research focuses on the entrepreneur's intention to accept AI for digital 

entrepreneurship. It is also paramount that entrepreneur actors be responsible for translating AI 

adoption/acceptance for digital entrepreneurship. Hence, it focuses on an individual's intention 

of acceptance of the technology. In this context, the current study explores the AI-digital 

entrepreneurship intersection, identifies relevant constructs, and develops a framework that 

explains entrepreneur’s intention to accept artificial intelligence. It is vital to understand and 

explore the existing research in technology acceptance and adapt or complement them for 

digital entrepreneurship. Digital entrepreneurship depends on digital technologies' three main 

factors– openness, affordance, and generativity (Nambisan, 2017; Nambisan & Baron, 2019; 

Nambisan, Wright, & Feldman, 2019b; Chalmers, MacKenzie, & Carter, 2020). Based on the 

theoretical models and concept discussed in Section 2, we consider ten constructs in this study 

that affects intention of entrepreneur’s to accept AI.  Table 1 describes the antecedents for the 

intention of the entrepreneur’s to accept artificial intelligence. These antecedents are grounded 

on the in-depth literature review. 

<<Insert Table 1 Antecedents for the intention of the entrepreneur’s to accept artificial 

intelligence>> 

Performance expectancy  

Performance expectancy is an important factor influencing the entrepreneurs to use AI to attain 

expected performance for entrepreneurial projects and activities. Venkatesh et al., (2003) 
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define it as “the degree to which an individual believes that using the system will help him or 

her attain gains in job performance”. Venkatesh et al. (2003) advocate performance expectancy 

as the most decisive factor influencing users’ intention to use any new system or technology. 

In this study, performance expectancy encompasses the AI usage in supporting, assisting and 

driving entrepreneurial projects and digital entrepreneurship activities. Agrawal et al. (2018) 

observe that AI technology can provide strategic implications to digital entrepreneurship by 

assisting, supporting, and driving business models for new and old organizations. Based on the 

discussion, following hypothesis is proposed:   

H1: entrepreneurs’ performance expectancy of AI for digital entrepreneurship is 

positively associated with their AI acceptance intention. 

 

Effort expectancy  

Effort expectancy depicts the effort required by users’. It is the degree of ease of use for 

technology or system (Venkatesh et al., 2003). It refers to the perceived convenience of ease 

of use associated with a new information system or technology. Aggelidis and Chatzoglou 

(2009) argue effort expectancy affects users’ behavioral intention to use a new system or 

technology. Entrepreneurs tend to consider the use of a system and technology when they 

perceive less effort expectancy in handling it. Moreover, perceived less effort expectancy in 

dealing with technology or system triggers a sense of having improved user performance.  

Entrepreneurs get motivated to use a system or a technology when they feel that it requires less 

effort to attain entrepreneurial projects and activities. Nonetheless, it is reasonable to expect 

that entrepreneurs  will tend to use less AI who think that AI is complex. The following 

hypothesis is proposed: 
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H2: entrepreneurs’ effort expectancy of AI for digital entrepreneurship is positively 

associated with their AI acceptance intention. 

Social influence  

Social Influence depicts the degree to which users perceive what other important people believe 

or advocate using a new system or a technology. Venkatesh et al. (2012) observe that social 

influence captures subjective norms dealing with how an individual’s behaviour is affected by 

an important person’s influence. In this research, social influence refers to the entrepreneur's 

perceived encouragement and influence from its reference and network. When entrepreneurs 

observe successful projects and activities using new technology in their influential network, 

they tend to adopt and experiment the technology.  Based on the discussion, following 

hypothesis is proposed:   

H3: entrepreneurs’ social influence for AI in digital entrepreneurship is positively 

associated with their AI acceptance intention. 

Hedonic Motivation  

Hedonic motivation refers to how a user’s perception about the use of a system or technology 

will bring pleasure (Lee et al., 2003). Entrepreneurs are strongly driven by intrinsic motivation 

(Deci, Koestner, & Ryan, 1999) to use the system or technology to perform entrepreneurial 

projects and activities. Hedonic motivations are related to the incentive of the users’ behaviour 

involving in an activity with an intangible outcome. As such, users tend to autonomously 

indulge in activities (Deci & Ryan, 1985). The hedonic motivation determines adoption for 

using digital technologies (Van Der Heijden, 2004). Based on the discussion, following 

hypothesis is proposed:   
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H4: entrepreneurs’ hedonic motivations for AI in digital entrepreneurship are 

positively associated with their AI acceptance intention. 

Inconvenience 

The proliferation of AI libraries, tools and services might posit a perception that individuals 

can conveniently deal with AI. However, as suggested by Hill et al. (2015) finding appropriate 

technology solution in context require both expression and intention requirement confirmation. 

Collier and Kim (2013) suggest self-service assistant integration and usage in AI solution affect 

its usage adversely when it is inconvenient for individual to use AI appropriately. As such, 

entrepreneurs  who intend to deal with AI for potential solutions and services are adversely 

affected if they find any inconvenience with it. The following hypothesis is proposed based on 

this discussion: 

H5: entrepreneurs’ inconvenience of using AI in digital entrepreneurship is negatively 

associated with their AI acceptance intention. 

Uncertainty 

New product development and technology advancements are affected by the uncertainty (Song, 

and Montoya-Weiss, 2001; Halaweh, 2013). Previous studies indicate that various 

entrepreneurial activities such as adopting new technology, developing new products and 

offerings to the market get affected by market uncertainty (Hall et al., 2011; Hu et al., 2011). 

AI is predominantly explored for automation and several academic and practice articles 

emphasize disruption of job and workforce (Pol & Reveley, 2017; Akst, 2013). As such, 

individuals who intend to use AI for such offerings  are reluctant to use it due to perceived 

uncertainty of the market for widespread adoption of the solutions. Additionally, entrepreneurs  
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might avoid such technological ventures where market uncertainty is prevalent. The following 

hypothesis is proposed based on this discussion:   

H6: entrepreneurs’ uncertainty of using AI  automation in digital entrepreneurship is 

negatively associated with their AI acceptance intention. 

Openness 

The openness refers to the technology's features and functionality to facilitate actors’ 

participation, contribution, process, and outcomes. Digital technologies support openness in a 

variety of ways such as digital resources (Kallinikos et al., 2013, p359), technological 

architecture to support digital platforms (Tiwana, 2014) and technological ecosystem to 

facilitate collaboration, governance and joint decision making (Wareham et al., 2014).  An 

entrepreneurial innovation can be enhanced by leveraging the openness of the technology. AI 

has been instrumental in entrepreneurial innovation and laying the foundation for 

entrepreneurial projects and activities. Besides, it is causing transformation in both scale and 

degree in openness. AI-assisted, AI-supported and AI-driven platforms and ecosystems benefit 

individuals, organizations as well as the broader society. For example, AI platforms that track 

and monitor healthcare data potentially benefit many stakeholders and trigger collaboration, 

decision making, and collective governance. Based on the discussion, following hypothesis is 

proposed: 

H7: Openness of AI in digital entrepreneurship is positively associated with 

entrepreneurs’ acceptance intention of AI. 

Affordance  
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Affordance deals with the action potential and possibilities offered by the object to the user (or 

in a use context). Entrepreneurial projects and activities are affected by affordances when 

entrepreneurs use a certain system or technology. Faraj and Azad (2012) observe affordance 

as the vital factor for technology adoption in rolling out services, solutions and ventures.  

Nambisan (2017, 2019a,b) argue that same digital artefact, digital platform or digital 

infrastructure result in varied outcomes based on use contexts.  A digital technology affordance 

is associated with features and functionalities of a digital platform and digital infrastructure to 

support service, products, and solutions. For example, AI-assisted, AI-supported and AI-driven 

services, products, and solutions can have a varied impact to business considering use context. 

Emerging technologies such as AI  redefines relationships among objects and entities and thus 

have implication in use context. Based on the discussion, following hypothesis is proposed:   

H8: Affordance of AI in digital entrepreneurship is positively associated with 

entrepreneurs’ acceptance intention of AI. 

 

Attitude 

Attitude refers to the degree of an individual’s liking or feeling of a particular behaviour. 

Existing studies argue that a user’s adoption of digital technology is affected by his/her positive 

attitude no matter how sophisticated is the technology (Dwivedi et al., 2007; 2017; 2019; 

Dwivedi, & Weerakkody, 2007; Huang and Liaw, 2005).  Fulantelli and Allegra (2003) 

observe a weak positive attitude by SME entrepreneurs in adopting ICT for their business due 

to ICT security concerns. Bandura (1982) observes a greater sense of attitude when system is 

perceived affordable.  AI services and applications development, execution, and deployment 

require AI affordance of knowledge and resources resulting in the desired outcomes which 
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affect an individual’s Attitude. As such, affordance to develop, run, and deploy AI models 

affects entrepreneurs Attitude to use AI to support, assist, and drive entrepreneurial projects 

and digital entrepreneurship activities. Attitude influences the intention of users to use 

something new. Entrepreneurs indulge in entrepreneurial projects and activities when they 

showcase a positive attitude. Xavier, Vieira & Rodrigues (2009) argue that entrepreneurs 

should have a positive attitude towards new technology or system to develop products, 

services, and establish ventures. Thus, Attitude towards AI affordance could mediate the 

entrepreneurs’  propensity to experiment with AI and the intention to use it. The following 

hypotheses are proposed based on this discussion:   

H9a: Affordance of AI in digital entrepreneurship is positively associated with 

entrepreneurs’ Attitude towards AI. 

H9b: entrepreneurs’ attitude for AI in digital entrepreneurship is positively associated 

with their AI acceptance intention. 

 

Generativity 

The Generativity factor of the digital technology is its capability to produce unprompted 

change by involving large unrelated and uncoordinated entities/actors (Doanld, 1991; Turner 

& Fauconnier, 1997). Zittrain (2006, 2008) argue that technology generativity contributes to 

both creative and entrepreneurial endeavors. Scholars have attributed several characteristics 

and mechanisms of digital transformation, artifacts, technologies, and infrastructures to project 

generativity (Tilson et al., 2010; Yoo et al., 2012; Lyytinen et al., 2017). For example, AI-

driven platforms can provide several heterogeneous APIs to third-party developers to create 

new digital artefacts, products, and services. Such platforms also lead to entrepreneurial 
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innovation. AI can impose several implications on generativity due to data, privacy and 

security laws, IP rights etc. As such, AI technology generativity in digital entrepreneurship is 

critical and following hypothesis is proposed: 

H10: Generativity of AI in digital entrepreneurship is positively associated with 

entrepreneurs’ acceptance intention of AI. 

Figure 2 depicts the Artificial Intelligence Acceptance and Digital Entrepreneurship (AIADE) 

model explaining the entrepreneur's  intention to accept AI.  

<<Insert Figure 2. Artificial Intelligence Acceptance and Digital Entrepreneurship (AIADE) 

model>> 

We consider PLS-SEM approach to statistically test and validate the hypotheses and the 

AIADE model as it is considered effective for synthesizing an exploratory study like this (Hair 

et al., 2018). PLS-SEM works effectively to test the complex model without any sample 

restriction (Willaby et al., 2015).   

3.1 Measurement instruments  

We develop the set of questions considering the constructs, see Table 1. With the concept of 

the constructs, we prepared 38 questions. The questions were framed and adapted with a aim 

to eliminate confusing, controversial, or leading questions. The Table 2 represents the source 

of the constructs. We formulated the scales for inconvenience, openness, affordance, and 

generativity based on the theoretical concepts. Further, we consulted five experts in digital 

entrepreneurship and AI to examine and validate the readability, validity, understandability, 

and comprehensiveness of the questions. All these meticulous attempts were taken to enhance 

the response rate (Harzing et al., 2012). The purpose of the survey design was to capture the 
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entrepreneur's intention to accept AI for digital entrepreneurship. As such, we ensured that the 

survey questions are readable, crisp, precise, and understandable. (Mellahi and Harris, 2016). 

Each question response is collected on the 7-point Likert scale on the level of agreement. The 

survey also encompasses guidelines to fill the survey response to avoid any misunderstanding. 

A precise set of instructions and note about the purpose of the study, data collection, assurance 

of the respondents' confidentiality and anonymity were mentioned (Chidlow et al., 2015). 

<<Insert Table 2 Source of constructs>> 

3.2 Data Collection and Sample 

Initially, a pilot survey was conducted with seven participants to capture the survey's 

completeness and correctness. Not much modification was made barring except a few 

corrections in spelling mistakes and layout.  Online channel is considered the most appropriate 

channel to gather the survey information as it does not have space and time barrier (Evans & 

Mathur, 2018;  Couper 2017; Selm,  2006; Evans & Mathur, 2005). The survey was floated on 

various prominent online channels targeting different AI entrepreneurship-focused groups. 

Apart from that, mailing lists focused on intranet posts, and targeted email groups in the 

author's business network have also been used for survey distribution. Ilieva, Baron, and 

Healey (2002) suggest that online surveys' average response time is 5.59 days. Considering the 

slack time due to Pandemic (COVID-19), the survey was kept online for 21 days.  

We initially received inputs from 509 respondents, out of which 476 forms were complete. 

Since the survey was distributed through the online channel, we checked for a non-responsive 

bias using normality, kurtosis and skewness of the differences and performed t-tests to verify 

the means of early respondents and late respondents as recommended by Armstrong and 

Overton (1977). However, we did not observe any significant difference in the early and the 
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late responses.  Thus, non-responsive bias risk was considered as low. The final sample size of 

476 was considered for further analyses, which were within the acceptable range (Deb & 

David, 2014).  

Table 3 depicts the demographic characteristics such as gender, age, education, marriage status 

and country of 476 respondents. Sample represents that 74.78% of the respondents are male 

while 25.21% are female. Respondents aged between 31 and 35 years (27.73%), and 36 and 40 

(25.42%) represented 52.25% of the total sample. Respondents aged between 25 and 30 years 

represented 19.95% of the sample, whilst respondents aged between 18 and 24 years 

represented only 8.19% of the sample. Finally, respondents aged above 40 years represented 

18.69% of the sample. The respondents are dominated by those who have bachelor’s degree as 

the majority respondents (i.e. 65.33%) held bachelor’s degree, while 25% of the respondents 

pursued master degree course and 6.09% of the respondents held doctorate degree. Only 3.57% 

of the respondents were senior high school graduate. Additionally, 61.13% of the respondents 

are married, while 38.86% of the respondents are single. Table 3 also represents the country-

wise distribution of the respondents. Respondents from the USA (15.34%), China (13.45%), 

UK(11.55), and Italy (9.45) represent 50% of the total sample. Whilst respondents from Russia 

(8.40%),  France (7.56%), Germany (7.35%), India (6.93%), Australia (5.88%), Spain( 5.67%), 

Netherlands (4.41), and Canada (3.99) contribute to the 50% of the total sample.  

<< Insert Table 3 Demographic characteristics (n = 476)>> 

PLS-SEM analysis was conducted using SmartPLS 3.3.2 software to verify the proposed 

theoretical model and hypotheses (Ringle, Wende & Becker, 2015). The analysis of the 

measurement model was accomplished considering the construct's reliability and validity.   

Several parameters were considered to analyse the structural model, such as R2, path 

coefficients, and confidence intervals (Henseler, Hubona & Ray, 2016). Additionally, for 
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assessing the model fit, value of Goodness of Fit (GoF) and other prominent factor standardized 

root mean square residual (SRMR) were used as the potential measures (Tenenhaus et al., 2005; 

Henseler, Hubona & Ray, 2016).     

4. Results 

Table 4 shows the assessment of the measurement model. The loading factors of each indicator 

of the construct are measured to assess each indicator's convergent validity.  Carmines & Zeller, 

(1979) suggest considering indicators having value more than 0.7.  Except one indicator of the 

construct Inconvenience, which is dropped due to resultant value less than 0.7, all the other 

indicators are considered for further analysis.  As indicated in Table 4, the AVE value of the 

latent variables exceeds 0.5, all of them attained convergent validity. Additionally, on scrutiny, 

Cronbach’s alpha and composite reliability values are identified well above the minimum-cut 

off range (Fornell & Larcker, 1981). Discriminant validity shows the uniqueness of the 

constructs with others in the model. Vuong and Sid (2020) advocate use of Fornell-Larcker 

criterion to determine the discriminant validity of latent variables. Fornell and Larcker (1981) 

suggest that discriminant validity is observed when each latent variable's square root is higher 

than all correlations. While observing carefully, we found that discriminant validity was 

established as all the correlations were less than the square roots of the AVEs, Table 5. Thus, 

the measurement model was confirmed satisfactory. 

<<Insert Table 4. Measurement model assessment>> 

<<Insert Table 5. Discriminant validity results>> 

4.1 Structural model assessment 

The model shows the absence of multicollinearity as the VIF values of all the endogenous 

constructs' variables are found to be less than 5. Figure 3 depicts the overall analysis. We 
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performed Harman’s single factor test to check for common method bias. We did not find any 

single factor that captures the variance as we observed almost 69.50% of the variance that was 

captured by nine factors. Even the first factor only captured almost 24.11% of the variance 

which is less than the threshold value (Podsakoff et al., 2003). Thus, we confirm that CMB did 

not distort results.  The estimates of the relationships of the structural model are captured 

through path coefficients. The effects significance are attained through bootstrapping (Hair et 

al. 2011) considering 5000 samples (Streukens & Leroi-Werelds, 2016) and a 1-tail T statistics 

accounting n-1 degrees of freedom. The hypotheses have specified the relationships direction 

of the variables. Additionally, the confidence intervals were used to assess the significance of 

the relationships. We can observe from Table 6 and Figure 3 that the construct Performance 

Expectancy construct has the highest significant impact on AI acceptance intention  (H1: 

PE→AIAI;  = 0.325, p<0.0001).  

<<Insert Table 6. Hypothesis testing results>>  

The construct Openness is also depicting the high effect on AIAI (H7: OP→AIAI;  = 0.151, 

p<0.0001). Additionally, the constructs Social influence (H3: SI→AIAI;  = 0.114, p<0.0001) 

and Hedonic Motivation (H4: HM→AIAI;  = 0.113, p<0.0001) also depicts the high effect 

on AIAI. Besides, the construct Inconvenience (H5: IN→AIAI;  = -0.138, p<0.0001) 

indicates the negative high effect on AIAI as hypothesized. A weak but a significant 

relationship between Generativity and AIAI (H10: GE→AIAI;  = 0.074, p<0.0001) is 

observed. The relationship between Affordance and AIAI is not confirmed (H8:ns), while it 

affects AIAI through the construct Attitude having indirect relationship (H9a: AF→AT;  = 

0.681, p<0.0001, H9b: AT→AIAI;  = 0.185, p<0.0001). The relationship between the 

construct Effort Expectancy and AIAI is not confirmed (H2:ns). A contrary, direct and positive, 

relationship between Uncertainty and AIAI is observed (H6: UN→AIAI;  = 0.131, p<0.0001). 
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The variance of the construct is depicted through the value of R2 and the explanation of the 

same is achieved by the predictor variables of the endogenous construct of the model. In the 

theorized model, the variance is explained through AIAI (49.4%) and AT (46.5%).  The values 

of SRMR and GoF were found to be 0.58 and 0.047 respectively, which are under the specified 

threshold for assessing the model fit (Henseler et al., 2014; Hu and Bentler, 1998). 

 

<<Insert Figure  3.  AI acceptance intention results *p < 0.05; **p < 0.01; ***p < 0.00; ns: non-significant>> 

 

5. Discussion 

The study focuses in determining the antecedents for entrepreneur’s intention to accept 

artificial intelligence for digital entrepreneurship. Goswami and Dutta, (2016) observe the 

significance of PE and SI for the entrepreneurs' acceptance of emerging technology. 

Entrepreneurs expect a significant technological performance level to solve the tasks, activities, 

and problems to roll out services, offerings, and solutions. As such the performance expectancy 

becomes more relevant. Moghavvemi, Salleh and Standing (2016) support the importance of 

PE, SI, and HM in the study conducted on 1200 entrepreneurs for examining intention to adopt 

and use innovative technology. The entrepreneurs keen on establishing a new venture using 

innovative technology are found to be driven by PE, SI, and HM. Besides, HM drives the 

entrepreneur’s motivation to try technology when it substantially solves the problems. When 

people enjoy using technology, entrepreneur’s help offering innovative solutions that 

demonstrate achieving pleasurable objectives  (Bilton, 2015; Woods, 2018).  SI also explains 

the AI acceptance intention. Entrepreneurs who are influenced by people who use technology 

either to offer or use solutions are found to be demonstrating high level of technology 

acceptance (Moghavvemi, Salleh & Standing, 2016). Nägle and Schmidt (2012) observe no 

relationship between intention and EE. A study conducted on entrepreneurs by Macedo (2017) 
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determines a positive relationship between  EE and the intention to use technology. Our 

findings for PE, SI, EE, HM and EE support the previous studies. However, contrary to one 

study (Macedo, 2017),  EE has no significant relationship. It might be due to the nature of the 

AI technology offerings where people tend to use third-party services, APIs, and libraries 

without worrying much about the techniques' intricacies for the potential outcomes. 

As suggested by Nambisan, Wright, & Feldman (2019b), Openness plays a significant role for 

digital entrepreneurship as it reflects the nature of participation, contribution, process and 

outcome that an actor may be involved with to engage in entrepreneurial activities. Our 

findings suggest a strong relationship between Openness and AI acceptance intention. 

Entrepreneurs keen on accepting AI, look for novel ways to streamline entrepreneurial 

activities and offerings  (Kallinikos et al., 2013; Tiwana, 2014; Wareham et al., 2014). This 

can be accomplished by developing or using digital resources and technological architecture to 

support digital platforms and technology ecosystems to facilitate collaboration, joint decision-

making, and governance. Generativity, as observed by Nambisan, Wright, & Feldman (2019b) 

determines technology capability to produce unprompted change by involving large unrelated 

and uncoordinated entities/actors. We notice a positive relationship between generativity and 

the acceptance intention of AI.  The advancements in the AI landscape make its availability on 

multiple channels using market services. Entrepreneurs can integrate multiple services through 

the market (open source, collaboration, and outsource) to develop core solutions (Pfau and 

Rimpp, 2021). As such, the generativity of AI affects AI acceptance intention. 

Additionally, we observe Affordance is not directly related to AI acceptance intention. 

However, as the degree of believing that there is an appropriate AI affordance in terms of 

digital, organizational, resource, and technical infrastructure to support AI for entrepreneurial 

activities, entrepreneurs will have a more favorable attitude towards AI (Faraj & Azad, 2012). 
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In turn, entrepreneurs with a positive attitude are motivated to accept digital entrepreneurship. 

Besides, Inconvenience related to AI has a significant negative relationship with the acceptance 

intention. Entrepreneurs face inconvenience in integrating AI services to offer core solutions 

and get affected by its unintended consequences, misuse, algorithmic bias, data, and privacy 

issues (McKinsey,  2018). As such, entrepreneurs have a long way to conveniently use AI until 

it becomes more interpretable, capable of handling bias and misuse. Moreover AI should also 

facilitate seamless integration of services and readiness to deploy robust policies for data and 

privacy to eliminate Inconvenience.  Lastly, the proposed relationship between Uncertainty and 

AI acceptance intention was not confirmed, but on the contrary, a direct and positive 

relationship was observed. AI advancements both in generalized and specialized fields provide 

opportunities to the entrepreneurs.  We apprehend that there might not be any conclusive results 

pertaining to AI automation affecting the market fit adoption due to job and workforce 

disruption (Akst, 2013).  

5.1 Implications to Theory 

This research explores the motivation behind the intention of entrepreneurs to accept artificial 

intelligence (AI). We contribute towards the advancement in AI's theoretical progress 

(Dwivedi et al. 2021; Duan, Edwards & Dwivedi, 2019), specifically in the domain of 

entrepreneurship. We complement and extend existing technology adoption/acceptance 

theories (Kwonsang, & Ohbyung, 2020; Venkatesh et al. 2012) and digital entrepreneurship 

theories (Nambisan, 2017; Nambisan & Baron, 2019a; Nambisan, Wright, & Feldman, 2019b; 

Chalmers, MacKenzie, & Carter, 2020) by developing a theoretical model, Artificial 

Intelligence Acceptance and Digital Entrepreneurship (AIADE), explaining the entrepreneur's 

intention to accept AI. We provide significant evidence and contribution in support of the 

advancements in the AI-digital entrepreneurship intersection: 
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1. Our findings support the suggestion made by Nambisan, Wright, & Feldman (2019b) that 

openness, affordance and generativity play an important role in digital entrepreneurship. 

2. Openness related to AI has shown a high positive impact on an entrepreneur's intention to 

accept AI. 

3. Affordance has an indirect relationship to AI acceptance intention through Attitude. 

4. Generativity has a positive relationship with the  entrepreneur's intention to accept AI. 

Entrepreneurship literature advocates the importance of Attitude in the adoption of technology. 

We establish this fact, and also posit that affordance affects the Attitude, which in turn affects 

the entrepreneur's intention to accept AI. We also confirm that generativity affects AI 

acceptance intention. We consider inconvenience and uncertainty that are attributed to the 

technology acceptance decision (Blut, Wang, & Schoefer, 2016; McMullen, & Shepherd, 

2006), as this was not considered by previous studies.  

This study arouses the significance of entrepreneur's intention to accept AI for digital 

entrepreneurship and generates scope for further research about its impacts on antecedents of 

AI-digital entrepreneurship intersection, especially towards acceptance of AI. Moreover, this 

study provided findings on entrepreneurs' intention to accept AI based on empirical data from 

476 respondents. It is expected that the undertaken empirical research based on adequate data 

samples and suggestive implications will act as a steppingstone in the sparse and infant 

literature of digital entrepreneurship (Shukla & Mattar, 2019). Wu & Chuang (2009) advocate 

the significance of competitive pressure, which is a part of Porter's five-force model (1980), in 

deploying any technology. As such, entrepreneurs who receive competitive pressure from 

competitors using AI tend to accept and deploy the AI technology to gain and retain the 

competitive advantage (Lai et al., 2018). Davenport (2014) suggests that AI becomes relevant 

and crucial for enterprises to outperform their competitors by predicting trends and changes in 

the market and adjusting business strategy, model, and portfolio.  We anticipate that 
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entrepreneurs' exposure and awareness to AI's generativity, affordance, and openness  help 

them accept AI and enhance digital entrepreneurship. 

5.2 Implications to Practice 

We provide several contributions to the practice in the AI-digital entrepreneurship domain. 

Pfau and Rimpp (2021) observe four strategic implications of AI applications for entrepreneurs 

– outsourcing, incremental, profound, and disruptor. Besides, strategic implications have an 

impact on the business models of the ventures. Our findings confirming openness, affordance, 

and generativity for digital entrepreneurship will help support such strategic implications. 

Entrepreneurs keen on offering AI core functions can consider openness, affordance, and 

generativity aspects of AI to achieve a competitive advantage. Several existing market 

offerings can be considered to create solutions.  Pfau and Rimpp (2021) suggest that 

application, which has a weak impact on the business model, can be procured from the market 

and thus, generativity and openness become prominent. Also, affordance becomes critical 

when AI applications have an impact on business models. An incremental improvement in the 

offerings will have a moderate impact on the business model. As such, entrepreneurs can weigh 

affordance, openness, and generativity to decide on developing solutions either in-house or 

outsource it.  Our findings suggest that affordance through attitude affect the intention to accept 

AI. As such, better AI affordance for entrepreneurial activities will have a more favorable 

attitude towards AI (Faraj & Azad, 2012). In turn, entrepreneurs with a positive attitude will 

be inclined to the acceptance of digital entrepreneurship positively. Accordingly, we suggest 

that intentional improvement planning is developed by increasing entrepreneurs’ positive 

perceptions of AI affordance and explanation of its generativity and openness, and improving 

their attitude of using AI for digital entrepreneurship. Besides, performance expectancy, 

hedonic motivation, and social influence play a vital role in affecting AI acceptance decisions.  



 28 

Thus, finding and interacting with people who use AI without much effort and potentially use 

and offer solutions can have a significant and positive impact on the entrepreneurs' acceptance 

intentions.  

The research findings also have implications for policymakers, marketers, and public agencies 

in improving AI diffusion and enhancing digital entrepreneurship. Additionally, it will benefit 

them primarily by exploring and understanding entrepreneur's intention to accept AI. Roger's 

(2003) argued the importance of (near-)peer evaluation of technology adoption through social 

influence. Individuals accept new technology based on peer-evaluation rather than solely on 

scientific research evaluation. When more and more entrepreneurs are willing to accept AI, the 

peer group is likely to view AI as an efficient and effective mechanism to offer services, 

solutions, and products.  Within the environmental context, the innovation diffusion process is 

severely impacted by government functioning. Besides, Park and Luo (2001) advocate 

government influence in formulating and adhering to developing countries' business policies 

and practices. Government (public) agencies can promote entrepreneurs as early adopters of 

AI and encourage others to look at them to increase penetration of digital entrepreneurship. For 

this purpose, Government and public agencies can consider select entrepreneurs who are open 

to use AI and use their testimonials to get the attention of the large-scale diffusion of AI among 

entrepreneurs. These active entrepreneurs should be incentivized to promote and share their 

experiences via social media platforms, public forums, and government events. Such actions 

help agencies to formulate strategic plans to increase the diffusion of AI.  This study also offers 

a clue to AI marketers. AI marketers can help entrepreneurs accept AI for digital 

entrepreneurship by providing them with appropriate, continuous, and timely support and 

services (Chang, 2004).  
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Marketers should focus on exporting APIs and services to increase the efficiency and 

effectiveness of the solutions. Besides, by focusing on entrepreneur's hedonic motivations and 

performance expectancy of using AI, marketers can offer specific, customize and personalize 

services and solutions.  To increase positive attitude towards acceptance of AI, we suggest that 

governmental agencies should develop implementation strategies that emphasize the 

affordance, generativity and openness of AI in digital entrepreneurship ecosystem. Considering 

the expectation of AI to develop national benefits in the future, several countries have initiated 

strategic plans for effective digital entrepreneurship. For example, in Italy, a specific national 

AI agency for digital is established. Such an AI agency aims to facilitate the AI ecosystem's 

development, foster relationships, and share knowledge among the ecosystem actors (AI 

Agency Task Force, 2018). India's national strategy for AI embarks its journey by establishing 

a vibrant AI ecosystem to focus on harnessing AI's power for research, skilling for the AI age, 

and accelerating AI adoption (NITI Aayog, 2018).  Besides, the US has established a national 

AI initiative office to foster AI research investment and utilize AI computing and data resources 

to attain AI leadership (Office of Science & Technology Policy, 2020). We suggest that 

policymakers who aim to develop an AI ecosystem for digital entrepreneurship should consider 

the attractiveness of AI ecosystem services, solutions, products, and knowledge sharing for 

entrepreneurs. Even if an AI service or solution is easy to use but is not attractive for 

entrepreneurs, they would not be motivated to use it. Besides, Government can offer 

appropriate incentives to initiate AI-digital entrepreneurship R&D activities and allocate 

specific budgets to both human training in upskilling and upgrading legal and institutional 

frameworks for seamless acceptance of AI (Kitchin, 2014; World Economic Forum, 2012). 

Such kind of strategy can boost up AI acceptance among entrepreneurs in the private sector. 

Additionally, open data available to fuel AI will help entrepreneurs appreciate openness in 

scaling their services and solutions (Kim, Trimi, & Chung, 2014).   
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5.3 Limitations and recommendations for future research 

This research reveals critical factors explaining intention of entrepreneurs to accept Artificial 

Intelligence for Digital Entrepreneurship. However, still, the work undertaken is not devoid of all 

limitations. The responses that were analysed to validate the theorized model may not be adequate 

to be generalized the findings. Further research in this direction can be considered to cover the 

large sample size to address such an issue. Besides, the responses were received through online 

channel and further research work can focus on adopting mixed method analysis. It will be 

interesting to explore both the qualitative and quantitative analysis to further strengthen the 

theorized model. Further qualitative studies can be conducted to obtain an in-depth understanding 

of factors such as culture, infrastructure, change, leadership and policy (Weerakkody et al., 2007; 

2009). In the proposed model, the variance is explained through Artificial Intelligence 

Acceptance Intention (49.4%) and Attitude (46.6%). However, attempts may be made to consider 

other boundary conditions, such as trust, risks and so on, to examine whether such inclusion can 

affect the variance and explanation of the model.  

6. Conclusion 

The undertaken study has been able to identify factors affecting the intention of entrepreneurs to 

accept artificial intelligence for digital entrepreneurship. The theorized artificial intelligence 

acceptance and digital entrepreneurship model has captured the model's variance explanation 

through artificial intelligence acceptance intention (AIAI) and attitude (AT). This study has shown 

that performance expectancy (PE), openness (OP), social influence (SI), hedonic motivations 

(HM), and generativity (GE) have a positive impact on entrepreneurs' acceptance intention. 

Additionally, affordance (AF) has no direct relationship with AI acceptance intention, but it affects 

AI acceptance intention through AT. Inconvenience (IN) has a significant negative relationship 

with the intention to accept AI, while uncertainty (UN) was found to be positively affecting the AI 

acceptance intention. Effort expectancy (EE) did not confirm any significant relationship. The 

theorized model complement and extend existing technology adoption/acceptance theories 
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(Kwonsang, and Ohbyung, 2020; Venkatesh et al. 2012) and digital entrepreneurship theories 

(Nambisan, 2017; Nambisan & Baron, 2019a; Nambisan, Wright, & Feldman, 2019b; Chalmers,  

MacKenzie, & Carter, 2020). The study findings have contributed to several implications for both 

theory and practice. Government has to relook potential strategies to develop an AI ecosystem to 

operationalize large-scale AI diffusion for digital entrepreneurship. As such, policymakers have to 

provide a flexible, attractive, open, and collaborative environment. Entrepreneurs can alleviate AI 

acceptance by understanding its generativity, affordance, and openness. Marketers can consider 

entrepreneur’s hedonic motivation and performance expectancy to offer personalized services and 

solutions. It is expected that the theorized model will help advance AI's theoretical progress 

(Dwivedi et al., 2021; Duan, Edwards & Dwivedi, 2019), specifically in the domain of 

entrepreneurship.  
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Table 

Table 1 Antecedents for the intention of the entrepreneur’s to accept artificial intelligence 

Factors/antecedents Description Theorizing space Concept 

Openness  Aspect of digital technologies to 

facilitate participation, 

contribution, process and  

generate outcomes by entities 

and actors 

Openness theorizing 

(Rothwell et. al, 1974) 

 

 

 

Digital 

Entrepreneurship 

Affordances  Aspect of an object to offer 

certain action potential and 

possibilities to an actor in a 

specific context.  

Sociomaterial theorizing 

(Faraj and Azad, 2012); 

theory of affordances 

(Gibson, 1979) 

Generativity  determines technology 

capability to produce 

unprompted change by involving 

large unrelated and 

uncoordinated entities/actors. 

Generativity theorizing 

(Doanld, 1991); 

Conceptual integration 

(Turner & Fauconnier, 

1997) 

 

Social Influence  

degree to which users perceive 

that other important people 

believe or advocate using a new 

system or a technology. 

Individuals are more likely to get 

influenced by group norms. 

Social Impact Theory 

(Latané, 1981); Social 

Identity Theory (Tajfel & 

Turner, 1979) 

 

 

 

 

 

Acceptance and 

use of 

Technology;  

reasoned action, 

planned and 

controlled 

behaviour; social 

cognition; 

complexity 

 

Hedonic motivation 

user perceives use of a system or 

technology that will bring 

pleasure. Additionally, it is also 

related to the incentive of the 

users’ behaviour involving in an 

activity with an intangible 

outcome. Individuals likely to 

perceive pleasure, or fun  using 

AI devices 

Theorizing acceptance and 

use of technology (Davis, 

Bogozzi, & Warshaw, 

1989;Venkatesh, Thong, 

& Xu, 2012); Theorizing 

acceptance of use of AI 

devices  (Gursoy et al., 

2019) 

 Effort expectancy depicts the effort required by 

users’ dealing with the 

technology. It is the degree of 

ease of use for technology or 

system 

Performance expectancy refers to the perceived benefits 

that an individual  receives 

through technology  

Attitude An individual’s liking or feeling 

of a particular behaviour 

Theorizing social 

cognitive theory (Bandura, 

1986; Ghosh and 

Bhowmick, 2014) 
Uncertainty It is the individual’s perception 

of technology or system in 

context related to the actual 

outcome.  

Inconvenience user perceives use of a system or 

technology inconvenient due its 

hidden features or functions. 
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Table 2 Source of constructs 

Construct Source 

Performance Expectancy (PE) Venkatesh et al. (2012) 

Effort Expectancy (EE) Venkatesh et al. (2012) 

Social Influence (SI) Venkatesh et al. (2012) 

Hedonic Motivation (HM) Venkatesh et al. (2012) 

Attitude (AT) Bandura (1986); Dabholkar and Bagozzi (2002) 

Inconvenience (IN) Hill et al. (2015); Robertson et al. (2016) 

Uncertainty (UN) Ghosh and Bhowmick, (2014) 

Openness (OP) Rothwell et. al, (1974); Nambisan, (2017); Nambisan & Baron, 

(2019a); Chalmers,  MacKenzie, & Carter, (2020); Nambisan, Wright, 

& Feldman, (2019b) 

Affordance (AF) Faraj and Azad, (2012); Gibson, (1979); Nambisan, (2017); Nambisan 

& Baron, (2019a); Chalmers,  MacKenzie, & Carter, (2020); 

Nambisan, Wright, & Feldman, (2019b) 

Generativity (GE) Doanld, (1991);  Turner & Fauconnier, (1997); Nambisan, (2017); 

Nambisan & Baron, (2019); Chalmers,  MacKenzie, & Carter, (2020); 

Nambisan, Wright, & Feldman, (2019b) 

AI acceptance intention (AIAI) Parra-Lopez et al. (2011); Venkatesh et al. (2012) 
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Table 3 Demographic characteristics (n = 476) 

Measure Item Frequency Percentage 

Gender Male 356 74.78 

 Female 120 25.21 

Age 18~24 39 8.19 

 25~30 95 19.95 

 31~35 132 27.73 

 36~40 121 25.42 

 Above 40 89 18.69 

Educational Background Junior High School graduate 0 0 

 Senior High School graduate 17 3.57 

 Bachelor’s Degree 311 65.33 

 Master’s Degree 119 25 

 Doctorate Degree 29 6.09 

Marriage Status Single 185 38.86 

 Married 291 61.13 

Respondents Country 

Country Frequency Percentage Country Frequency Percentage 

United States of America 73 15.34 Germany 35 7.35 

China 64 13.45 India 33 6.93 

United Kingdom 55 11.55 Australia 28 5.88 

Italy 45 9.45 Spain 27 5.67 

Russia 40 8.40 Netherlands 21 4.41 

France 36 7.56 Canada 19 3.99 
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Table 4. Measurement model assessment 

Construct Loading Cronbach’s alpha rho_A Composite reliability AVE 

Performance Expectancy      

PE1 0.78 0.79 0.80 0.86 0.62 

PE2 0.76     

PE3 0.78     

PE4 0.81     

Effort Expectancy  0.80 0.84 0.88 0.71 

EE1 0.87     

EE2 0.86     

EE3 0.79     

Social Influence  0.81 0.82 0.89 0.73 

SI1 0.85     

SI2 0.84     

SI3 0.86     

Hedonic Motivation  0.89 0.89 0.93 0.81 

HM1 0.91     

HM2 0.90     

HM3 0.89     

Inconvenience  0.71 0.71 0.83 0.63 

IN1 0.83     

IN3 0.75     

IN4 0.79     

Uncertainty  0.87 0.89 0.92 0.79 

UN1 0.91     

UN2 0.86     

UN3 0.89     

Openness  0.92 0.93 0.94 0.86 

OP1 0.90     

OP2 0.94     

OP3 0.93     

Affordance  0.80 0.80 0.88 0.72 

AF1 0.82     

AF2 0.85     

AF3 0.86     

Attitude  0.87 0.87 0.91 0.72 

AT1 0.86     

AT2 0.87     

AT3 0.83     

AT4 0.83     

Generativity  0.84 0.85 0.89 0.68 

GE1 0.84     

GE2 0.82     

GE3 0.82     

GE4 0.81     

Artificial Intelligence 

Acceptance Intention 

 0.90 0.90 0.93 0.77 

AIAI1 0.90     

AIAI2 0.87     

AIAI3 0.89     

AIAI4 0.85     
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Table 5. Discriminant validity results 

Construct GE UN AIAI EE OP HM AF PE AT SI IN 

Fornell-Larcker           

GE 0.826           

UN 0.214 0.890          

AIAI 0.217 0.175 0.880         

EE 0.302 0.077 0.361 0.843        

OP 0.041 0.061 0.418 0.263 0.927       

HM 0.093 0.081 0.396 0.213 0.259 0.904      

AF 0.292 0.018 0.287 0.382 0.241 0.132 0.851     

PE 0.162 0.062 0.583 0.524 0.349 0.428 0.187 0.787    

AT 0.313 0.028 0.393 0.421 0.205 0.171 0.683 0.311 0.853   

SI 0.021 0.047 0.391 0.240 0.431 0.332 0.036 0.393 0.081 0.855  

IN 0.050 0.110 -0.354 -0.228 -0.238 -0.165 -0.072 -0.40 -0.155 -0.246 0.795 

Note: values on diagonal are square root of AVE 
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Table 6. Hypothesis testing results 

 Path 

Coeff. 

Sig. T Statistics CI confirmation 

H1: PE→AIAI 0.325 *** 6.557 Yes 

H2: EE→AIAI -0.061 ns 1.210 No 

H3: SI→AIAI 0.114 ** 2.777 Yes 

H4: HM→AIAI 0.115 ** 2.954 Yes 

H5: IN→AIAI -0.138 *** 3.755 Yes 

H6: UN→AIAI 0.131 *** 3.637 Yes 

H7: OP→AIAI 0.151 *** 4.053 Yes 

H8: AF→AIAI 0.032 ns 0.631 No 

H9a: AF→AT 0.681 *** 19.229 Yes 

H9b: AT→AIAI 0.185 *** 3.522 Yes 

H10: GE→AIAI 0.074 * 1.933 Yes 

  Note: *p < 0.05; **p < 0.01; ***p < 0.00; ns: non-significant  
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Figure 

 

Figure 1. Increasing influence of AI in digital entrepreneurship 
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Figure 2. Artificial Intelligence Acceptance and Digital Entrepreneurship (AIADE) model 
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Figure  3.  AI acceptance intention results *p < 0.05; **p < 0.01; ***p < 0.00; ns: non-significant 

 

 

 

 


