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A brief review is given of electronic and transport properties of carbon nanotubes obtained
mainly in a k·p scheme. The topics include a giant Aharonov-Bohm effect on the band gap
and a Landau-level formation in magnetic fields, magnetic properties, interaction effects on the
band structure, optical absorption spectra, and exciton effects. Transport properties are also
discussed including absence of backward scattering except for scatterers with a potential range
smaller than the lattice constant, its extension to multi-channel cases, a conductance quantization
in the presence of short-range and strong scatterers such as lattice vacancies, and transport across
junctions between nanotubes with different diameters. A continuum model for phonons in the
long-wavelength limit and the resistivity determined by phonon scattering is reviewed as well.
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§1. Introduction

Graphite needles called carbon nanotubes (CN’s)
have been a subject of an extensive study. When discov-
ered first by Iijima,1,2) they were multi-wall nanotubes
consisting of concentric tubes of two-dimensional (2D)
graphite arranged in a helical fashion about the axis. The
distance of adjacent sheets or walls is larger than the dis-
tance between nearest neighbor atoms in a graphite sheet
and therefore electronic properties of multi-wall tubes
are dominated by those of a single layer CN. Single-wall
nanotubes were later produced.3,4) The purpose of this
paper is to give a brief review of theoretical study on
electronic and transport properties of carbon nanotubes.

Carbon nanotubes can be either a metal or semi-
conductor, depending on their diameters and helical ar-
rangement. The condition whether a CN is metallic or
semiconducting can be obtained based on the band struc-
ture of a 2D graphite sheet and periodic boundary condi-
tions along the circumference direction. This result was
first predicted by means of a tight-binding model ignor-
ing the effect of the tube curvature.5−11)

These properties can be well reproduced in a k·p
method or an effective-mass approximation.12) In fact,
the effective-mass scheme has been used successfully in
the study of wide varieties of electronic properties of
CN. Some of such examples are magnetic properties13)

including the Aharonov-Bohm effect on the band gap,
optical absorption spectra,14) exciton effects,15,16) inter-
action effects on band gaps,17) lattice instabilities in the
absence18,19) and presence of a magnetic field,20) mag-
netic properties of ensembles of nanotubes,21) effects
of spin-orbit interaction,22) and electronic properties of
nanotube caps.23) The k·p scheme is particularly use-
ful for the study of transport properties including the
absence of backward scattering,24) the presence of a per-
fectly conducting channel,25) and effects of strong and
short-range scatterers such as lattice defects,26) junctions
and topological defects,27) and a Stone-Wales defect.28)

Long wavelength phonons and electron-phonon scatter-
ing have also been studied.29)

In this paper we shall mainly discuss electronic
states and transport properties of nanotubes obtained
theoretically in the k·p method. It is worth mentioning
that several papers or books giving general reviews of
electronic properties of nanotubes were published.30−37)

Various theoretical results obtained in other methods
and many relevant experiments not discussed below are
contained in these review articles.

Nanotubes have unique mechanical properties char-
acterized by a huge Young’s modulus, making them the
material with the highest tensile strength known so far
and capable of sustaining high strains without fracture.
They are proposed as the functional units for the con-
struction of the future molecular-scale machines. As
highly robust mechanical structures, they are being used
as probes in scanning tunneling microscopy and atomic
force microscopy, tweezers used for atomic-scale manip-
ulation, etc. Such topics will not be discussed here, how-
ever.

In §2 electronic states of 2D graphite or a graphene
sheet are discussed first in a nearest-neighbor tight-
binding model, then an effective-mass equation equiv-
alent to that of a 2D neutrino is introduced, and a char-
acteristic topological anomaly is discussed. In §3 the
band structure of nanotubes are discussed first from a
general point of view and then based on the effective-
mass scheme. An Aharonov-Bohm effect and formation
of Landau levels in magnetic fields are discussed together
with effects of trigonal warping, finite curvature, and
strain. In §4 a short description is made on magnetic
response of nanotubes. In §5 optical absorption is dis-
cussed in the effective-mass scheme and the nanotube is
shown to behave differently in light polarization parallel
or perpendicular to the axis. In §6 the importance of
exciton effects and electron-electron interaction on band
gaps is emphasized and some related experiments are
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Fig. 1 (a) The lattice structure of 2D graphite and the
coordinate system. Two primitive translation vectors
are denoted by a and b. A hexagonal unit cell repre-
sented by a dashed line contains two carbon atoms de-
noted by A and B. Three vectors directed from a B site
to nearest neighbor A sites are given by �τl (l=1, 2, 3).
A nanotube is specified by a chiral vector L corre-
sponding to the circumference of the nanotube with
T being a primitive translation vector perpendicular
to L. The coordinates x′ and y′ are fixed onto the
graphite, x and y are along the circumference and axis,
respectively, and η denotes a chiral angle. Another
choice of primitive translation vectors is a1 and a2.
(b) The first Brillouin zone of the 2D graphite. The
vertices of the hexagon are called K and K’ points.
(c) The coordinate system (x, y) in the nanotube, an
Aharonov-Bohm magnetic flux φ, and a magnetic field
B perpendicular to the axis.

discussed.

In §7 effects of impurity scattering are discussed and
the total absence of backward scattering is predicted ex-
cept for scatterers with a potential range smaller than
the lattice constant. Further, the presence of a perfectly
conducting channel and its sensitivity to the presence of
various symmetry breaking effects such as inelastic scat-
tering, magnetic field and flux, short-range scatterers,
and trigonal warping are discussed. In §8 a continuum
model for phonons is introduced and effective Hamilto-
nian describing electron-phonon interaction is derived.
In §9 the conductance quantization in the presence of
lattice vacancies, i.e., strong and short-range scatterers,
is discussed. In §10 the transport across a junction of
nanotubes with different diameters through a pair of
topological defects such as five- and seven-member rings
is discussed. A short summary is given in §11.

§2. Two-Dimensional Graphite

2.1 Preliminaries

The structure of 2D graphite sheet and the first Bril-
louin zone are shown in Fig. 1. We have the primitive
translation vectors a=a(1, 0) and b=a(−1/2,

√
3/2), and

the vectors connecting nearest neighbor carbon atoms
�τ1 = a(0, 1/

√
3), �τ2 = a(−1/2,−1/2

√
3), and �τ3 =

a(1/2,−1/2
√

3), where a is the lattice constant given
by a=0.246 nm. A hexagonal unit cell with area

Ω0 =

√
3

2
a2, (2.1)

contains two carbon atoms, which will be denoted by A
and B in the following as shown in Fig. 1.

The primitive reciprocal lattice vectors a∗ and b∗

are given by a∗ = (2π/a)(1, 1/
√

3) and b∗ = (2π/a)
(0, 2/

√
3), The hexagonal first Brillouin zone has the area

Ω∗
0 =

2√
3

(2π

a

)2

. (2.2)

The K and K’ points at the corners of the Brillouin
zone are given as K = (2π/a)(1/3, 1/

√
3) and K ′ =

(2π/a)(2/3, 0), respectively. We have the relations
exp(iK ·�τ1) = ω, exp(iK ·�τ2) = ω−1, exp(iK ·�τ3) = 1,
exp(iK ′·�τ1)=1, exp(iK ′·�τ2)=ω−1, and exp(iK ′·�τ3)=ω,
with ω=exp(2πi/3).

In a graphite sheet, the conduction and valence
bands consisting of π states touch at the K and K’ point.
For CN’s with a large diameter, effects of the curvature
of the graphite sheet can safely be neglected and there-
fore electronic states in the vicinity of the Fermi level are
determined by the states near the K and K’ points. In
the following we shall confine ourselves to global proper-
ties of nanotubes mainly and discuss effects arising from
finite curvature when necessary. First-principles calcu-
lations showed that electronic properties can be altered
for tubes with an extremely small diameter because of
a hybridization of π states with σ bands which lie well
above the Fermi level in 2D graphite.38,39)

2.2 Nearest-Neighbor Tight-Binding Model

In a tight-binding model, the wave function is writ-
ten as

ψ(r) =
∑

RA

ψA(RA)φ(r−RA) +
∑

RB

ψB(RB)φ(r−RB),

(2.3)
where φ(r) is the wave function of the pz orbital of a
carbon atom located at the origin, RA =naa+nbb+�τ1,
and RB = naa+nbb with integer na and nb. Let −γ0

be the transfer integral between nearest-neighbor carbon
atoms and choose the energy origin at that of the carbon
pz level. Then, we have

εψA(RA) = −γ0

3
∑

l=1

ψB(RA−�τl),

εψB(RB) = −γ0

3
∑

l=1

ψA(RB +�τl),

(2.4)

where the overlap integral between nearest A and B sites
is completely neglected for simplicity.

Assuming ψA(RA)∝fA(k) exp(ik·RA) and ψB(RB)
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Fig. 2 The π band structure of a two-dimensional
graphite obtained in a nearest-neighbor tight-binding
model along K → Γ → M → K shown in the inset.
The Fermi level lies at the center ε=0.

∝fB(k) exp(ik·RB), we have
(

0 hAB(k)
hAB(k)∗ 0

)(

fA(k)
fB(k)

)

= ε

(

fA(k)
fB(k)

)

, (2.5)

with

hAB(k) = −γ0

∑

l

exp(−ik·�τl). (2.6)

The energy bands are given by

ε±(k) = ±γ0

√

1+4 cos
akx

2
cos

√
3aky

2
+4 cos2

akx

2
.

(2.7)
It is clear that ε±(K)=ε±(K ′)=0. Near the K and K’

points, we have ε±(k+K) = ε±(k+K ′) = ±γ
√

k2
x+k2

y

with

γ =

√
3aγ0

2
, (2.8)

for |k|a≪1. This linear dispersion in the vicinity of the
K and K’ points plays decisive roles in various electronic
and transport properties of 2D graphite and nanotubes
as will be clear in the following. The band structure is
shown in Fig. 2.

2.3 Effective-Mass Description

In the following, we shall derive an effective-mass or
k·p equation describing states in the vicinity of K and
K’ points based on the nearest-neighbor tight-binding
model. It should be noted, however, the effective-mass
scheme itself is much more general if band parameters
are chosen appropriately because the form of the effective
Hamiltonian is determined by symmetry of the system.
We consider the coordinates (x, y) rotated around the
origin by η as well as original (x′, y′) as shown in Fig. 1.

For states in the vicinity of the Fermi level ε=0 of
the 2D graphite, we assume that the total wavefunction
is written as

ψA(RA) = eiK·RAFK
A (RA) + eiηeiK′·RAFK′

A (RA),

ψB(RB) = −ωeiηeiK·RBFK
B (RB) + eiK′·RBFK′

B (RB),
(2.9)

in terms of the slowly-varying envelope functions FK
A ,

FK
B , FK′

A , and FK′

B . This can be written as

ψA(RA) = a(RA)†FA(RA),

ψB(RB) = b(RB)†FB(RB),
(2.10)

with two-component vectors,

a(RA)† = ( eiK·RA eiηeiK′·RA ) ,

b(RB)† = (−ωeiηeiK·RB eiK′·RB ) ,
(2.11)

and

FA =

(

FK
A

FK′

A

)

, FB =

(

FK
B

FK′

B

)

. (2.12)

In order to obtain equations for F , we first substi-
tute eq. (2.10) into eq. (2.4). Multiply the first equation
by g(r′−RA)a(RA) and then sum it over RA, where
g(r) is a smoothing function which varies smoothly in the
range |r|<∼ a and decays rapidly and vanishes for |r|≫a.
It should satisfy the conditions:

∑

RA

g(r′−RA) =
∑

RB

g(r′−RB) = 1, (2.13)

and
∫

dr′ g(r′−RA) =

∫

dr′ g(r′−RB) = Ω0. (2.14)

The function g(r′−R) can be replaced by a delta function
when it is multiplied by a smooth function such as en-
velopes, i.e., g(r′−R)≈Ω0δ(r

′−R). Then, the equation
is rewritten as

ε
∑

RA

g(r′−RA)a(RA)a(RA)†FA(r′)

= −γ0

∑

l

∑

RA

g(r′−RA)a(RA)b(RA−�τl)
†

×
[

FB(r′) −
(

�τl ·
∂

∂r′

)

FB(r′)+· · ·
]

,

(2.15)

where FA(RA) and FB(RA − �τl) have been replaced
by FA(r′) and FB(r′ − �τl), respectively, because it is
multiplied by g(r′−RA). Noting that

∑

RA

g(r′−RA)a(RA)a(RA)† ≈
(

1 0
0 1

)

, (2.16)

we immediately obtain the left hand side of eq. (2.15) as
εFA(r). As for the right hand side, we should note first
that

∑

RA

g(r′−RA)a(RA)b(RA−�τl)
†

≈
(

−ωeiηe−iK·�τl 0
0 e−iηe−iK′·�τl

)

.
(2.17)

This immediately leads to the conclusion that the first
term in the right hand side of eq. (2.15) vanishes identi-
cally. To calculate the second term we first note that

∑

l

e−iK·�τl ( τx
l τy

l ) =

√
3

2
ω−1a ( +i +1 ) ,

∑

l

e−iK′·�τl ( τx
l τy

l ) =

√
3

2
a (−i +1 ) ,

(2.18)

and the final result is

εFA(r) = γ

(

k̂x−ik̂y 0

0 k̂x+ik̂y

)

FB(r), (2.19)
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Fig. 3 The energy bands in the vicinity of the K and K’
points and the density of states in 2D graphite.

where r′ has been replaced by r and k̂′ ≡ −i∇′ by
k̂≡−i∇.

The equation for FB(r) can be obtained in a similar
manner and the full Schrödinger equation is given by

H0F (r) = εF (r), (2.20)

with

H0 =

⎛

⎜

⎜

⎝

KA KB K ′A K ′B

0 γ(k̂x−ik̂y) 0 0

γ(k̂x+ik̂y) 0 0 0

0 0 0 γ(k̂x+ik̂y)

0 0 γ(k̂x−ik̂y) 0

⎞

⎟

⎟

⎠

,

(2.21)
where

F K(r) =

(

FK
A (r)

FK
B (r)

)

, F K′

(r) =

(

FK′

A (r)

FK′

B (r)

)

, (2.22)

and

F (r) =

(

F K(r)
F K′

(r)

)

. (2.23)

This is rewritten as

γ(k̂ · �σ)F K(r) = εF K(r),

γ(k̂′ · �σ)F K′

(r) = εF K′

(r),
(2.24)

with σ=(σx, σy) being the Pauli spin matrices, k̂′
x = k̂x,

and k̂′
y = −k̂y. These are relativistic Dirac equation

with vanishing rest mass known as Weyl’s equation for a
neutrino.

Note again that the above Schrödinger equation
for the envelope function has been derived based on
the nearest-neighbor tight-binding model, but is actually
quite general and valid for more general band structure
of 2D graphite. The energy bands are given by

εs(k) = sγ|k|, (2.25)

where s = +1 and −1 denote conduction and valence
bands, respectively. The corresponding density of states
becomes

D(ε) =
1

S

∑

s,k

δ[ε−εs(k)] =
|ε|

2πγ2
. (2.26)

Figure 3 gives a schematic illustration of the conic disper-
sion and the corresponding density of states. The density
of states varies linearly as a function of the energy and
vanishes at ε=0.

2.4 Topological Singularity and Berry’s Phase

The eigen wave functions and energies of the Hamil-

tonian for the K point are written in the absence of a
magnetic field as

Fsk(r) =
1√
LA

exp(ik·r)Fsk. (2.27)

In general, we can write eigenvector Fsk as

Fsk = exp[iφs(k)]R−1[θ(k)] |s), (2.28)

where φs(k) is an arbitrary phase factor, θ(k) is the angle
between wave vector k and the ky axis, i.e., kx +iky =
+i|k|eiθ(k) and kx − iky = −i|k|e−iθ(k), R(θ) is a spin-
rotation operator, given by

R(θ) = exp
(

i
θ

2
σz

)

=

(

exp(+iθ/2) 0
0 exp(−iθ/2)

)

,

(2.29)
with σz being a Pauli matrix, and |s) is the eigenvector
for the state with k in the positive ky direction, given by

|s) =
1√
2

(

−is
1

)

. (2.30)

Obviously, we have

R(θ1)R(θ2) = R(θ1+θ2),

R(−θ) = R−1(θ).
(2.31)

Further, because R(θ) describes the rotation of a spin, it
has the property

R(θ±2π) = −R(θ), (2.32)

which gives R(−π) = −R(+π). The appearance of the
spin rotation operator and the corresponding signature
change under the 2π rotation around k = 0 correspond
to a topological singularity at k=0.

The presence of the singularity can be understood
more clearly in terms of Berry’s phase.40,41) Consider
the case that the Hamiltonian contains a parameter s.
Let the parameter s change from s(0) to s(T ) as a
function of time t from t = 0 to t = T and assume that
H[s(T )]=H[s(0)]. Note that s(T ) is not necessarily same
as s(0). When there is no degeneracy, the state at t=T
is completely same as that at t = 0 when the process
is sufficiently slow and adiabatic. Therefore, the wave
function at t=T is equal to that at t=0 except for the
presence of a phase factor exp(−iϕ). This extra phase
called Berry’s phase is given by

ϕ = −i

∫ T

0

dt
〈

ψ[s(t)]
∣

∣

∣

dψ[s(t)]

dt

〉

. (2.33)

Consider a wave function given by

ψs(k) =
1√
2

(

−is exp[−iθ(k)]
1

)

. (2.34)

This is the “spin” part of an eigenfunction, obtained by
choosing φs(k) = −θ(k)/2 in such a way that the wave
function becomes continuous as a function of θ(k). When
the wave vector k is rotated in the anticlockwise direction
adiabatically as a function of time t around the origin for
a time interval 0<t<T , the wavefunction is changed into
ψs(k) exp(−iϕ), where ϕ is Berry’s phase given by

ϕ = −i

∫ T

0

dt
〈

ψs[k(t)]
∣

∣

∣

d

dt
ψs[k(t)]

〉

= −π. (2.35)

This shows that the rotation in the k space by 2π leads to
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the change in the phase by −π, i.e., a signature change.
Note that R−1[θ(k)]|s) is obtained from eq. (2.34) by
continuously varying the direction of k including Berry’s
phase. Note also that the signature change occurs only
when the closed contour encircles the origin k = 0 but
not when the contour does not contain k = 0, showing
the prepense of a singularity at k=0.

This topological singularity at k =0 causes various
zero-mode anomalies.42,43) For example, the conductiv-
ity calculated with the use of the Boltzmann transport
equation is independent of the Fermi energy and the 2D
graphite shows a metallic behavior if being extrapolated
to ε = 0. Therefore, the 2D graphite is not a zero-gap
semiconductor as commonly believed. A more refined
treatment in a self-consistent Born approximation gives
the result that the conductivity at ε = 0 is given by a
universal value e2/πh̄ and rapidly approaches the Boltz-
mann result with the deviation from ε=0.42) This quan-
tum conductivity at ε=0 is a typical example of anoma-
lies. This subject will not be discussed further including
similar anomalies in the magneto-conductivity and the
dynamical conductivity.43,44)

2.5 Magnetic Field

In a magnetic field B perpendicular to the 2D
graphite sheet, we have to replace k̂ = −i�∇ by k̂ =
−i�∇+(e/ch̄)A with A being a vector potential giving
the field B = (∂Ay/∂x)− (∂Ax/∂y). Then, we have

[k̂x, k̂y]=−il−2 where l is the magnetic length given by

l =

√

ch̄

eB
. (2.36)

Define a = (l/
√

2)(k̂x − ik̂y) and a† = (l/
√

2)(k̂x +ik̂y).
Then, we have [a, a†]=1. In terms of these operators the
Hamiltonian for the K point is rewritten as

H0 =

√
2γ

l

(

0 a
a† 0

)

. (2.37)

We shall define a function hn(x, y) such that

hn(x, y) =
(a†)n

√
n!

h0(x, y), (2.38)

with

a h0(x, y) = 0. (2.39)

Then, we have

a† hn =
√

n+1hn+1,

a hn+1 =
√

n+1hn+1,

a†a hn = n hn.

(2.40)

Therefore, there is a Landau level with vanishing energy
ε0 =0 with the wave function

F K
0 =

(

0
h0

)

. (2.41)

Other Landau levels are at

εn = sgn(n)

√
2γ

l

√

|n|, (2.42)

with wave function

F K
n =

1√
2

(

sgn(n)h|n|−1

h|n|

)

, (2.43)

where n = ±1,±2, . . . and sgn(t) denotes the signature
of t, i.e., sgn(t) = +1 for t > 0 and −1 for t < 0.
Similar expressions can be derived for the K’ point.
The presence of the Landau level at ε = 0 independent
of the magnetic-field strength is a remarkable feature
of the Weyl equation, leading to a divergent magnetic
susceptibility as discussed in §4.

§3. Nanotubes

3.1 Chiral Vector and Unit Cell

Every structure of single tube CN’s can be con-
structed from a monatomic layer of graphite as shown
in Fig. 1 (a). Each lattice-translation vector is specified
by a set of two integers [na, nb] such that

L = naa + nbb =
(

na−
1

2
nb,

√
3

2
nb

)

. (3.1)

A nanotube can be constructed in such a way that the
hexagon at L is rolled onto the hexagon at the origin.
This L is called the chiral vector and becomes a circum-
ference of CN. The direction angle η of L is called the
chiral angle. We have

L = |L| = a
√

n2
a+n2

b−nanb, (3.2)

where use has been made of a · b = −a2/2. In the fol-
lowing, the origin x = 0 is chosen usually at a point
corresponding to the top side when the sheet is rolled
and the point x = L/2 at point corresponding to the
bottom side as is shown in Fig. 1 (c).

In another convention for the choice of primitive
translation vectors, a1 =a and a2 =a+b, L is character-
ized by two integers (n1, n2) such that L=n1a1+n2a2,
and the corresponding CN is sometimes called a (n1, n2)
nanotube They are related to na and nb through n1 =
na−nb and n2 =nb, i.e., (n1, n2)=(na−nb, nb).

A primitive translation vector in the axis y direction
is written as

T = maa + mbb, (3.3)

with integer ma and mb. Now, T is determined by the
condition T ·L=0, which can be written as

ma(2na−nb) − mb(na−2nb) = 0. (3.4)

This can be solved as

pma = na−2nb, pmb = 2na−nb, (3.5)

where p is the greatest common divisor of na−2nb and
2na−nb. The first Brillouin zone of the nanotube is given
by the region −π/T ≤ky <π/T with

T = |T | = a
√

m2
a+m2

b−mamb. (3.6)

The unit cell is formed by the rectangular region deter-
mined by L and T . The number of atoms in the unit
cell becomes

2
|L×T |

Ω0
= 2|namb−nbma|. (3.7)

3.2 Band Structure

For nanotubes with a sufficiently large diameter, the
energy bands are obtained simply by imposing periodic
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Fig. 4 Some examples of the band structure obtained in a tight-binding model for zigzag nanotubes. [na, nb]=[m, 0]
or (n1, n2)=(m, 0) with m=8, 9, 10.

Type na nb ν ma mb T μ k0

Zigzag m 0 0 1 2
√

3a 0 0

m 0 ±1 1 2
√

3a

Armchair 2m m 0 0 1 a 1 ±2π/3a

Table I Parameters for zigzag and armchair nanotubes.

boundary conditions along the circumference direction,
i.e., ψ(r+L)=ψ(r). This leads to the condition

exp(ik·L) = 1. (3.8)

It makes the wave vector along the circumference direc-
tion discrete, i.e., kx = 2πj/L with integer j, but the
wave vector perpendicular to L remains continuous. The
one-dimensional (1D) energy bands are given by these
straight lines in the k space.

The actual value k̃y within the 1D first Brillouin

zone −T/π≤ k̃y <T/π can be obtained by

exp(ik·T ) = exp(ik̃yT ). (3.9)

In order to avoid multiple counting of states we have to
consider k which is independent of each other. This can
be achieved by imposing the condition that two wave
vectors k1 and k2 should not be related to each other by
any reciprocal lattice vector. The number of 1D bands in
the 1D first Brillouin zone is given by the total number
of carbon atoms in a unit cell determined by L and T .

The band structure of a nanotube depends critically
on whether the K and K’ points in the Brillouin zone of
the 2D graphite are included in the allowed wave vectors
when the 2D graphite is rolled into a nanotube. This can
be understood by considering exp(iK·L) and exp(iK ′·L).
We have

exp(iK ·L) = exp
[

+
2πi

3
(na+nb)

]

= exp
(

+i
2πν

3

)

,

exp(iK ′ ·L) = exp
[

− 2πi

3
(na+nb)

]

= exp
(

−i
2πν

3

)

,

(3.10)
where ν is an integer (0, ±1) determined by

na + nb = 3N + ν, (3.11)

with integer N . This shows that for ν =0 the nanotube
becomes metallic because two bands cross at the wave
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L/a=14 3

Fig. 5 An example of the band structure of an armchair
nanotube. [na, nb]= [2m, m] or (n1, n2)=(m,m) with
m=14.

vector corresponding to K and K’ points without a gap.
When ν =±1, on the other hand, there is a nonzero gap
between valence and conduction bands and the nanotube
is semiconducting. For another choice of the primitive
translation vectors a1 and a2 or L = n1a1 +n2a2, the
integer ν is determined by the condition

n1 − n2 = 3N ′ + ν, (3.12)

with N ′=N−3nb.
For translation r → r+T the Bloch function at the

K and K’ points acquires the phase

exp(iK ·T ) = exp
(

+ i
2πμ

3

)

,

exp(iK ′ ·T ) = exp
(

− i
2πμ

3

)

,

(3.13)

where μ=0 or ±1 is determined by

ma + mb = 3M + μ, (3.14)

with integer M . The K and K’ points are mapped onto
k0 =+2πμ/3T and k′

0 =−2πμ/3T , respectively, in the 1D
Brillouin zone of the nanotube. When ν = 0, therefore,
two 1D bands cross each other without a gap at these
points.

A nanotube has a helical or chiral structure for
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general L. There are two kinds of non-chiral nanotubes,
zigzag tube with [na, nb]=[m, 0] and armchair tube with
[na, nb] = [2m, m]. A zigzag nanotube is metallic when
m is divided by three and semiconducting otherwise. We
have pma =na−2nb =m and pmb =2na−nb =2m, which
give [ma, mb]=[1, 2], μ=0. and T =

√
3a. When a zigzag

nanotube is metallic, two conduction and valence bands
having a linear dispersion cross at the Γ point of the 1D
Brillouin zone.

On the other hand, an armchair nanotube is always
metallic because ν =0. Further, we have pma =na−2nb =
0 and pmb =2na−nb =3m, which gives [ma, mb]= [0, 1],
μ = 1, and T = a. Thus, the conduction and valence
bands cross each other always at k0 = ±2π/3a. These
parameters are summarized in Table I. Figures 4 and 5
show some examples of the band structure obtained in
the nearest-neighbor tight-binding model for zigzag and
armchair nanotubes.

In order to discuss more general nanotubes, we shall
introduce L0 =na0a+nb0b, with L=rL0 or

na = r na0, nb = r nb0, (3.15)

where r is the greatest common devisor of na and nb.
Introduce further a reciprocal lattice vector G0 perpen-
dicular to L or L0 and parallel to T with the smallest
length,

G0 = n∗
a0a

∗ + n∗
b0b

∗. (3.16)

The condition G0 ·L0 =0 gives immediately

n∗
a0 = −nb0, n∗

b0 = na0. (3.17)

Define k0 ≡ k0L0/|L0| with k0G0 = Ω∗
0. Then, all k

points in the rectangle given by k0 and G0 are indepen-
dent and all other k points outside the rectangle can be

folded back to points in the rectangle by an appropriate

reciprocal vector.

Therefore, the 1D energy bands are given by straight

lines parallel to G0 inside the rectangle. The distance

between adjacent lines is given by

Δk =
2π

r|L0|
=

2π

ra
√

n2
a0−na0nb0+n2

b0

. (3.18)
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Fig. 6 An example of the wave vectors giving the bands
in a metallic nanotube with chiral vector L=3(3a+b).
The bands are given by thick solid lines with p=0, 1,
and −1.
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Fig. 7 A schematic illustration of three lines folded into those in the first Brillouin zone in a metallic nanotube with
chiral vector L=3(3a+b).
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vertical lines show the boundaries of the 1D Brillouin
zone.

On the other hand, we have

k0 =
Ω∗

0

|G0|
=

2π

a
√

n2
a0−na0nb0+n2

b0

. (3.19)

Therefore, we have r independent straight lines in the
rectangle. Thus, the energy bands are given by the wave
vector

k = pΔk
L0

|L0|
+ t

G0

|G0|
, (3.20)

with p=1, 2, . . . , r and −|G0|/2≤k< |G0|/2. A straight-
forward calculation gives |G0|(2π/T )−1 = |na0mb −
nb0ma|, showing that the number of valence bands as-
sociated with each line specified by integer p is the same
as the number of atoms in the rectangle given by L0 and
T as is expected.

For example, we consider the case [na, nb] = [9, 3]
corresponding to a metallic nanotube. We have [na0, nb0]
= [3, 1], giving [ma, mb] = [1, 5] and [n∗

a0, n
∗
b0] = [−1, 3].

The bands are given by straight lines with length G0

specified by p = 0, 1, 2 or p = 0,±1. This is illustrated
in Fig. 6. Three straight lines can be folded into the

first Brillouin zone of the 2D graphite as illustrated in
Fig. 7. Each line gives |na0mb0−nb0ma0| = 14 valence
bands and therefore in total 3×14 = 42 valence bands.
The bands p = +1 and −1 (p = 2) are identical and
degenerate for the wave vector in the first Brillouin zone
of the nanotube because of the symmetry of the band of
the two-dimensional graphite under inversion k → −k.
Figure 8 shows the resulting band structure obtained
from the band structure of the 2D graphite calculated
in a nearest-neighbor tight-binding model.

3.3 Effective-Mass Description

To derive the boundary conditions for the envelope
function we can again start with eq. (2.10). The bound-
ary conditions are given by ψA(RA +L) = ψA(RA) and
ψB(RB +L) = ψB(RB). The substitution of eq. (2.10),
the multiplication by g(r−RA)a(RA) or g(r−RB)a(RB),
and finally the summation of them over RA or RB give
immediately

F K(r+L) = e−iK·LF K(r) = exp
(

− 2πiν

3

)

F K(r),

F K′

(r+L) = e−iK′·LF K(r) = exp
(

+
2πiν

3

)

F K′

(r).

(3.21)
This means simply that the extra phases appearing in the
boundary conditions for F K and F K′

just cancel those
of the Bloch functions at the K and K’ points. Further,
they correspond to the presence of a fictitious magnetic
flux φ=−(ν/3)φ0 for the K point and φ=+(ν/3)φ0 for
the K’ point, where φ0 is the magnetic flux given by

φ0 =
ch

e
. (3.22)

The wave function on the cylinder surface is given
by a plane wave F K(r)∝exp(ikxx+ikyy). Energy levels
in CN for the K point are obtained by putting kx =κν(n)
with

κν(n) =
2π

L

(

n− ν

3

)

, (3.23)

and ky =k in the above k·p equation as12)

εsnk = s ε(n, k), (3.24)

with

ε(n, k) = γ
√

κν(n)2+k2, (3.25)

where L = |L|, n is an integer, and s = +1 and −1
represent the conduction and valence bands, respectively.
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Fig. 9 Schematic illustration of energy bands obtained in the k·p scheme for ν =0 (left) and ν =+1 (right).
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The corresponding wave functions are written as

F K
snk(r)=

1√
AL

F K
snk exp

[

iκν(n)x+iky
]

, (3.26)

with

F K
snk =

1√
2

(

sbν(n, k)
1

)

, (3.27)

and

bν(n, k)=
κν(n)−ik
√

κν(n)+k2
, (3.28)

where A is the length of the nanotube. Figure 9 shows
the band structure in the vicinity of the K point for ν =0
and +1.

The wave equation for the K’ point is obtained by
replacing k̂y by −k̂y and also ν by −ν in the boundary
conditions. Correspondingly, we have κ′

ν(n) = κ−ν(n)
and b′ν(n, k) = b−ν(n, k)∗. The density of states associ-
ated with metallic linear bands is given by

D(ε) =
4

A

∑

s,k

δ(ε−sγ|k|) =
4

πγ
, (3.29)

where the factor four comes from the electron spin and
the presence of K and K’ point. This is quite in contrast
to the graphite sheet for which the density of states van-
ishes at ε=0 even if the band gap vanishes. Each energy
band of metallic CN’s is two-fold degenerate except those
for n = 0. For ν =±1, on the other hand, CN’s become
semiconducting with gap εG =4πγ/3L for the bands with
n=0.

3.4 Aharonov-Bohm Effect

When a magnetic field is applied parallel to the axis,
i.e., in the presence of a magnetic flux φ passing through
the cross section, the flux leads to the change in the
boundary condition ψ(r+L)=ψ(r) exp(+2πiϕ) with

ϕ =
φ

φ0
. (3.30)

Consequently, κν(n) is replaced by κνϕ(n) with

κνϕ(n) =
2π

L

(

n+ϕ− ν

3

)

, (3.31)

and bν(n, k) by bνϕ(n, k). The corresponding result for
the K’ point is again obtained by the replacement ν→−ν
and k → −k. The gap gives an oscillation between 0
and 2πγ/L with period φ0 as shown in Fig. 10.12) This
giant Aharonov-Bohm (AB) effect on the band gap is
a unique property of CN’s. The AB effect on the gap
should appear in a tunneling conductance across a finite-
length CN.45)

As will be discussed in more details in §5, the inter-
band optical absorption corresponding to the states in
the vicinity of the K and K’ points can be observed only
for the light polarization parallel to the CN axis. Fur-
ther, for the parallel polarization transitions are allowed
only between bands with same n. The corresponding
band gap is given by εK

G (n)=2γ|κνϕ(n)| for the K point

and by εK′

G (n)=2γ|κ′
νϕ(n)| for the K’ point, respectively.

Consider a semiconducting nanotube with ν =1, for
example. Figure 11 shows band edges as a function of
the flux. For a small magnetic flux ϕ ≪ 1, the lowest
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Fig. 10 Aharonov-Bohm effect on the band gap. In the
case of a semiconducting nanotube with ν = +1, the
gap at the K point decreases and that at the K’ point
increases first in the presence of a small flux. The
behavior is opposite for ν =−1.
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Fig. 11 The band edges as a function of the magnetic
flux (solid lines) and of the effective flux associated
with strain (dashed lines) in a semiconducting nano-
tube with ν = 1. For the K point the dependence is
exactly the same between the magnetic flux and the
strain flux, while for the K’ point the dependence is
opposite. The result for a semiconducting tube with
ν = −1 can be obtained by the exchange between K
and K’.

conduction band and the highest valence band are given

by n = 0 for both K and K’ points. At the K point,

κνϕ(0)=−(2π/L)[(1/3)−ϕ] and the corresponding band

gap is given by εK
Gϕ(0) = (2/3)(2πγ/L)(1−3ϕ). At the

K’ point, on the other hand, κ′
νϕ(0) = (2π/L)[(1/3)+ϕ]

and the corresponding band gap is given by εK′

Gϕ(0) =

(2/3)(2πγ/L)(1+3ϕ). Therefore, the band gaps of the

K and K’ points, degenerate in the absence of ϕ, split in

the presence of ϕ. The splitting is proportional to the

flux, i.e.,

εK
Gϕ(0) − εK′

Gϕ(0) = −2ε̃0ϕ, (3.32)
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Fig. 12 Some examples of calculated energy bands of a metallic tube in magnetic fields perpendicular to the axis.

Circumference (nm) 5 10 20 40 80

Diameter (nm) 1.6 3.2 6.4 12.7 25.5

Gap (meV) 541 270 135 68 34

Magnetic φ=φ0 2080 520 130 32 8
Field (T) (L/2πl)2=1 1040 260 65 16 4

Table II Some examples of magnetic-field strength cor-
responding to the conditions (L/2πl)2=1 and φ/φ0 =1
as a function of the circumference and the radius. The
band gap of a semiconducting nanotube is also shown.
(γ=0.646 eV·nm).

with ε̃0 =4πγ/L. This splitting was recently observed in

optical absorption and emission spectra.46)

The second conduction and valence bands are given

by n=+1 for the K point and n=−1 for the K’ point.

The corresponding band gaps are given by εK
Gϕ(+1) =

(2/3)(2πγ/L)(2+3ϕ) and εK′

Gϕ(−1) = (2/3)(2πγ/L)(2−
3ϕ). The amount of the splitting is same as that of the

lowest gap, but the direction is different, i.e.,

εK
Gϕ(+1) − εK′

Gϕ(−1) = +2
4πγ

L
ϕ. (3.33)

The results for ν =−1 can be obtained by exchanging K
and K’ points.

3.5 Landau Levels

In the presence of a magnetic field B perpendicular

to the tube axis, the effective field for electrons in a CN

is given by the component perpendicular to the surface,

i.e., B(x) = B cos(2πx/L). The corresponding vector

potential can be chosen as

A =
(

0,
LB

2π
sin

2πx

L

)

. (3.34)

The parameter characterizing its strength is given by

ζ =
( L

2πl

)2

=
(R

l

)2

, (3.35)

where l is the magnetic length defined by eq. (2.36) and
R is the radius of CN. In the case ζ ≪ 1, the field can
be regarded as a small perturbation, while in the case
ζ≫1, Landau levels are formed on the cylinder surface.

Figure 12 gives some examples of energy bands of
a metallic CN in perpendicular magnetic fields,12) which
clearly shows the formation of flat Landau levels at the
Fermi level in high fields. It is worth mentioning that
there is no difference in the spectra between metallic and
semiconducting CN’s and in the presence and absence of
an AB flux for (L/2πl)2≫1, because the wave function
is localized in the circumference direction and the bound-
ary condition becomes irrelevant. Energy levels in strong
magnetic fields were calculated also in a nearest-neighbor
tight-binding model.47,48)

Table II shows some examples of magnetic-field
strength corresponding to the conditions (L/2πl)2 = 1
and φ/φ0 =1 as a function of the circumference and the
radius. For a typical single-wall armchair nanotube hav-
ing circumference L =

√
3ma with m = 10, the required

magnetic field is too large, but can be easily accessible
by using a pulse magnet for typical multi-wall nanotubes
with a diameter ∼ 5 nm.

In a metallic nanotube, the wavefunctions are ana-
lytically obtained for ε=0.49) First, define a non-unitary
matrix

P (r) =

(

exp[−ζ(r)] 0
0 exp[+ζ(r)]

)

, (3.36)

with

ζ(r) = ζ cos
2πx

L
. (3.37)
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Then, we have

P (r)HP (r) = H0, (3.38)

for the K point, where H0 is the Hamiltonian in the
absence of a magnetic field. This shows that for an eigen
wave-function F K

0 (r) of H0 at ε = 0, i.e., H0F
K
0 (r) =

0, the function P (r)F K
0 (r) satisfies the corresponding

equation HP (r)F K
0 (r)=0 in nonzero B.

Therefore, the wave functions are given by

F K
sk =

1√
2A

(

−is(k/|k|)F−(x)
F+(x)

)

exp(iky), (3.39)

with

F±(x) =
1

√

LI0(2ζ)
exp
(

± ζ cos
2πx

L

)

, (3.40)

where s = +1 and −1 for the conduction and valence
band, respectively, and I0(z) is the modified Bessel func-
tion of the first kind defined as

I0(z) =

∫ π

0

dθ

π
exp(z cos θ). (3.41)

In high magnetic fields (ζ ≫ 1), F− is localized
around x=±L/2, i.e., at the bottom side of the cylinder
and F+ is localized around the top side x=0. The corre-
sponding eigen-energies are given by εs(k)=sγ|k|/I0(2ζ)
which gives the group velocity v = γ/h̄I0(2ζ), and the
density of states D(ε)=I0(2ζ)/πγ at at ε=0. We should
note that

I0(2ζ) ≈
{

1 + ζ2 + · · · (ζ≪1) ,
e2ζ/

√
4πζ (ζ≫1) .

(3.42)

This means that the group velocity for states at ε = 0
decreases and consequently the density of states increases
exponentially with the increase of the magnetic field in
the high-field regime. The wavefunction for the K’ point
can be obtained in a similar manner.

3.6 Trigonal Warping

In thin nanotubes various effects, neglected com-
pletely in the present approximation scheme, start to
manifest themselves. First, the trigonal warping of the
bands which increases when the energy is away from that
at the K and K’ point should be considered. In the k·p
scheme the warping can be incorporated by the inclu-
sion of a higher order k·p term.47) For the K point, for
example, the Hamiltonian becomes

H = γ

⎛

⎜

⎝

0 k̂x−ik̂y+
δa

4
√

3
e3iη(k̂x+ik̂y)

2

k̂x+ik̂y+
δa

4
√

3
e−3iη(k̂x−ik̂y)

2 0

⎞

⎟

⎠
,

(3.43)
with δ being a dimensionless constant of the order of
unity (δ =1 in a nearest-neighbor tight-binding model).
This gives trigonal warping of the band around the K
point in 2D graphite. Figure 13 shows some examples of
equi-energy lines for δ=1.

This Hamiltonian gives the energy bands

εs,n,k ≈ sγ
[

κνϕ(n)2
(

1+
δaκνϕ(n)

2
√

3
cos 3η

)

+
(

1−
√

3δaκνϕ(n)

2
cos 3η

)

(k−Δk)2
]1/2

,

(3.44)
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Fig. 13 Some examples of equi-energy lines in the vicin-
ity of a K point in the 2D graphite in the presence of
a trigonal warping for δ = 1 (thick lines). The wave
vector k0 is the radius of the circular Fermi line in the
absence of warping (thin lines), i.e., ε=±γk0 for given
energy ε.

with

Δk =

√
3δa

4
κνϕ(n)2 sin 3η. (3.45)

It gives rise to a shift in the origin of k by Δk ∝ sin 3η
which becomes maximum for η = π/6 (armchair nano-
tube). The band gap becomes

εK
Gϕ(n) ≈ 2γ

∣

∣κνϕ(n)
∣

∣

(

1+
δaκνϕ(n)

4
√

3
cos 3η

)

, (3.46)

and the band-edge effective mass m∗ becomes

1

m∗
≈ sγ

h̄2
∣

∣κνϕ(n)
∣

∣

(

1− 7δaκνϕ(n)

4
√

3
cos 3η

)

. (3.47)

The correction of the effective mass is seven times as
large as that of the band gap and they are both largest
for η=0 (zigzag nanotube).

Figures 14 (a) and (b) show the comparison of the
band gap and the effective mass, respectively, with those
obtained in the nearest neighbor tight-binding model for
which δ = 1. Figure 14 (b) shows a considerable depen-
dence of the band-edge effective mass on the chirality,
i.e., on ν and η, particularly for high-energy bands. The
tight-binding results are reproduced almost exactly by
the inclusion of higher-order terms.

In the presence of a magnetic field perpendicular
to the axis, the higher order term was shown to cause
the appearance of a small band-gap except in armchair
nanotubes and a shift of the wave vector corresponding
to ε=0 in armchair nanotubes.47)

3.7 Curvature

In thin nanotubes effects of a nonzero curvature
should also be considered. The nonzero curvature
causes a shift in the origin of k̂x and k̂y in the k·p
Hamiltonian.22,50) The shift in the circumference x direc-
tion can be replaced by an effective magnetic flux pass-
ing through the cross section, i.e., Δkx =(2π/L)(φ/φ0),
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Fig. 14 Comparison of (a) the band gap and (b) the effective mass of zigzag nanotubes obtained in the higher order
k·p approximation with those of a nearest neighbor tight-binding (TB) model. The dotted lines represent results

in the absence of trigonal warping. We have 2h̄2/3γ0a
2≈0.838×m0/γ0 with γ0 in eV units, where m0 is the free

electron mass.

although the effective flux has a different signature be-
tween the K and K’ points. For the K point, for example,
it was estimated as22)

φ

φ0
= − 2π

4
√

3

a

L
p cos 3η, (3.48)

with p = 1− (3/8)(γ′/γ), γ′ = −(
√

3/2)V π
ppa, and γ =

−(
√

3/2)(V σ
pp −V π

pp)a, where η is the chiral angle, and
V π

pp and V σ
pp are the conventional tight-binding parame-

ters for neighboring p orbitals.22) The curvature effect is
largest in zigzag nanotubes with η=0.

For usual parameters, we have γ′/γ∼8/3 and there-
fore it is very difficult to make a reliable estimation of
p although |p|< 1.22) For negative p, the first band gap
tends to be reduced and the second gap enhanced for
ν =+1 and the behavior is opposite for positive p. Figure
15 shows the band gap and effective mass of zigzag nano-
tubes obtained in the lowest order k·p approximation in
the presence of curvature effects with (a) p=−0.5 and (b)
p=+0.5. In the presence of finite curvature, nanotubes
metallic in its absence become narrow-gap semiconduc-
tors except in armchair nanotubes with η=π/6 and the
gap is largest in zigzag nanotubes as has been shown first
in ref. 5. This fact is independent of the signature of the
parameter p. In semiconducting nanotubes, however, ef-
fects for ν =+1 and ν =−1 become opposite depending
on the signature of p.

A finite curvature gives rise to the shift Δk of the
wave vector in the axis direction, although it does not
cause any appreciable effect. For the K point we have

Δk = − π2a

4
√

3L2

(5

8

γ′

γ
−1
)

sin 3η. (3.49)

Several first-principles calculations were reported on the

band structure of nanotubes, which seems to show that
the shift is quite sensitive to details of methods. In
fact, ref. 5 gave Δk < 0 for [na, nb] = [12, 6] (so-called
(6,6) armchair nanotube) and ref. 6 gave Δk > 0 for
[na, nb] = [10, 5] (so-called (5,5) tube). The situation is
expected to be applicable to the signature of p.

3.8 Strain

As will be shown in §8, the presence of a lattice
distortion (ux, uy, uz) causes a shift in k̂x and k̂y in the
k·p Hamiltonian.29,50−53) The shift in the x direction can
be replaced by an effective magnetic flux (its signature
is opposite between the K and K’ points).29,54) The flux
for the K point is written as

φ

φ0
=

Lg2

2πγ
[(uxx−uyy) cos 3η−2uxy sin 3η], (3.50)

where uμν (μ, ν =x, y) denotes the lattice strain given by

uxx =
∂ux

∂x
+

uz

R
, uyy =

∂uy

∂y
, uxy =

1

2

(∂ux

∂y
+

∂uy

∂x

)

,

(3.51)
with R = L/2π being the CN radius, and g2 is the elec-
tron phonon interaction energy given by g2 ∼ −V π

pp/2
with V π

pp being the transfer integral of nearest-neighbor

π orbitals.29,54) This shows that twist and stretch defor-
mation give rise to flux in armchair η = π/6 and zigzag
(η=0) nanotubes, respectively.

The critical difference lies in the fact that the effec-
tive flux changes its signature between K and K’ points
as in the case of effects of finite curvature, showing that
there is only a shift and no splitting between the K and
K’ points like in the case of magnetic flux. Figure 11 con-
tains the band edges as a function of the effective flux
for a semiconducting tube with ν = 1. The results for
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Fig. 15 The band gap and the effective mass obtained in the lowest order k·p approximation in zigzag nanotubes
when curvature effects are included. (a) p = −0.5 and (b) p = +0.5. The dotted lines represent results in the
absence of curvature effects.

ν = −1 are given by those with ν = +1 of the K’ point
in the presence of the magnetic flux. The band gap in-
creases or decreases linearly in proportion to the strain
depending on the signature of φ, the index n, and the
structure specified by ν. When the strain is such that it
increases the first gap with n=0, for example, the second
gap (n=+1 for the K point and n=−1 for the K’ point)
decreases with the strain. These behaviors are qualita-
tively in agreement with optical experiments.55,56)

§4. Magnetic Properties

Energy bands in AB flux and perpendicular mag-
netic field discussed in the previous section can be used
for the study of magnetic properties of nanotubes.13,21)

In the following, B‖ and B⊥ represent the magnetic field
in the direction parallel and perpendicular to the tube
axis, respectively, M‖ and M⊥ the corresponding mag-
netic moments, and χ‖ and χ⊥ the susceptibilities. The
spin-Zeeman energy is small and therefore neglected for
simplicity. The free energy is given by

F = Nμ−kBT
∑

α

g0(εα) ln
[

1+exp
(

− εα−μ

kBT

)]

, (4.1)

where α denotes a set of whole quantum numbers speci-
fying the energy band, T is temperature, kB is the Boltz-
mann constant, and μ is the chemical potential satisfying
the condition that the electron number is constant. Fur-
ther, we have introduced a cutoff function g0(ε) in order
to extract contributions of states in the vicinity of the K
and K’ points. It is chosen as

g0(ε) =
εαc

c

|ε|αc + εαc
c

, (4.2)

which contains two parameters αc and εc. Results do not
depend on these parameters, as long as εc is sufficiently

large and αc is not extremely large. In fact, this cutoff
function can be eliminated in an appropriate procedure.

The magnetic moment is calculated by taking a
first derivative of F with respect to the field under the
condition that the total number of electrons is fixed. The
result is represented as

M‖,⊥ =

∫ ∞

−∞

d ε
(

− ∂f(ε)

∂ε

)

M‖,⊥(ε), (4.3)

where f(ε) is the Fermi distribution function and M‖,⊥(ε)
is the magnetic moment at zero temperature for the
Fermi level ε, given by

M‖,⊥(ε) = −
∑

α

∂εα

∂B‖,⊥
g1(εα)θ(ε−εα), (4.4)

where

g1(ε) = g0(ε)+ε
∂g0(ε)

∂ε
, (4.5)

and θ(t) is the step function defined by

θ(t) =

{

1 (t > 0);
0 (t < 0).

(4.6)

The zero-field susceptibility per unit area at nonzero
temperatures can also be written in terms of the sus-
ceptibility at zero temperature in the same way as the
magnetic moment,

χ‖,⊥ =

∫ ∞

−∞

dε
(

− ∂f(ε)

∂ε

)

χ‖,⊥(ε), (4.7)

with

χ‖,⊥(ε) =
1

AL
lim

B‖,⊥→0

∂M‖,⊥(ε)

∂B‖,⊥
. (4.8)

First, we consider the magnetization in the presence
of AB flux at zero temperature. The magnetization is
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Fig. 16 Magnetic moment of metallic (solid line) and
semiconducting (dotted line) CN’s versus magnetic
flux parallel to the tube axis.

written as

M‖(ϕ) = 2μB
A

a

2maγ

h̄2

[

W1

(

ϕ+
ν

3

)

+W1

(

ϕ−ν

3

)]

, (4.9)

where μB =eh̄/2mc is the Bohr magneton and W1(ϕ) is

dimensionless quantity given by

W1(ϕ) =
1

4π

∞
∑

n=−∞

∫ ∞

−∞

dk̃
κ0ϕ(n)

√

κ0ϕ(n)2+k2
g1

[

ε(n+ϕ, k)
]

,

(4.10)

with k̃=Lk/2π. This can be calculated analytically as

W1(ϕ) = − 1

2π

∫ ϕ

0

ln(2 sinπt) dt, (4.11)

for 0< ϕ< 1.19) The value of W1(ϕ) outside this region

is obtained by using W1(ϕ+j)=W1(ϕ) with integer j.

In the vicinity of ϕ = j with j being an integer,

W1 ≈ −(2π)−1(ϕ− j) ln |ϕ− j|. Therefore, the moment

itself vanishes but its derivative diverges logarithmically

(positive infinite) at ϕ = j and metallic CN’s exhibit

paramagnetism in a weak parallel field. Figure 16 shows

the magnetic moment of a metallic and semiconducting

CN as a function of ϕ. The magnetic moment is a

periodic function of flux with period of magnetic flux

quantum since the moment is induced by the AB flux.

In a weak field metallic and semiconducting CN’s show

paramagnetism and diamagnetism, respectively.

In the presence of a weak magnetic field perpen-

dicular to the tube axis, the vector potential (3.34) has

matrix elements between states with quantum number n

and n′ where n′=n±1 and therefore the energy shift Δεα

appears in general in the second order in magnetic-field

strength B⊥. The shift in the total energy becomes

ΔE =
∑

α

[

(εα+Δεα)g0(εα+Δεα)−εαg0(εα)
]

≈
∑

α

Δεαg1(εα), (4.12)

where the summation is over occupied states α. The
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Fig. 17 Susceptibility of metallic (solid line) and semi-
conducting (dotted line) CN’s versus magnetic flux
parallel to the tube.

zero-field susceptibility per unit area becomes

χ⊥ = −
∑

α

∂2Δεα

∂B2
⊥

g1(εα). (4.13)

After a straightforward manipulation, χ(ϕ) is calcu-
lated as

χ⊥(ϕ) = −2χ∗ L

a

[

W2

(

ϕ+
ν

3

)

+W2

(

ϕ− ν

3

)]

, (4.14)

where W2(ϕ) is the dimensionless quantity defined by

W2(ϕ) =
1

2π4

∞
∑

n=−∞

∫ ∞

−∞

dk̃

√

(n+ϕ)2+k̃2

1−4(n+ϕ)2
g1[ε(n+ϕ, k)],

(4.15)
and χ∗ is a characteristic susceptibility defined by

χ∗ =
2πγ

a

(πa2

φ0

)2 1

a2
, (4.16)

corresponding to 1.46× 10−4 emu/mol or 1.21× 10−5

emu/g for γ = 0.646 eV·nm. Figure 17 shows the sus-
ceptibility as a function of ϕ.

The function W2(ϕ) varies only weakly as a function
of ϕ and the approximate value can be obtained by tak-
ing the average over ϕ as W̄2 =(32π2)−1. Then, the (av-
eraged) susceptibility becomes independent of whether
the nanotube is metallic or semiconducting and is given
by

χ̄⊥ = − 1

8π2

L

a
χ∗. (4.17)

The susceptibility is proportional to the circumference L
and therefore diverges in the limit of infinitely large L.
This dependence is closely related to the susceptibility of
a 2D graphite sheet. In fact, the following expression was
derived for the susceptibility per unit area of a graphite
sheet:57)

χ = − γ2

3π

1

μ

( e

ch̄

)2

. (4.18)

For a single ideal 2D graphite layer, the Fermi energy
μ vanishes and the susceptibility diverges at zero tem-
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Fig. 18 The top panel shows the band structure of
metallic (solid lines) and semiconducting (dotted lines)
CN’s. Calculated susceptibility of metallic (solid lines)
and semiconducting (dotted lines) CN’s in the direc-
tion of perpendicular (middle panel) and parallel (bot-
tom panel) to the tube axis are shown as a function of
the chemical potential at zero temperature.

perature. The susceptibility of CN, χ̄⊥, can be obtained
from that of 2D graphite if we replace μ by 0.85×γ(2π/L)
which is the typical confining energy due to a finite cir-
cumference.

Numerical results are shown in Fig. 18 as a function
of the Fermi energy. Both metallic and semiconducting
CN’s show positive divergent susceptibility in the parallel
field where the Fermi energy lies at band edges. The
divergence for metallic CN’s is logarithmic as has been
discussed above, while that for semiconducting CN’s
corresponds to that of the density of states at band edges.
When the Fermi energy moves away from band edges, the
parallel susceptibility becomes negative (diamagnetic).
For a perpendicular field, CN is diamagnetic but turns
into paramagnetic when the Fermi energy becomes away
from ε=0. These results were obtained numerically also
in a nearest-neighbor tight-binding model.59)

Figure 19 shows the susceptibility in the parallel and
perpendicular directions for undoped tubes as a function
of temperature. The positive susceptibility of metallic
CN’s in the parallel direction decreases rapidly with tem-
perature, while the other negative susceptibilities rise
very slowly. The results show clearly that both semi-
conducting and metallic nanotubes have a lower energy
when aligned in the direction of a magnetic field, i.e,
nanotubes have a strong tendency to align in the field
direction. The difference |χ⊥−χ‖| and its dependence
on the circumference were estimated recently in optical
experiments and gave results in semi-quantitative agree-
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Fig. 19 Calculated susceptibility of metallic (solid lines)
and semiconducting (dotted lines) CN’s in the direc-
tion parallel and perpendicular to the tube axis versus
temperature.
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Fig. 20 Calculated ensemble average of magnetic mo-
ment and differential susceptibility for CN’s with rect-
angular (dotted lines) and triangular (dashed lines)
circumference distribution having Lmn = 2.2 nm and
Lmx =94.3 nm. Solid lines denote the experimental re-
sults of magnetization and differential susceptibility.58)

ment with those obtained above.60)

Because interactions between adjacent layers of a
multi-wall CN are weak, its magnetic properties are given
by those of an ensemble of single-wall CN’s. By assum-
ing that two thirds of nanotubes are semiconducting and
remaining one third metallic, we can calculate magneti-
zation and susceptibility of ensembles of multi-wall nano-
tubes. Figure 20 compares results of such calculations
with experiments.58) In the calculation a rectangular dis-
tribution is assumed for the circumference in the range
Lmn = 2.2 nm corresponding to the thinnest multi-wall
CN so far observed and Lmx = 94.3 nm corresponding
to the thickest CN. Another choice is a triangular distri-
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bution with its maximum at L = Lmn and minimum at
L=Lmx. The latter roughly corresponds to the fact that

thick multi-wall tubes consist of many walls. The cal-
culation can explain the experiments qualitatively, but

detailed information on the distribution of CN’s is indis-
pensable for quantitative comparison.

§5. Optical Properties

Experimentally, the one-dimensional electronic struc-
ture of CN was directly observed by scanning tunneling

microscopy and spectroscopy61,62) and the resonant Ra-
man scattering.63) However, most direct and accurate

information can be obtained by optical spectroscopy.

5.1 Dynamical Conductivity

We shall consider the optical absorption of CN using
the linear response theory. For this purpose it it conve-

nient to use the angle θ≡2πx/L measured from the top
side of the nanotube instead of x. We first expand elec-

tric field Eξ(θ, ω) and induced current density jξ(θ, ω)
into a Fourier series:

Eξ(θ, ω) =
∑

l

El
ξ(ω) exp(ilθ−iωt),

jξ(θ, ω) =
∑

l

jl
ξ(ω) exp(ilθ− iωt),

(5.1)

with integer l, where ξ denotes x or y. It is quite
straightforward to show that the induced current has the

same Fourier component as that of the electric field as
follows:

jl
ξ(ω)=σl

ξξ(ω)El
ξ(ω), (5.2)

where σl
ξξ(ω) is the dynamical conductivity.

The dynamical conductivity is calculated using the
Kubo formula as

σl
ξξ(ω) =

4h̄

iAL

∑

n,k

∑

s,s′

|(s, n, k|ĵl
ξ|s′, n+l, k)|2

εs,n,k−εs′,n+l,k

× f(εs′,n+l,k)[1−f(εs,n,k)]2h̄ω

(εs,n,k−εs′,n+l,k)2−(h̄ω)2−2ih̄2ω/τ

(5.3)

where phenomenological relaxation time τ has been in-

troduced. where f(ε) is the Fermi distribution function
and the factor 2 comes from the spin degeneracy. The

current-density operator ĵl
ξ at the K point is given by

ĵl
ξ =

−e

ih̄
[ξ̂, γ�σ ·k̂]e−ilθ =−eγ

h̄
σξe

−ilθ. (5.4)

At the K’ point, operator ĵl
x is the same as that at the K’

point but jl
y has the opposite sign of that at the K point.

The factor |(s, n, k|jl
ξ|s′, n+l, k)|2, however, provides the

same value for both K and K’ points.

5.2 Parallel Polarization

When the polarization of external electric field D

is parallel to the tube axis, the Fourier components of a
total field are written as

El
y =Dyδl,0.

Thus the absorption in a unit area is given by

Py(ω)=
1

2

1

2π

∑

l

∫ 2π

0

dθRe[jl
y(ω)El

y

∗
]=

1

2
Re[σl=0

yy (ω)]D2
y.

(5.5)
For l=0, transitions occur between bands with the

same band index n as is seen from eq. (5.3). Since
all the conduction bands are specified by different n’s,
there is no transition within conduction bands and within
valence bands. At a band edge k = 0, in particular, the
wave function is an eigen function of σx and therefore
transitions between valence and conduction bands having
the same index n are all allowed. An exception occurs
for bands with n = 0 in a metallic nanotube. In this
case the wave function is an eigenfunction of σy because
κνϕ(n) = 0 and therefore there is no matrix element
between the conduction and valence bands with n = 0
for jy ∝σy . Figure 21 shows such allowed transitions.

In the limit τ → ∞ absorption spectra except for
intraband Drude terms is proportional to

Re[σl=0
yy (ω)]=

e2

h

∑

n

[2γκνϕ(n)

h̄ω

]2 4πγθ[|h̄ω|−2γ|κνϕ(n)|]
L
√

(h̄ω)2−[2γκνϕ(n)]2
.

(5.6)
The conductivity exhibits 1D singularity at the band
gaps with same n.

5.3 Perpendicular Polarization

When an external electric field D is polarized in the
direction perpendicular to the CN axis, the electric field
has components l=±1 and therefore transitions between
states with Δn=±1 become allowed in general. Figure
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Fig. 21 The band structures of a metallic (ν =0) and semiconducting (ν =±1) CN. The allowed optical transitions
for the parallel (Δn=0) and perpendicular (Δn=±1) polarization are denoted by arrows.
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21 includes also allowed transitions for perpendicular

polarization. At the band edges, however, there are

some complications due to the fact that the band-edge

(k = 0) is always an eigen-state of σx and jx ∝ σx. In

fact, transitions between states with same eigen-value

of σx are allowed and those with different eigen-values

are forbidden. This dependence disappears with the

increase of k because the wave functions deviate from

eigen-functions of σs.

When an external electric field is polarized in the

direction perpendicular to the CN axis, effects of an

electric field induced by the polarization of nanotubes

should be considered. This depolarization effect is quite

significant for absorption spectra, as shown below.

Suppose an external electric field Dl
x exp(ilθ−iωt) is

applied in the direction normal to the tube axis and let

jl
x be the induced current. With the use of the equation

of continuity

∂

∂t
ρleilθ−iωt+

2π

L

∂

∂θ
jl
xeilθ−iωt =0, (5.7)

the corresponding induced charge density localized on

the cylinder surface is written as

ρl =
2π

L

l

ω
jl
x. (5.8)

The potential φ(θ) formed by a line charge along the axis

direction at θ′ with the density ρ is given at θ by

φ(θ) = −2ρ

κ
ln
∣

∣

∣

L

π
sin

θ−θ′

2

∣

∣

∣. (5.9)

Here, the static dielectric constant κ approximately

describes effects of polarization of core states, σ bands,

π bands except those lying in the vicinity of the Fermi

level, and materials surrounding the nanotube. In bulk

graphite we have κ ≈ 2.4.64) In nanotubes, this simple

constant screening is a rough approximation because

of the cylindrical form with hollow vacuum inside and

surrounding material outside.

Then it is found that the induced charge leads to

potential

φ(θ) = −2
L

2π

∫ 2π

0

dθ′
ρl

κ
exp(ilθ′) ln

∣

∣

∣

L

π
sin

θ−θ′

2

∣

∣

∣

=
L

κ|l|ρ
leilθ ≡ φleilθ. (5.10)

The potential gives rise to electric field −(2π/L)(∂φ/∂θ)

and therefore the total electric field is obtained as

El
x = Dl

x−il
2π

L
φl = Dl

x−i|l| 4π2

κLω
jl
x. (5.11)

With the use of jl
x =σl

xxEl
x we get

jl
x = σ̃l

xxDl
x, (5.12)

with

σ̃l
xx = σl

xx

(

1+i|l| 4π2

κLω
σl

xx

)−1

. (5.13)

For the external field D = (Dx sin θ, 0), the Fourier

components of the external field and the induced current
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are written as

Dl
x =

Dx

2i
δl,1−

Dx

2i
δl,−1,

jl
x =

Dx

2i
σl=1

xx (ω)δl,1−
Dx

2i
σl=−1

xx (ω)δl,−1.

(5.14)

Thus the absorption is given by

Px(ω) =
1

2

1

2π

∑

l

∫ 2π

0

dθRe[jl
x(ω)El

x

∗
] =

1

4
Re[σ̃xx(ω)]D2

x,

(5.15)
with

σ̃xx =
1

2
(σ̃l=1

xx + σ̃l=−1
xx ). (5.16)

In Fig. 22 Reσ̃xx (indicated by ‘Self-Consistent’)
and Reσxx (indicated by ‘Perturbation’) are shown for a
metallic CN with magnetic flux ϕ=0, 1/4, and 1/2. The
peaks around (5/3)(2πγ/L) correspond to the allowed
transitions at the band edges (k =0). Other transitions
which are not allowed at the band edges and become
allowed with the increase of k give weaker and broader
structures in the absorption. In magnetic flux ϕ=0, the
peak of σxx is suppressed in comparison with the others.
This is because of the absence of the divergence in the
joint density of states at the band edge. These peaks
disappear almost completely when the depolarization
effect is taken into account.

To understand the strong suppression of absorption
peaks for perpendicular polarization, we consider a sim-
ple model in which the real part of conductivity is pro-
portional to a joint density of states of one-dimensional
materials and the oscillator strength is constant. The
model conductivity is written as

Reσxx(ω) =
ne2

m

θ(ω−ω1)θ(ω2−ω)
√

(ω−ω1)(ω2−ω)
, (5.17)

for ω > 0, where 0 < ω1 < ω2, n is the electron density
in an unit area, and m is the mass of the electron. This
conductivity satisfies the intensity sum rule given by

1

π

∫ ∞

0

dω Reσxx(ω)=
ne2

m
. (5.18)
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By the use of the Kramers-Krönig relation, we get the
imaginary part of the conductivity as

Imσxx(ω) = −P

π

∫ ∞

−∞

dω′Reσxx(ω′)

ω′−ω

=

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

0 (ω1≤ω≤ω2);

−ne2

m

1
√

(ω−ω1)(ω−ω2)
(0≤ ω < ω1);

+
ne2

m

1
√

(ω−ω1)(ω−ω2)
(ω>ω2),

(5.19)

where P stands for the principal value. As is seen from
eq. (5.15) absorption peaks exist at the frequency where
Re[σ̃xx(ω)] diverges. From eq. (5.12) it is found that
an absorption peak occurs at a frequency ωp higher
than the absorption edge ω2. For ωp ≫ ω2, we have
ω2

p =(π/L)(4πne2/m), which is nothing but the plasma
frequency corresponding to the three-dimensional elec-
tron density πn/L. This is the reason for the strong
suppression of absorption peaks for perpendicular polar-
ized field.

The above reasoning shows also that sharp inter-
band transition may be observed even for the perpendic-
ular polarization if exciton effects to be discussed in §6.6
are sufficiently large. If an exciton has a sufficiently large
binding energy associated with bands edges correspond-
ing to allowed transitions, it gives rise to a δ function
peak in σxx(ω). Such a δ function peak is shifted by
the depolarization effect but is likely to remain as an
observable peak.

§6. Interaction Effects and Exciton

6.1 Effective Coulomb Interaction

Interaction effects on the band structure were cal-
culated in the k·p scheme using a screened Hartree-Fock
approximation together with exciton energy levels.15)

Calculations based on a full random-phase approxima-
tion (RPA) were performed later.17) A brief review is
given first on interaction effects based on the latter work.

The Coulomb potential between two electrons on
the cylindrical surface at r = (x, y) and r′ = (x′, y′) is
written as65−68)

v(x−x′, y−y′)

=
∑

q

exp
[

iq(y−y′)
]2e2

κA
K0

(L|q|
2π

∣

∣

∣
2 sin

π(x−x′)

L

∣

∣

∣

)

,

(6.1)
where Kn(t) is the modified Bessel function of the sec-
ond kind. In the effective-mass approximation, this po-
tential appears only in the diagonal part of the matrix
k·p Hamiltonian, and the Coulomb matrix elements are
given by

〈α, k,K; β′, k′+q, K|v|β, k+q, K; α′, k′, K〉

=
1

A
δn−m,n′−m′

(

F K∗
αk ·F K

βk+q

)(

F K∗
β′k′+q ·F K

α′k′

)

vn−m(q),

(6.2)
with

vn−m(q) =
2e2

κ
I|n−m|

(L|q|
2π

)

K|n−m|

(L|q|
2π

)

, (6.3)

where In(t) is the modified Bessel function of the first
kind and α = (s, n), β = (s′, m), etc. Matrix elements

corresponding to the scattering between the K and K’
points are safely neglected because it involves a large
momentum transfer.

In RPA, the Coulomb interaction is screened by the
dynamical dielectric function εn−m(q, ω), given by

εn−m(q, ω) = 1 + vn−m(q)Pn−m(q, ω). (6.4)

The polarization function Pn−m(q, ω) is expressed as

Pn−m(q, ω) = − 2

A

∑

G=K,K′

∑

n′,m′

∑

k′

δn−m,n′−m′

× |F G∗
α,k ·F G

β,k+q|2 g0(ε
G
+,m′,k′) g0(ε

G
−,n′,−k′+q)

×
[ 1

ω−εG
+,m′,k′ +εG

−,n′,k′+q+iδ

− 1

ω+εG
+,m′,k′−εG

−,n′,k′+q−iδ

]

, (6.5)

with δ being a positive infinitesimal, where G takes the
K and K’ points.

6.2 Self-Energy

Formally, the effective interaction gives the self-
energy for electrons in the dynamical RPA including the
cutoff function as

Σ̃K
α (k, ω) =

i

2πA

∫

dω′
∑

β,q

GK
β (k+q, ω+ω′)|F K∗

α,k ·F K
β,k+q|2

× vn−m(q)

εn−m(q, ω′)
eiδω′

g0(ε
K
β,k+q), (6.6)

where GK
α (k, ω) is the non-interacting Green’s function

written as

GK
α (q, ω) =

1

ω−εK
α,q+isαδ

, (6.7)

and g0(ε) is the cutoff function given by eq. (4.2).

The original k ·p Hamiltonian has the particle-hole
symmetry about ε= 0, and therefore, the quasi-particle
energies have also the symmetry about ε=0, apart from
a constant energy shift common to all bands. Conse-
quently, we can redefine the self-energy by subtracting a
constant energy shift as

ΣK
±,n(k,±ω) ≡ ±1

2

[

Σ̃K
+,n(k, ω) − Σ̃K

−,n(k,−ω)
]

, (6.8)

with the upper sign in the right hand side correspond-
ing to ΣK

+,n(k, ω) and the lower sign ΣK
−,n(k,−ω). We

then obtain the particle-hole symmetric self-energy, i.e.,
ΣK

+,n(k, ω)=−ΣK
−,n(k,−ω).

When the frequency dependence of the dielectric
function in eq. (6.6) is neglected and εn−m(q, ω) is re-
placed by εn−m(q, 0), the self-energy is reduced to that
in the screened Hartree-Fock approximation, which has
been used in ref. 15. This approximation can also be
called the static RPA. The Hartree-Fock approximation
corresponds to putting εn−m(q, ω)=1. The comparison
between the results of different approximations gives in-
formation on the effective strength of interaction effects
and the validity of the approximations.

6.3 Quasi-Particle Energy

The single-particle energy EK
s,n,k around the K point
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Fig. 23 Calculated first and second band gaps in semi-
conducting nanotubes and first gap in metallic nano-
tubes. εc(2πγ/L)=5.

is given by

EK
±,n,k = εK

±,n,k + ΣK
±,n(k, εK

±,n,k). (6.9)

Originally, the single-particle energy is determined by the
equation obtained from the above by the replacement of
ΣK

±,n(k, εK
±,n,k) by ΣK

±,n(k,EK
±,n,k). However, eq. (6.9) is

known to give more accurate results if the self-energy
is calculated only in the lowest order.69,70) Using the
above singe-particle energy, we can calculate the band
gap εK

G (n)=EK
+,n,0−EK

−,n,0 and εK′

G (n)=EK′

+,n,0−EK′

−,n,0.

The effective mass mK∗
±,n and mK′∗

±,n at the band edges can
also be calculated.

The effective strength of the Coulomb interaction is
specified by the ratio between the effective Coulomb en-
ergy e2/κL and the typical kinetic energy 2πγ/L, i.e.,
(e2/κL)/(2πγ/L), which is independent of the circum-
ference length L. For γ0 ∼ 3 eV and a = 0.246 nm, this
gives (e2/κL)/(2πγ/L)∼ 0.35/κ. As long as κ is inde-
pendent of L, the interaction parameter is independent
of the CN diameter and therefore the band gap and also
the exciton binding energy are inversely proportional to
the circumference length L or the diameter d = L/π for
a fixed cutoff.

In many cases a finite result is obtained even if we
let the cutoff-energy infinite at the final stage. Typical
examples can be found in problems of magnetic prop-
erties as has been discussed in §4. The same is appli-
cable to spontaneous in-plane Kekule and out-of-plane
lattice-distortions, and acoustic-phonon distortion.18,19)

In the case of scattering by strong short-range scatter-
ers such as lattice vacancies and Stone-Wales defects as
will discussed in §§9 and 10, respectively, and localized
eigenstates in nanotube caps,23) results are quite sensi-
tive to the choice of the cutoff. In such cases, the cutoff
should be chosen as εc ∼ 3γ0 corresponding to the half
of the π band width of the 2D graphite. This leads to
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εc(2πγ/L)−1∼(
√

3/π)(L/a).

In the present problem, the cutoff function in-
duces a small logarithmic correction to the band gap
∝ (2πγ/L) ln[εc/(2πγ/L)]∼ (2πγ/L) ln(d/a) in addition
to a term scaled as 2πγ/L∝ 1/d. This means that the
band gap scaled by the inverse of the diameter contains
a term that shows a weak but non-negligible logarithmic
dependence on the diameter.

6.4 Numerical Results

Figure 23 gives the numerical results of the first
and second band gaps for a semiconducting CN and the
first gap in a metallic CN versus the effective strength
of the Coulomb interaction. The cutoff is chosen as
εc(2πγ/L)=5. The first band means n=0 in eq. (6.9) for
the K and K’ point and the second n=1 for the K point
or n = −1 for the K’ point. In the parameter range of
the Coulomb interaction shown in the figure, the results
in the static RPA are almost the same as those in the
full dynamical approximation, showing that the static
approximation is sufficient in this parameter range. A
deviation becomes larger in metallic nanotubes, although
it can still safely be neglected. Even in this weak coupling
regime, the band gaps are considerably enhanced due
to the Coulomb interaction. For (e2/κL)/(2πγ/L) =
0.1, for example, the first band gap with interaction
is about 1.5 times as large as that without interaction.
Furthermore, for (e2/κL)/(2πγ/L)<0.05, the results in
the Hartree-Fock approximation become equally valid in
semiconducting tubes, but the deviation becomes more
apparent in metallic tubes.

Figure 24 shows the band-edge effective mass. In
semiconducting tubes the effective mass is slightly re-
duced by interaction and dynamic RPA and static RPA
give almost identical results. In metallic nanotubes, on
the other hand, the deviation is much more important,
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presumably due to the presence of metallic electrons for
which dynamical effects are crucial. The amount of the
change in the effective mass is less than 10 % and there-
fore is not so important.

There exists a large difference in the interaction ef-
fect on the band gap and the effective mass. This fact
shows that the interaction effects cannot be absorbed
into a simple renormalization of the single band pa-
rameter γ. In the absence of interaction, the first and
second band gaps become 4πγ/3L and 8πγ/3L, respec-
tively, and the corresponding effective masses are given
by 2πh̄2/3Lγ and 4πh̄2/3Lγ, respectively. Therefore, a
renormalization of γ should give the result that the ra-
tio between the first and second gaps should remain the
same and that the effective mass should also be reduced
by the same amount as that of the band-gap enhance-
ment.

6.5 Tomonaga-Luttinger Liquid

A metallic CN has energy bands having a linear dis-
persion in the vicinity of the Fermi level and therefore is
expected to be an ideal one-dimensional conductor. In-
teracting 1D electrons with a linear dispersion usually
exhibit Tomonaga-Luttinger-liquid behavior71,72) char-
acterized by, for example, the absence of quasi-particle
states, charge-spin separation, and interaction-dependent
power laws for transport quantities. In fact, each term
in perturbation series of the self-energy diverges for the
linear band of n = 0. This divergence occurs because
the momentum conservation automatically satisfies the
energy conservation for a linear band. The exact low-
energy excitations in such systems can be derived using
the so-called bosonization method.

For armchair CN’s, in particular, there have been
many theoretical works in which an effective low-energy
theory was formulated and explicit predictions were
made on various quantities like the energy gap at the
Fermi level, tunneling conductance between the CN and
a metallic contact, etc.73−77) Some experiments sug-
gested the presence of such many-body effects.78−81)

In ref. 80, for example, the conductance of bundles
(ropes) of single-wall CN’s are measured as a function of
temperature and voltage. Electrical connections to nano-
tubes were achieved by either depositing electrode metal
over the top of the tubes (end contacted) or by placing
the tubes on the top of metal leads (bulk contacted).
The measured differential conductance displays a power-
law dependence on temperature and applied bias. The
obtained different values of the power between two sam-
ples are consistent with the theoretical predictions for
the Tomonaga-Luttinger liquid.75) The power-law depen-
dence of the density of states of the linear bands were
observed directly in photoemission experiments.81)

If we employ the same approximation scheme in
metallic nanotubes, we can calculate the self-energy for
the linear bands with n = 0, giving a gapless linear
band with a renormalized velocity. In fact, although
each term of perturbation expansion of the self-energy
is known to exhibit a divergence, the RPA self-energy
itself does not diverge because of the cancellation of a
divergent polarization function. This result is in clear
contradiction with the fact that only a charge-density

and a spin-density excitation can exist and there are no
well-defined quasi-particle excitations.

This apparent inconsistency arises from the way
of determining the quasi-particle energy from the self-
energy. Even in RPA, the spectral function (the imagi-
nary part of the Green’s function) exhibits double sharp
peaks in a system with only metallic linear bands.17) This
peak splitting, into charge-density and spin-density ex-
citations presumably, is qualitatively in agreement with
that of the spectral function for a Tomonaga-Luttinger
liquid reported in refs. 82 and 83. For the parabolic
bands both in semiconducting and metallic CN’s, no
singular behavior appears in the polarization function
and in the perturbation expansion of the self-energy and
therefore quasi-particle states are expected to give a good
picture of their low-energy excitations.

6.6 Exciton

It is well known that the exciton binding energy be-
comes infinite in an ideal one-dimensional electron-hole
system.84,85) This means that the exciton effect can be
quite important and modify the absorption spectra dras-
tically in CN’s. Exciton energy levels and correspond-
ing optical spectra have been calculated in the conven-
tional screened Hartree-Fock approximation within a k·p
scheme,15) in which slight insufficiencies are present for
the absolute values of the band gaps due to a small
cutoff.16)

The exciton states are described by the many-body
wave function

|u〉 =
∑

n

∑

k

ψn(k)c†+,n,kc−,n,k|g〉, (6.10)

where |g〉 is the ground-state wave function, and cs,n,k

and c†s,n,k are the annihilation and creation operator,
respectively. The equation of motion for ψn(k) is written
as

εu ψn(k) =
(

2γ
√

κνϕ(n)2+k2+Δεnk

)

ψn(k)

−
∑

m

∫

dq

2π

2e2

κ ε|n−m|(q)
I|n−m|

(L|q|
2π

)

K|n−m|

(L|q|
2π

)

× 1

2

(

1+
κνϕ(n)κνϕ(m)+k(k+q)

√

κνϕ(n)2+k2
√

κνϕ(m)2+(k+q)2

)

ψm(k+q),

(6.11)
where, Δεnk is the difference of the self-energy of the
conduction and valence band. In the screened Hartree-
Fock approximation, it is given by

Δεnk =
∑

m

∑

q

2e2

Aκ ε|n−m|(q)
I|n−m|

(L|q|
2π

)

K|n−m|

(L|q|
2π

)

× κνϕ(n)κνϕ(m)+k(k+q)
√

κνϕ(n)2+k2
√

κνϕ(m)2+(k+q)2

× g0

(

γ
√

κνϕ(m)2+(k+q)2
)

. (6.12)

The optical absorption is described by the dynami-
cal conductivity σyy(ω). The dynamical conductivity for
the K point is given by

σyy(ω) =
h̄e2

AL

∑

u

−2ih̄ω|〈u|vy|g〉|2
εu[ε2

u−(h̄ω)2−2ih̄2ω/τ ]
, (6.13)

where broadening described by a phenomenological re-
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Fig. 25 Calculated band gaps (dashed lines) and exciton
absorption energies (solid lines) of the first and second
bands as a function of the effective Coulomb energy
(e2/κL)(2πγ/L) in the absence of flux for various cut-
off energies.

laxation time τ has been introduced and

〈u|vy|g〉 = i
γ

h̄

∑

n

∑

k

κνϕ(n)
√

κνϕ(n)2+k2
ψn(k)∗. (6.14)

As can be understood in eq. (6.13), the intensity
of the absorption is proportional to |〈u|vy|g〉|2/εu. Fol-
lowing a convention in free-electron systems, we shall
introduce a dimensionless oscillator strength

fu = 2m∗ |〈u|vy|g〉|2
εu

, (6.15)

where m∗ is chosen as the effective mass of the bottom
of the lowest conduction band, i.e., m∗ = 2πh̄2/3γL.
We have fu ∼ 1 for the lowest exciton. In free-electron
systems the oscillator strength satisfies the f sum rule,
∑

u fu =1. In the present case, however, this sum rule is
not satisfied because the electron motion is governed by
Weyl’s equation for massless neutrino.

Figure 25 shows the band gaps and the lowest exci-
ton absorption energies associated with fundamental and
second gaps as a function of the effective Coulomb energy
(e2/κL)(2πγ/L)−1 in the absence of magnetic flux.16) A
dominant feature is the enhancement of the band gaps
with the increase of the interaction strength. The bind-
ing energy of excitons increases with the interaction but
remains smaller than the band-gap enhancement. As a
result, the absorption energies become higher than the
band gap without interaction. Further, interaction ef-
fects on the band gap and the exciton binding energy
are larger for the second band than for the first band.

Figure 26 shows the ratio of the excitation energies
for the first and second gap as a function of the effective
Coulomb energy. The ratio of the absorption energies de-
creases from 2 to ∼ 1.8 with the increase of the Coulomb
energy, while that of the band gaps decreases much more
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Fig. 26 The ratio of the absorption energies (solid lines)
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second bands as a function of the effective Coulomb
energy.
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strongly. It is noteworthy that the ratio is almost inde-
pendent of the cutoff parameter. This ratio ∼ 1.8 except
in the case of small interaction parameter explains the
existing experiments quite well.

Figure 27 shows the calculated absorption spectrum
for εc(2πγ/L)−1 =10 and (e2/κL)(2πγ/L)−1 =0.1. The
energy levels of excitons are denoted by vertical straight
lines and the band gaps are denoted by downward ar-
rows. Most of the optical intensity is transferred to the
exciton bound states and the intensity of band-to-band
transitions is almost absent. This behavior is a direct
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Fig. 28 The inverse of the absorption energies obtained
by an interpolation as a function of the circumference
and the diameter. The experimental results (Ichida et
al.88,89) and Bachilo et al.55) are plotted using γ0 =2.7
eV.

consequence of the one-dimensional nature of nanotubes
and is similar to that in a model 1D system.86)

Optical absorption spectra of thin film samples of
single-wall nanotubes were observed.87) Careful com-
parison of the observed spectrum with calculated in
a simple tight-binding model based on measured dis-
tribution of diameter suggested the importance of ex-
citonic effects.88,89) Quite recently, optical absorption
and photoluminescence of individual nanotubes were
observed.55,56,90,91) Splitting of the absorption and emis-
sion peaks due to AB effect associated with magnetic flux
passing through the cross section was observed also.46)

The AB splitting due to magnetic flux and the shift due
to strain were shown to be enhanced slight by electron-
electron interactions.16)

In the k·p scheme the only remaining parameter is
γ or γ0 related to each other through γ =

√
3aγ0/2. Fig-

ure 28 shows the comparison of the calculated absorp-
tion energies with some of existing experiments55,88,89)

for γ0 = 2.7 eV. It is concluded that the overall depen-
dence on the circumference and the diameter is in good
agreement with the experiments. Experimental results
depend on the chirality as well as the diameter, in par-
ticular, for thin nanotubes. In thin nanotubes various
higher-order effects such as trigonal warping and finite
curvature as discussed in §3 manifest themselves.

In particular, the energy shifts of the first and sec-
ond gap due to higher-order effects are opposite and also
change the signature between semiconducting nanotubes
with ν =+1 and −1. This family behavior has been used
extensively for the determination of the structure of in-
dividual single-wall tubes by the combination of absorp-
tion due to transitions corresponding to the second gap

and photoluminescence due to transitions corresponding
to the first gap.55,56,91,92) Because of strong effects of
excitons and electron-electron interaction, accurate esti-
mation of these effects is quite difficult even in the k·p
scheme. In very thin nanotubes, further, mixing between
π and σ bands, etc., which is likely to cause anisotropy in-
herent in the formation of a cylindrical structure, should
also be considered.5,38,39) An extension of a tight-binding
model was proposed such that the family effect can be
explained partly.93)

Quasi-particle spectra of nanotubes were calculated
using a first-principles GW method,94) and calculations
were performed also for optical absorption spectra with
the inclusion of excitonic final state interactions.95,96)

These calculations are limited to nanotubes with a very
small diameter including those grown in a special meth-
od.97) There have been some reports on a phenomeno-
logical description of excitons in nanotubes also.98,99)

§7. Absence of Backward Scattering

7.1 Effective Hamiltonian

In the following, we shall derive an effective Hamil-
tonian based on the nearest-neighbor tight-binding model
considered in §2.24) In the presence of impurity potential,
the equation of motion (2.4) is replaced by

[ε − uA(RA)]ψA(RA) = −γ0

∑

l

ψB(RA−�τl),

[ε − uB(RB)]ψB(RB) = −γ0

∑

l

ψA(RB +�τl),
(7.1)

where uA(RA) and uB(RB) represent local site energy.
When being multiplied by g(r−RA)a(RA) and summed
over RA, the term containing this impurity potential
uA(RA) becomes
∑

RA

g(r−RA)uA(RA)a(RA)a(RA)†FA(r)

=

(

uA(r) eiηu′
A(r)

e−iηu′
A(r)∗ uA(r)

)

FA(r),
(7.2)

with

uA(r) =
∑

RA

g(r−RA)uA(RA),

u′
A(r) =

∑

RA

g(r−RA)ei(K′−K)·RAuA(RA).
(7.3)

Similarly, the term containing this impurity potential
uB(RB) becomes
∑

RB

g(r−RB)uB(RB)b(RB)b(RB)†FB(r)

=

(

uB(r) −ωe−iηu′
B(r)

−ω−1eiηu′
B(r)∗ uB(r)

)

FB(r), (7.4)

with

uB(r) =
∑

RB

g(r−RB)uB(RB),

u′
B(r) =

∑

RB

g(r−RB)ei(K′−K)·RBuB(RB).
(7.5)

Therefore, the 4×4 effective potential of an impurity is
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Fig. 29 Calculated effective strength of the potential for
a model Gaussian impurity at a B site.

written as

V =

⎛

⎜

⎝

uA(r) 0 eiηu′
A(r) 0

0 uB(r) 0 −ω−1e−iηu′
B(r)

e−iηu′
A(r)∗ 0 uA(r) 0
0 −ωeiηu′

B(r)∗ 0 uB(r)

⎞

⎟

⎠
.

(7.6)

When the potential range is much shorter than the

circumference L and the potential at each site is suffi-

ciently weak, we have

uA(r) = uAδ(r−rA),

uB(r) = uBδ(r−rB),

u′
A(r) = u′

Aδ(r−rA),

u′
B(r) = u′

Bδ(r−rB),

(7.7)

with

uA = Ω0

∑

RA

uA(RA),

uB = Ω0

∑

RB

uB(RB),
(7.8)

and

u′
A = Ω0

∑

RA

ei(K′−K)·RAuA(RA),

u′
B = Ω0

∑

RB

ei(K′−K)·RBuB(RB),
(7.9)

where rA and rB are the center-of-mass position of the

effective impurity potential and Ω0 is the area of a unit

cell defined by eq. (2.1). The integrated intensities uA,

etc. have been obtained by the r integral of uA(r), etc.

given by eqs. (7.3)–(7.5). This short-range potential

becomes invalid when the site potential is as strong as

the effective band width of 2D graphite as will be shown

in the end of §9.

7.2 Ideal Conductance

In the vicinity of ε = 0, we have two right-going

channels K+ and K ′+, and two left-going channels K−
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Fig. 30 Calculated effective scattering matrix elements
versus the potential range at ε=0 in the absence of a
magnetic field.

and K ′−. The matrix elements are calculated as24)

VK±K+ = VK′±K′+ =
1

2
(±uA+uB),

VK±K′+ = V ∗
K′±K+ =

1

2
(∓eiηu′

A−ω−1e−iηu′
B).

(7.10)

When the impurity potential has a range larger than the

lattice constant, we have uA = uB and both u′
A and u′

B

become much smaller and can be neglected because of

the phase factor ei(K′−K)·RA and ei(K′−K)·RB .

Figure 29 gives an example of calculated effective

potential uA, uB, and u′
B as a function of d/a for a

Gaussian potential (u/πd2) exp(−r2/d2) located at a B

site and having the integrated intensity u. Because of the

symmetry corresponding to the 120◦ rotation around a

lattice point, we have u′
A =0 independent of d/a. When

the range is sufficiently small, uB and u′
B stay close to

2u because the potential is localized only at the impurity

B site. With the increase of d the potential becomes

nonzero at neighboring A sites and uA starts to increase

and at the same time both uB and u′
B decrease. The

diagonal elements uA and uB rapidly approach u and

the off-diagonal element u′
B vanishes.

Figure 30 shows calculated averaged scattering am-

plitude, given by AL
√

〈|VK±K+|2〉 and AL
√

〈|VK′±K+|2〉
where 〈|VK±K+|2〉 and 〈|VK′±K+|2〉 are the squared ma-

trix elements averaged over impurity position, as a func-

tion of d in the absence of a magnetic field. The back-

ward scattering probability decreases rapidly with d and

becomes exponentially small for d/a ≫ 1. The same is

true of the inter-valley scattering although the depen-

dence is slightly weaker because of the slower decrease of

u′
B shown in Fig. 29.

This absence of the backward scattering for long-

range scatterers disappears in the presence of magnetic

fields. In the presence of a magnetic field perpendicular

to the axis, the matrix elements for an impurity located
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at r=r0 are calculated as

VK±K+ =
1

2A
[±uAF−(x0)

2+uBF+(x0)
2],

VK′±K+ =
1

2A
[∓e−iηu′∗

A−ωeiηu′∗
B]F+(x0)F−(x0),

VK′±K′+ =
1

2A
[±uAF+(x0)

2+uBF−(x0)
2],

VK±K′+ =
1

2A
[∓eiηu′

A−ω−1e−iηu′
B]F+(x0)F−(x0),

(7.11)

where the wave functions in a magnetic field are de-

fined in eq. (3.39). In high magnetic fields, the inter-

valley scattering is reduced considerably because of the

reduction in the overlap of the wavefunction, but the

intra-valley backward scattering remains nonzero be-

cause |F+(x0)| �= |F−(x0)|.
It is straightforward to calculate a scattering or S

matrix for an impurity given by eq. (7.7) and a conduc-

tance of a finite-length nanotube containing many impu-

rities, combining S matrices.49,24) Figure 31 shows some

examples of calculated conductance at ε= 0 in the case

that the impurity potential has a range larger than the

lattice constant, i.e., uA =uB =u and u′
A =u′

B =0. The

conductance in the absence of a magnetic field is always

quantized into 2e2/πh̄ because of the complete absence

of backward scattering. With the increase of the mag-

netic field the conductance is reduced drastically and the

amount of the reduction becomes larger with the increase
of the length.

7.3 Neutrino Analogy

Unless the range of scattering potential is smaller

than the lattice constant, the Schrödinger equation for

the K and K’ points are decoupled and given for the K

point by

(H0 + V )F K(r) = εF K(r), (7.12)

with H0 =γ(�σ·k̂) and

V =

(

V (r) 0
0 V (r)

)

. (7.13)

The equation for the K’ point can be obtained by replac-
ing σy by −σy. For such systems it can be proved that
the Born series for back-scattering vanish identically.24)

This can be ascribed to a spinor-type property of the
wave function under a rotation in the wave vector
space.100) In fact, an electron in the nanotube can be re-
garded as a neutrino, which has a helicity, i.e., its spin is
quantized into the direction of its wave vector, and there-
fore each scattering corresponds to a spin rotation. The
matrix element for scattering is separable into a product
of that of the impurity potential and a spin rotation.

A backward scattering corresponds to a spin rota-
tion by +(2j+1)π with j being an appropriate integer
and its time reversal process corresponds to a spin ro-
tation by −(2j+1)π. The spinor wave function after a
rotation by −(2j+1)π has a signature opposite to that
after a rotation by +(2j+1)π because of the property of
a spin-rotation operator discussed in §2.4. On the other
hand, the matrix element of the time reversal process
has an identical spatial part. As a result, the sum of the
matrix elements of a back-scattering process and its time
reversal process vanishes due to the complete cancella-
tion, leading to the absence of backward scattering.100)

In the presence of a magnetic field, the time reversal
symmetry is destroyed and backward scattering becomes
nonzero. In the band n=0 of semiconducting nanotubes
with ν = ±1, the right-going state of the K point has
the wave vector k+ = (−2πν/3L, |k|) and the left-going
state k− = (−2πν/3L,−|k|) with ±|k| being the wave
vector along the axis direction. Therefore, the backscat-
tering k+→k− does not correspond to the spin rotation
by +(2j +1)π or −(2j +1)π. As a result backscatter-
ing does not vanish and a nonzero resistance appears in
semiconducting nanotubes even in the absence of a mag-
netic field. Further discussions will be given in §7.5 in
relation to the time reversal symmetry.

A similar phase change of the back scattering pro-
cess is the origin of the so-called anti-localization effect in
systems with strong spin-orbit scattering.101) In the ab-
sence of spin-orbit interactions, the scattering amplitude
of each process and that of corresponding time-reversal
process are equal and therefore their constructive inter-
ference leads to an enhancement in the amplitude of
back scattering processes. This gives rise to the so-called
quantum correction to the conductivity in the weak lo-
calization theory. In the presence of a strong spin-orbit
scattering, however, scattering from an impurity causes
a spin rotation and resulting phase change of the wave
function leads to a destructive interference. As a result
the quantum correction has a sign opposite to that in
the absence of a spin-orbit scattering.

7.4 Experiments

There have been some reports on experimental
study of transport in CN ropes.102,103) However, be-
cause of the presence of large contact resistance be-
tween a nanotube and metallic electrode, the measure-
ment of the conductance of a single single-wall nano-
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tube itself is quite difficult and has not been so success-
ful. However, from measurements of single electron tun-
neling due to a Coulomb blockade and charging effect,
important information can be obtained on the effective
mean free path and the amount of backward scattering in
nanotubes.104−106) Discrete quantized energy levels were
measured for a nanotube with ∼ 3 μm length, for ex-
ample, showing that the electron wave is coherent and
extended over the whole length.104)

It was shown further that the Coulomb oscillation
in semiconducting nanotubes is quite irregular and can
be explained only if nanotubes are divided into many
separate spatial regions in contrast to that in metal-
lic nanotubes.107) This behavior is consistent with the
presence of considerable amount of backward scattering
leading to a strong localization of the wave function in
semiconducting tubes. In metallic nanotubes, the wave
function is extended throughout the whole region of a
nanotube because of the absence of backward scatter-
ing. The voltage distribution in a metallic nanotube with
current was measured by electrostatic force microscopy,
which showed clearly that there is essentially no voltage
drop in the nanotube.108)

Single-wall nanotubes usually exhibit large charging
effects due to non-ideal contacts. Contacts problems
were investigated theoretically in various models and an
ideal contact was suggested to be possible under certain
conditions.109−113) Almost ideal contacts were realized
and a Fabry-Perot type oscillation due to reflection by
contacts was claimed to be observed.114)

7.5 Perfectly Conducting Channel

The Fermi energy of CN is known to be controlled
by a gate voltage for a wide range.105,115−121) When the
Fermi level moves away from the energy range where
only linear bands are present, interband scattering ap-
pears because of the presence of several bands at the
Fermi level. Even in such cases there exists a perfectly
conducting channel which transmits through the system
without being scattered back.25)

Let rβ̄α be the reflection coefficient from a state with
wave vector kα to a state with kβ̄ ≡−kβ in a 2D graphite

sheet. Here, β̄ stands for the state with wave vector
opposite to β. Only difference arising in nanotubes is
discretization of the wave vector in the circumference
kx direction. We shall confine ourselves to states in the
vicinity of the K point, but the extension to states near
a K’ point is straightforward.

Corresponding to the 2×2 equation (7.12) containing
Pauli’s spin matrices, a time reversal operation T can be
defined as

ψT = Kψ∗, (7.14)

where the wave function is denoted by ψ for convenience
instead of F K

sk
defined by eq. (2.27) with eq. (2.28), ψ∗

represents the complex conjugate of ψ, and K is an
antisymmetric unitary matrix

K = −iσy =

(

0 −1
1 0

)

. (7.15)

The corresponding operation for an operator P is given

by122)

PT = K tPK−1, (7.16)

where tP is the transpose of P . Note that

K2 = −1. (7.17)

For this definition, we have the identity

(ψ1, Pψ2) = (ψT
2 , PT ψT

1 ), (7.18)

where (ψ,ψ′) stands for the inner product of ψ and ψ′.
It is easy to show that the Hamiltonian H0 in the

absence of scatterers is invariant under the time rever-
sal operation. Further, the potential is given by a real
and diagonal matrix and therefore invariant also. Conse-
quently the T matrix is also invariant under time rever-
sal. Under the time reversal operation, the wave func-
tions are transformed as

ψT
sα = −s u∗

αψsᾱ, ψT
sᾱ = s u∗

αψsα, (7.19)

with

uα = sgn[−θ(kα)]eiφs(kα)+iφs(kᾱ), (7.20)

where sgn(t) denotes the signature of t. This shows that
ψsα and ψsᾱ are indeed connected to each other through
the time reversal. With the use of eq. (7.19), we have

(ψT
sα)T = −s uαψT

sᾱ = −ψsα, (7.21)

which agrees with the result obtained directly using eq.
(7.17), i.e.,

(ψT
sα)T = K2ψsα = −ψsα. (7.22)

Introduce a T matrix defined by

T = V +V
1

ε−H0+i0
V +V

1

ε−H0+i0
V

1

ε−H0+i0
V +· · · .
(7.23)

The scattering matrix S for scattering from channel α to
β is written as

Sαβ = δαβ − i
A

h̄
√

vαvβ
Tαβ , (7.24)

where vα and vβ are the velocity of channels α and β,
respectively.

Because of the time-reversal invariance of T matrix,
we have

Tβ̄α = (ψβ̄ , Tψα) = (ψT
α , TψT

β̄ ), (7.25)

which gives

Tβ̄α = −uα Tᾱβ u∗
β . (7.26)

The negative sign in the right hand side appears because
apart from a trivial phase factor ψT

α can be replaced by
ψᾱ while ψT

β̄
should be replaced by −ψβ .

Therefore, apart from a trivial phase factor arising
from the choice in the phase of the wave function, the
reflection coefficients satisfy the symmetry relation:

rβ̄α = −rᾱβ. (7.27)

This leads to the absence of backward scattering rᾱα =
−rᾱα =0 in the single-channel case as discussed in §7.3.
Define the reflection matrix r by [r]αβ = rᾱβ . Then, we
have r =− tr. In general we have det tP = detP for any
matrix P . In metallic nanotubes, the number of traveling
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modes nc is always given by an odd integer and therefore
det(−r)=−det(r), leading to det(r)=0.

By definition, rβ̄α represents the amplitude of a

reflective wave β̄ with wave function ψβ̄(r) corresponding
to an in-coming wave α with wave function ψα(r). The
vanishing determinant of r shows that there exists at
least one nontrivial solution for the equation

nc
∑

α=1

rβ̄αaα = 0. (7.28)

Then, there is no reflected wave for the incident wave
∑

α aαψα(r), which therefore becomes a perfectly con-
ducting channel.

Figure 32 shows some examples of the length de-
pendence of the calculated conductance in the presence
of scatterers for different values of the energy. There are
three and five traveling modes for 1 < ε(2πγ/L)−1 < 2
and 2 < ε(2πγ/L)−1 < 3, respectively. The upward ar-
rows show the mean free path of traveling modes ob-
tained by solving the Boltzmann transport equation (see
§7.6). Although detailed behavior varies as a function of
energy relative to the band edge, we can safely conclude
that the relevant length scale over which the conductance
decreases down to the ideal single-channel result is given
by the mean free path.

The “time-reversal” symmetry introduced above
is not the real time reversal-symmetry present in 2D
graphite. In fact, in semiconducting tubes, the present
symmetry is destroyed by the fictitious flux φ=−(ν/3)φ0

for the K point arising from the boundary conditions and
giving rise to a nonzero gap as discussed in §3.3. As a
result, backscattering is present and there is no perfectly
conducting channel in semiconducting nanotubes. The
real time-reversal symmetry changes the wave function
at the K point into that at the K’ point because they are
mutually complex conjugate and therefore cannot give
any information on scattering within the K point or the
K’ point.

7.6 Inelastic Scattering

The transport may be discussed using a conven-
tional Boltzmann equation. The transport equation in a
CN is the same as that in quantum wires123) and written
as

− e

h̄
E

∂gmk

∂k
=
∑

m′k′

Wm′k′mk(gm′k′−gmk), (7.29)

where E is the electric field in the axis direction and gmk

is the distribution function for states specified by the
wave vector k in the y direction and the band index m.
We shall consider the case with ε>0 and omit the band
index s for simplicity in the following. The scattering
probability is given in the Born approximation by

Wm′k′mk =
2π

h̄
〈|Vm′k′mk|2〉δ(εm′k′−εmk), (7.30)

where Vm′k′mk is the scattering amplitude.
The transport equation can be solved to the lowest

order in the electric field as

gmk = f(εmk) + eEvmkτmk
∂f

∂ε
(εmk), (7.31)

where f(ε) is the Fermi distribution function, τmk is the
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Fig. 32 An example of the length dependence of the
calculated conductance. The arrows show the mean
free path of traveling modes obtained by solving the
Boltzmann transport equation. For lower three curves
there are three bands with n = 0 and ±1 and for
upper three curves there are five bands with n=0, ±1,
and ±2. The mean free path is same for bands with
same |n| and decreases with the increase of |n|. The
scattering strength is characterized by dimensionless
parameters u/2γL and W =〈ni|ui|2〉/4πγ2, where ni is
the concentration of scatterers in a unit area, ui is the
integrated intensity of a scattering potential, u=〈|ui|〉,
and 〈· · ·〉 denotes the sample average.

relaxation time, and vmk is the group velocity. Substi-
tuting eq. (7.31) into eq. (7.29), we obtain the following
equation for the mean free path Λm(ε) = |vmk|τm for
band m:

∑

m′

(Km−m′+ − Km+m′+) Λm′(ε) = 1, (7.32)

where m and m′ denote the bands crossing the energy ε,
and + (−) the wave vector corresponding to the positive
(negative) velocity in the y direction. The kernel for the
transport equation is given by

Kβα =
A〈|Vβα|2〉
h̄2|vβvα|

, (7.33)

for β �= α, where vα is the velocity of mode α ≡ (m±).
The diagonal elements are defined by

Kαα = −
∑

β 	=α

Kβα. (7.34)

The conductivity becomes

σ =

∫

dε
(

− ∂f

∂ε

)

σ(ε), (7.35)

with

σ(ε) =
e2

πh̄

∑

m

Λm(ε). (7.36)

The actual conductivity should be obtained by multipli-
cation of factor four corresponding to the electron spin
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Fig. 33 An example of the energy dependence of the con-
ductivity calculated using Boltzmann transport equa-
tion. The conductivity is infinite in the energy range
−1<εL/2πγ <+1 but becomes finite in the other re-
gion where there are several bands coexist at the Fermi
level. The dashed line shows the density of states and
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tribution of m=0, the next two m=±1, . . .).

and the presence of K and K’ points. Note that eq. (2.16)
of ref. 124 should be multiplied by two.

Figure 33 shows an example of the conductivity
obtained by solving the Boltzmann equation. The
Boltzmann equation gives an infinite conductivity as
long as the Fermi level lies in the energy range −1 <
ε(2πγ/L)−1 < +1 where only the linear metallic bands
are present. However, the conductivity becomes finite
when the Fermi energy moves into the range where other
bands are present.

This conclusion is quite in contrast to the exact pre-
diction discussed in the previous section that there is at
least a channel which transmits through the system with
probability unity, leading to the conclusion that the con-
ductance is given by 2e2/πh̄ independent of the energy
for sufficiently long nanotubes. The difference originates
from the absence of phase coherence in the approach
based on a transport equation. In fact, in the trans-
port equation scattering from each impurity is treated
as a completely independent event after which an elec-
tron looses its phase memory, while in the transmission
approach the phase coherence is maintained throughout
the system. The same problems appears in the dynami-
cal conductivity.125)

Effects of inelastic scattering can be considered in a
model in which the nanotube is separated into segments
with length of the order of the phase coherence length Lφ

and the electron looses the phase information after the
transmission through each segment. Actually, adjacent
segments are connected to each other in terms of the
transmission and reflection probabilities instead of the
transmission and reflection coefficients, which destroys
the phase coherence between the segments. The length
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Fig. 34 An example of the conductance in the presence
of inelastic scattering as a function of the length for
different values of the phase coherence length Lφ.

of each segment is chosen at random with average Lφ.
Figure 34 shows some examples of calculated con-

ductance. As long as the length is smaller than or com-
parable to Lφ, the conductance is close to the ideal value
2e2/πh̄ corresponding to the presence of a perfect chan-
nel. When the length becomes much larger than Lφ,
the conductance decreases in proportion to the inverse
of the length. With the decrease of Lφ, the conductance
decreases and becomes closer to the Boltzmann result
given by the dotted line. These results correspond to
the fact that a conductivity can be defined for finite Lφ

such that it is proportional to Lφ. The presence of a per-
fectly conducting channel and its sensitivity to inelastic
scattering were obtained also with the use of a maximum
entropy approximation for the distribution of a transfer
matrix.126,127)

7.7 Effects of Symmetry Breaking

The symmetry leading to the perfectly conducting
channel is destroyed obviously by a magnetic field per-
pendicular to the axis and a flux due to a magnetic field
parallel to the axis.128) The symmetry is affected also
by scatterers with range smaller than the lattice con-
stant a.129) Its strength is characterized by the amount
of short-range scatterers relative to the total amount of
scatterers. It is destroyed also by the presence of trigonal
warping of the bands around the K and K’ points.130) In
fact, it is straightforward to show that HT

1 =−H1, where
H1 represent the higher-order k·p part of the Hamilto-
nian (3.43). The effect of warping is characterized by
δa/L where δ is a dimensionless quantity of the order of
unity as has been discussed in §3.6.

Figure 35 shows the arithmetic average 〈G〉 and ge-
ometric average exp〈ln G〉 of the conductivity as a func-
tion of the length in weak magnetic fields. The upward
arrows indicate the localization length ξ, determined by
exp〈lnG(A)〉∝exp(−2A/ξ), where A is the length of CN.
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Fig. 35 The arithmetic and geometric averages of the
conductivity as a function of the length in weak
magnetic fields (L/2πl)2 ≤ 0.5 for W−1 = 1000.
The upward arrows indicate the localization length ξ.
ε(2πγ/L)−1=1.5.

For ε(2πγ/L)−1=0.5, i.e., when only the metallic linear
bands exist, the decay rate of the conductance with the
increase of the length remains small in weak magnetic
fields (L/2πl)2 <∼ 0.1. The decrease of the conductance
with the length becomes appreciable in stronger mag-
netic fields (L/2πl)2 >∼ 0.1 for which the modification of
the wave function itself starts to be important as dis-
cussed in §3.5. Further, the difference between two differ-
ent averages becomes apparent roughly when the length
exceeds the localization length.

Results for several values of the energy ε are shown

in Fig. 36 (a). The number of the bands are 1, 3, 5, and
7 for ε(2πγ/L)−1 = 0.5, 1.5, 2.5, and 3.5, respectively.
When there are several bands at the Fermi level, the in-
verse localization length exhibits a near-plateau behavior
above a small critical value. Similar results for magnetic
flux, short-range scatterers, and trigonal warping are also
included in Fig. 36 as (b), (c), and (d), respectively. The
plateau values are nearly same in all the cases and given
approximately by the inverse of the sum of the mean free
path of the bands obtained in §7.6. All these results show
that the perfect channel can easily be destroyed even by
a very small perturbation when there are several bands
at the energy, while the absence of backscattering is very
robust in the energy range of metallic linear bands.

A typical single-wall metallic nanotube without he-
lical structure is a so-called (10,10) armchair nanotube,
which has L/a=10

√
3, corresponding to a/L=0.057 · · ·.

Even considering the ambiguity in the exact value of δ,
we can expect that the effective strength of the trig-
onal warping is well in the near-plateau region unless
some other effects not included make δ much smaller
than unity. As a result the perfectly conducting channel
is likely to be destroyed in actual single-wall nanotubes
and therefore their transport properties are expected to
be similar to those in conventional quantum wires with
several current carrying subbands.

7.8 Multi-Wall Nanotubes

The magnetoresistance of bundles of multi-wall
nanotubes was measured and a negative magnetoresis-
tance was observed in sufficiently low magnetic fields and
at low temperatures.131) With the increase of the mag-
netic field the resistance starts to exhibit a prominent
positive magnetoresistance. This positive magnetoresis-
tance is in qualitative agreement with the theoretical pre-
diction of the reappearance of backscattering in magnetic
fields as discussed in §§7.2 and 7.7.

Measurements of the resistance of a single multi-
wall nanotube were reported132−136) and irregular oscil-
lation analogous to universal conductance fluctuations
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Fig. 36 The inverse localization length as a function of (a) the magnetic field (the horizontal axis denotes (L/2πl)2),
(b) the magnetic flux (φ/φ0), (c) the amount of short-range scatterers, and (d) the trigonal warping of the band
(δa/L) in a logarithmic scale. In (d), the inverse localization length is much smaller than the range shown in the
figure for ε(2πγ/L)−1=0.5.
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was observed.132) A resistance oscillation more regular
like that of an AB type was observed in a magnetic field
parallel to the CN axis.137,138) Observed resistance oscil-
lation in a parallel field was shown to be consistent with
the AB oscillation of the band gap due to a magnetic
flux passing through a CN cross section.139)

A conductance quantization was observed in multi-
wall nanotubes, although the quantized value is almost
a factor two different between experiments.140,141) This
quantization may be related to the absence of backward
scattering shown here, but much more works are neces-
sary before complete understanding of the experimental
result. In fact, the observation of huge positive magne-
toresistance as predicted in §7.2 is considered to be an
unambiguous proof of the conductance quantization due
to the absence of backward scattering. Further, prob-
lems related to contacts with metallic electrodes should
also be understood.109−113)

At room temperature, where the experiment was
performed, phonon scattering through deformation-poten-
tial coupling plays an important role in usual materials.
In metallic nanotubes, however, the deformation poten-
tial does not contribute to the backscattering as long as
the Fermi level lies in linear bands and only a weak in-
teraction through bond-length change contribute to the
resistivity as will be discussed in §8. As a result a metal-
lic nanotube can be ballistic even at room temperatures.
Note that phonon scattering is very sensitive to the pres-
ence of a magnetic field.29)

Conductance due to inter-tube transfer was directly
measured in telescoping multi-wall CN’s where one end
of an outermost tube is connected to an electrode and
the other end is peeled open and protruding core tubes
are contacted to the other electrode.142) Measured con-
ductance showed monotonic increase with increase of
the telescoping distance suggesting that the dependence
comes from localization of sates in the tube axis direc-
tion.

Theoretical studies have intensively investigated
special cases of commensurate armchair or zigzag double-
wall and multi-wall CN’s. It was shown that shift of
degenerated energy bands occurs and in less symmetric
armchair tubes pseudo-gaps open which lead to reduc-
tion of the number of conducting channels.143−146) In
double-wall CN’s with an infinitely long outer tube and
a finite inner tube and in telescoping tubes, in partic-
ular, antiresonance of conducting channels with quasi-
localized states can cause large conductance oscilla-
tions.146,147)

In actual multi-wall nanotubes, however, the lattice
structure of walls are incommensurate with each other
and therefore the results for commensurate tubes men-
tioned above are inapplicable. There have been reported
several numerical studies of electronic states148,149) and
transport properties.150−153) Most of the results show
that the transfer is negligibly small near the Fermi en-
ergy. The difference between crystal momenta of states
of inner and outer tubes in the absence of inter-tube
coupling was suggested to be responsible,151) as in the
case of carbon-nanotube ropes154) and crossed carbon
nanotubes.155) Effects of inter-tube coupling are still an

open issue to be clarified.

§8. Phonons and Electron-Phonon Interaction

8.1 Long Wavelength Phonons

Acoustic phonons important in the electron scat-
tering are described well by a continuum model.29)

The potential-energy functional for displacement u =
(ux, uy, uz) is written as

U [u] =

∫

dxdy
1

2

(

B(uxx+uyy)2 +S
[

(uxx−uyy)2+4u2
xy

]

)

,

(8.1)
with

uxx =
∂ux

∂x
+

uz

R
, uyy =

∂uy

∂y
, 2uxy =

∂ux

∂y
+

∂uy

∂x
, (8.2)

where the term uz/R is due to the finite radius R=L/2π
of the nanotube. The parameters B and S denote the
bulk modulus and the shear modulus, respectively, for a
graphite sheet (B =λ+μ and S =μ with λ and μ being
Lame’s constants). The kinetic energy is written as

K[u] =

∫

dxdy
M

2

[

(u̇x)2+(u̇y)
2+(u̇z)

2
]

, (8.3)

where M is the mass density given by the carbon mass
per unit area, M =9.66×10−7 kg/m2. The corresponding
equations of motion are given by

Müx = (B+S)
∂2ux

∂x2
+ S

∂2ux

∂y2
+ B

∂2uy

∂x∂y
+

B+S

R

∂uz

∂x
,

Müy = B
∂2ux

∂x∂y
+ (B+S)

∂2uy

∂y2
+ S

∂2uy

∂x2
+

B−S

R

∂uz

∂y
,

Müz = −B+S

R

∂ux

∂x
− B−S

R

∂uy

∂y
− B+S

R2
uz.

(8.4)
The phonon modes are specified by the wave vector

along the circumference, χ(n) = 2πn/L, and that along
the axis q, i.e., u(r)=unq exp[iχ(n)x+iqy]. When n=0
or χ(n)=0, the eigen equation becomes

Mω2

⎛

⎝

ux

uy

uz

⎞

⎠=

⎛

⎝

Sq2 0 0
0 (B+S)q2 −i(B−S)qR−1

0 i(B−S)qR−1 (B+S)R−2

⎞

⎠

⎛

⎝

ux

uy

uz

⎞

⎠,

(8.5)
which has three eigen-modes called twisting, stretching,
and breathing modes.

The twisting mode ux is made of pure circumference-
directional deformation and its velocity vt is equal to that
of the transverse acoustic mode of a graphite sheet,

ωT (q) = vT q, vT = vG
T =

√

S

M
. (8.6)

In the long wavelength limit q=0, the radial deformation
generates a breathing mode uz with a frequency

ωB =

√

B+S

M

1

R
, (8.7)

which is inversely proportional to the radius R of the CN.
In the case |qR| ≪ 1, the deformation in the nanotube-
axis direction generates a stretching mode uy. When
ω≪ωB, we have from the last equation of the above

uz ≈ −i
B−S

B+S
qR uy. (8.8)

Upon substitution of this into the second equation, we
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Fig. 37 Some examples of deformation of the cross
section of CN with n=0, ±1, and ±2.

have

ωS = vSq, vS =

√

4BS

(B+S)M
. (8.9)

The velocity vS is usually smaller than that of the longi-
tudinal acoustic mode of the graphite vG

L =
√

(B+S)/M .
We set vG

L = 21.1 km/s and vG
T = 15.0 km/s, and

we obtain vs = 21.1 km/s, vt = 15.0 km/s, and h̄ωB =
2.04×10−2 eV, or 237 K for an armchair CN with R =
0.6785 nm. These values show good agreement with
recent results by Saito et al.156) Note that the breathing
mode can never be reproduced by a zone-folding method
in which periodic boundary conditions are imposed on
phonons in a 2D graphite sheet as is done for electronic
states.

The above model is too simple when dealing with
modes with n �=0. In order to see this fact explicitly, we
shall consider the case with q=0. In this case there is a
displacement given by

ux = −u

n
sin

2inx

L
= −u

n
sin

nx

R
,

uz = u cos
2inx

L
= u cos

nx

R
,

(8.10)

with arbitrary u. This displacement gives uxx =0 identi-
cally and also uyy =uxy =0, giving rise to the vanishing
frequency. For n = ±1, this vanishing frequency is ab-
solutely necessary because the displacement corresponds
to a uniform shift of a nanotube in a direction perpen-
dicular to the axis. For n ≥ 2, on the other hand, the
displacement corresponds to a deformation of the cross
section of the nanotube as shown in Fig. 37. Such de-
formations should have nonzero frequency because oth-
erwise CN cannot maintain a cylindrical form.

Actually, we have to consider the potential energy
due to nonzero curvature of the 2D graphite plane. It is
written as

Uc[u] =
1

2
a2Ξ

∫

dxdy
[( ∂2

∂x2
+

1

R2
+

∂2

∂y2

)

uz

]2

, (8.11)

where Ξ is a force constant for curving of the plane. The
presence of the term 1/R2 guarantees that the defor-
mation with n =±1 given in eq. (8.10) has a vanishing
frequency. This curvature energy is of the order of the
fourth power of the wave vector and therefore is much
smaller than U [u] as long as qR≪1 for n=0 and 1 but
becomes appreciable for n≥2.

Figure 38 shows phonon dispersions calculated in
this continuum model. The twisting mode with a linear
dispersion and the stretching and breathing modes cou-
pled each other at their crossing are given by the solid
lines. There exist modes n = ±1 with frequency which
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Fig. 38 Frequencies of phonons obtained in the contin-
uum model. ωB is the frequency of the breathing mode
and R is the radius of CN.

vanishes in the long wavelength limit q→0. These modes
correspond to bending motion of the tube and therefore
have the dispersion ω∝q2 like a similar mode of a rod. In
ref. 156 these modes have a linear dispersion ω∝|q| pre-
sumably due to inappropriate choice of force constants.

Phonon modes in nanotubes were calculated also
based on a model 2D graphite with periodic boundary
conditions (zone-folding method),157) in a microscopic
model with various force constants,156) and in a valence-
force-field model.158) First-principles calculations were
also performed.159) A comprehensive review on experi-
ments on phonons was published.36)

8.2 Electron-Phonon Interaction

A long-wavelength acoustic phonon gives rise to an
effective potential called the deformation potential

V1 = g1(uxx+uyy), (8.12)

proportional to a local dilation. This term appears as a
diagonal term in the matrix Hamiltonian in the effective-
mass approximation. Consider a rectangular area a×a.
In the presence of a lattice deformation, the area S
changes into S+δS(r) with δS(r)=a2Δ(r), where

Δ(r) =
∂ux

∂x
+

∂uy

∂y
. (8.13)

Therefore, the ion density changes locally by n0 →
n0[1−Δ(r)]. The electron density should change in
the same manner due to the charge neutrality condition.
Consider a two-dimensional electron gas. The poten-
tial energy δε(r) corresponding to the density change
should satisfy δε(r)D(εF)=n0Δ(r), where D(εF) is the
density of states at the Fermi level D(ε) = m/πh̄2 in-
dependent of energy. Therefore, n0 = D(εF)εF, leading
to δε(r) = εFΔ(r). This shows g1 = εF. In the two-
dimensional graphite, the electron gas model may not
be so appropriate but can be used for a very rough es-
timation of g1 as the Fermi energy measured from the
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bottom of the valence bands (σ bands), i.e., 20−30 eV.

A long-wavelength acoustic phonon also causes a

change in the distance between nearest neighbor carbon

atoms and in the transfer integral. Let uA(RA) and

uB(RB) be a lattice displacement at A and B site,

respectively. Then the transfer integral between an atom

at RA and RA−�τl changes from −γ0 by the amount

− ∂γ0(b)

∂b

[

∣

∣�τl+uA(RA)−uB(RA−�τl)
∣

∣− b
]

= −∂γ0(b)

∂b

1

b
�τl ·
[

uA(RA)−uB(RA−�τl)
]

, (8.14)

where b = |�τl| = a/
√

3. Therefore, the extra term ap-

pearing in the right hand side of eq. (2.19) is calculated

as

∑

l

∑

RA

g(r−RA)a(RA)b(RA−�τl)
†
(

− ∂γ0(b)

∂b

)

× 1

b
�τl ·
[

uA(RA)−uB(RA−�τl)
]

FB(r)

=
∑

l

(

−ωeiηe−iK·�τl 0
0 e−iηe−iK′·�τl

)

(

− ∂γ0(b)

∂b

)

× 1

b
�τl ·
[

uA(r)−uB(r−�τl)
]

FB(r). (8.15)

Because uA(r)−uB(r−�τl) involves displacements of

different sublattices, it is determined mostly by optical

modes and the contribution of acoustic modes is much

smaller. In the long-wavelength limit, we can set

�τl ·
[

uA(r)−uB(r−�τl)
]

= λ1�τl ·
[

u(r)−u(r−�τ1)
]

= λ1(�τl ·�∇)�τl ·u(r), (8.16)

where λ1 is a constant much smaller than unity. This

λ1 depends on details of a microscopic model of phonons

and becomes factor ∼ 1/3 smaller than unity in a simple

valence-force-field model.29,158)

Now, we shall use the identity

∑

l

e−iK·�τl ( (τx
l )2 τx

l τy
l (τy

l )2 ) =
ω−1

4
a2 (−1 −i +1 ) ,

∑

l

e−iK′·�τl ( (τx
l )2 τx

l τy
l (τy

l )2 ) =
1

4
a2 (−1 +i +1 ) .

(8.17)

Then, we have

3λ1λ2

4
γ0

⎛

⎜

⎝

eiη
( ∂

∂x
+i

∂

∂y

)

(

ux+iuy

)

0

0 −e−iη
( ∂

∂x
−i

∂

∂y

)

(

ux−iuy

)

⎞

⎟

⎠
,

(8.18)

with

λ2 = − b

γ0

∂γ0

∂b
= −d lnγ0

d ln b
. (8.19)

The above quantities are those in the coordinate system

fixed onto the graphite sheet and become in the coordi-

nate system defined in the nanotube

ux±iuy → e±iη(ux±iuy),
∂

∂x
±i

∂

∂y
→ e±iη

( ∂

∂x
±i

∂

∂y

)

.

(8.20)

Similar expressions can be obtained for FB and the ef-

fective Hamiltonian becomes

H′
K =

(

0 V2

V ∗
2 0

)

, H′
K′ =

(

0 −V ∗
2

−V2 0

)

, (8.21)

with

V2 = g2e
3iη(uxx−uyy+2iuxy), (8.22)

where

g2 =
3λ1λ2

4
γ0. (8.23)

Usually, we have λ2 ∼ 2 for s and p electrons,160) which
combined with λ1 ∼ 1/3 gives g2 ∼ γ0/2 or g2 ∼ 1.5
eV. This coupling constant is much smaller than the
deformation potential constant g1∼30 eV.

8.3 Resistivity

Consider the wave function corresponding to (3.26)
with eqs. (3.27) and (3.28) in the presence of AB flux.
Apart from the spatial part of the wave function, the
(pseudo) spin part of the matrix element is given by

(

s, n,−k
∣

∣

∣

(

V1 V2

V ∗
2 V1

)

∣

∣

∣s, n, +k
)

=
κνϕ(n)[κνϕ(n)−ik]

κνϕ(n)2+k2
V1 +

s[κνϕ(n)−ik]
√

κνϕ(n)2+k2
ReV2. (8.24)

The absolute value of the coefficient of the larger de-
formation potential is given by |κνϕ(n)|/

√

κνϕ(n)2+k2.
For the bands with κνϕ(n) �= 0 like in semiconducting
CN’s, the matrix element is close to V1 near the band
edges |k| ≪ |κνϕ(n)| and decreases slowly with the in-
crease of k. For bands with κνϕ(n) = 0 having a linear
dispersion, however, the coefficient of the deformation
potential vanishes identically.

This means that the diagonal deformation-potential
term does not contribute to the backward scattering in a
metallic linear bands and only the real part of the much
smaller off-diagonal term contributes to the backward
scattering. We have

ReV2 = g2[cos 3η(uxx−uyy) − 2 sin 3η uxy]. (8.25)

In metallic armchair nanotubes with η = π/6, we have
ReV2 = −2g2uxy and only shear or twist waves con-
tribute to the scattering. In metallic zigzag nanotubes
with η = 0, on the other hand, ReV2 = g2(uxx −uyy)
and only stretching and breathing modes contribute to
the scattering. Note that the off-diagonal term due to
bond-length change is not important in semiconducting
nanotubes because of the presence of much larger defor-
mation potential coupling and therefore this dependence
on the structure of CN’s is absent.

Consider metallic CN’s. When a high-temperature
approximation is adopted for phonon distribution func-
tion, the resistivity for an armchair nanotube is calcu-
lated as

ρA(T ) =
h̄

e2

1

R

g2
2kBT

2γ2S
. (8.26)

At temperatures much higher than the frequency of the
breathing mode ωB, the resistivity of a zigzag nanotube
is same as ρA(T ), i.e., ρZ(T )=ρA(T ). At temperatures
lower than ωB, on the other hand, the breathing mode
does not contribute to the scattering and therefore the
resistivity becomes smaller than that of an armchair
nanotube with same radius, i.e., ρZ(T ) = ρA(T )B/(B+
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Fig. 40 Fermi-energy dependence of conductivity for
metallic (solid line) and semiconducting (broken line)
CN’s with g1/g2 = 10 in units of σA(0) denoting the
conductivity of an armchair CN with ε = 0.

S). Figure 39 shows calculated temperature dependence
of the resistivity. Because of the small coupling constant
g2 the absolute value of the resistivity is much smaller
than that in bulk 2D graphite dominated by much larger
deformation-potential scattering. The resistivity of an
armchair CN is same as that obtained in ref. 53 except
for a significant difference in g2.

8.4 Multi-Band Transport

When several bands coexist at the Fermi level, it
is necessary to solve the Boltzmann transport equation
taking scattering between bands into account.124,161) It is
easy to solve the transport equation if elastic-scattering
approximation valid at room temperature is employed as
has been discussed in §7.6. Figure 40 shows the resulting
Fermi energy dependence of conductivity for metallic and
semiconducting CN’s.

In metallic CN’s, when ε(2πγ/L)−1<1, the diagonal
potential g1 causes no backward scattering between two
bands with linear dispersion and smaller off-diagonal po-
tential g2 determines the resistivity. However, when the

Fermi energy becomes higher and the number of sub-
bands increases, g1 dominates the conductivity due to
interband scattering. This is the reason that the con-
ductivity changes drastically depending on the Fermi en-
ergy in metallic CN’s. On the other hand, such a drastic
change disappears for semiconducting CN’s and smaller
conductivity compared to that of a metallic CN shows
dominance of the diagonal potential independent of the
Fermi energy. One noticeable feature is that the con-
ductivity decreases in spite of the increasing number of
conducting modes. The reason is that the interband scat-
tering becomes increasingly important than the number
of conducting modes as in the case with the impurity
scattering.124)

§9. Lattice Vacancies

9.1 Conductance Quantization

A point defect leads to peculiar electronic states.
Scanning-tunneling-micrograph images of a graphene
sheet, simulated in the presence of a local point defect,
showed that a

√
3 ×

√
3 interference pattern is formed

in the wave function near the impurity.162) This is in-
tuitively understood by a mixing of wave functions at
K and K’ points. Some experiments suggest the ex-
istence of defective nanotubes of carpet-roll or papier-
mâché forms.163,164) These systems have many discon-
nections of the π electron network and therefore are ex-
pected to exhibit properties different from those in per-
fect CN’s. In a graphite sheet with a finite width, for
examples, localized edge states are formed at ε=0, when
the boundary is in a certain specific direction.165)

Effects of scattering by a vacancy in armchair
nanotubes have been studied within a tight-binding
model.166,167) Figure 41 shows three typical vacancies:
(a) A, (b) AB, and (c) A3B. In the vacancy (a) a single
carbon site (site A) is removed, in the vacancy (b) a pair
of A and B sites are removed, and in the vacancy (c)
one A site and three B sites are removed. The vacancy
(d) is equivalent to (c). It has been shown that the con-
ductance at ε = 0 in the absence of a magnetic field is
quantized into zero, one, and two times of the conduc-
tance quantum e2/πh̄ for vacancy (c) A3B, (a) A, and
(b) AB, respectively.167)

Numerical calculations were performed for about 1.5
×105 vacancies.167) Let NA and NB be the number of re-
moved atoms at A and B sublattice points, respectively,
and ΔNAB =NA−NB. Then, the numerical results show
that for vacancies much smaller than the circumference,
the conductance vanishes for |ΔNAB |≥2 and quantized
into one and two times of e2/πh̄ for |ΔNAB | = 1 and
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Fig. 41 Schematic illustration of vacancies in an arm-
chair nanotube. The closed and open circles denote A
and B lattice points, respectively. (a) A, (b) AB, (c)
A3B, and (d) A3.
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0, respectively. Figure 42(a) shows the histogram giving
the distribution of the conductance for CN’s with a gen-
eral defect for L/

√
3a = 50. It has a very small tail on

the left-hand side for ΔNAB = 0 and 1. This deviation
from the quantized conductance arises mainly from the
defects which are exceptionally long in the circumference
direction. An example of such defects is illustrated in the
inset.

When the circumference of CN’s is not large enough
compared with the size of a defect, the conductance
quantization is destroyed, as shown in Fig. 42(b) for
L/

√
3a = 10. In this case, the distribution function has

a broad peak around G = 1.6×e2/πh̄ when ΔNAB = 0
and has a sharp peak at G = e2/πh̄ accompanied by a
long tail for ΔNAB = 1. When ΔNAB ≥ 2, however,
the conductance is always given by G= 0 and a perfect
reflection occurs.

9.2 Effective-Mass Description

Effects of impurities with a strong and short-range
potential can be studied also in a k·p scheme.26) As has
been discussed in §7.1, for an impurity localized at a
carbon A site rj and having the integrated intensity u,
we have24)

V (r) = Vjδ(r−rj), (9.1)

with

Vj = u

⎛

⎜

⎜

⎝

1 0 eiφA
j 0

0 0 0 0
e−iφA

j 0 1 0
0 0 0 0

⎞

⎟

⎟

⎠

, (9.2)

and φA
j =(K ′−K)·rj +η. For an impurity at a carbon

B site we have

Vj = u

⎛

⎜

⎝

0 0 0 0
0 1 0 eiφB

j

0 0 0 0
0 e−iφB

j 0 1

⎞

⎟

⎠
, (9.3)

with φB
j =(K ′−K)·rj−η+(π/3).

For this scatterer, the T matrix is solved as

(α|T |β) =
∑

ij

F †
αTijFβ exp(−iκαxi−ikαyi)

× exp(iκβxj +ikβyj), (9.4)

where κα and κβ are the wave vectors in the circumfer-
ence direction corresponding to channel α and β, kα and
kβ are the wave vectors in the axis direction, Fα and Fβ

are corresponding four-component eigenvectors defined
by

Fα(r) =
1√
LA

Fα exp(iκαx+ikαy), etc., (9.5)

and

Tij =
[(

1− 1

AL
V G(ε+i0)

)−1 1

AL
V
]

ij
, (9.6)

with Vjj′ =Vjδjj′ . The Green’s function Gij =G(ri−rj)
is written as

G(r) =
−iA

2γ

⎛

⎜

⎝

G0 G1 0 0
Ḡ1 G0 0 0
0 0 G0 Ḡ1

0 0 G1 G0

⎞

⎟

⎠
, (9.7)

with

G0(x, y) =
iγ

π

∫

dk
∑

n

g0[ε(n, k)]
ε eiκ(n)x+iky

(ε+i0)2−γ2[κ(n)2+k2]
,

G1(x, y) =
iγ

π

∫

dk
∑

n

g0[ε(n, k)]
γ[κ(n)−ik] eiκ(n)x+iky

(ε+i0)2−γ2[κ(n)2+k2]
,

(9.8)
and Ḡ1(x, y)=G1(x,−y), where κ(n)=κνϕ(n) with ν =0
and ϕ=0, for simplicity.

For a few impurities, the T matrix can be obtained
analytically and becomes equivalent to that of lattice
vacancies in the limit of strong scatterers, i.e., |u|→∞.
Figure 43 shows the conductance as a function of the
Fermi energy in the presence of vacancies A, AB, and
A3B in an armchair nanotube illustrated in Fig. 41. In
the case of the A vacancy (a), the conductance becomes
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Fig. 42 Calculated distribution of the conductance of armchair CN’s with a general defect for (a) L/a=50
√

3 and

for (b) L/a=10
√

3. The histogram has a width 5.0×10−2 in units of e2/πh̄ and is normalized by the total number
of defects having specified ΔNAB . The inset shows an example of a defect which causes a large deviation from the
quantized conductance.
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Fig. 43 The energy dependence of the conductance of a vacancy in an armchair nanotube. nc is a cutoff number
corresponding to the condition γκ(nc)≈εc, i.e., nc∼L/a.

the half of the ideal value G = e2/πh̄ at ε = 0, increases
gradually with the increase of ε, and reaches the ideal
value G = 2e2/πh̄ at ε(2πγ/L)−1 = 1. The results
are in agreement with those obtained in a tight-binding
model167) including the dependence on nc∼L/a.

In the case of the AB vacancy pair (b) the conduc-
tance is slightly smaller than the ideal value G=2e2/πh̄
and approaches it with the increase of nc ∼L/a except
in the vicinity of ε = 2πγ/L. Near ε = 2πγ/L the con-
ductance exhibits a dip with G = e2/πh̄, which moves
to the higher energy side with the increase of nc ∼L/a.
At ε = 2πγ/L the conductance recovers the ideal value
G = 2e2/πh̄. In the case of the A3B vacancy (c) , the
conductance vanishes at ε=0 and reaches the ideal value
G = 2e2/πh̄ at ε(2πγ/L)−1 = 1. These behaviors are in
agreement with those in a tight-binding model.167)

At ε=0, in particular, we have

G0(x, y) = 1, G1(x, y) =
cos[π(x+iy)/L]

sin[π(x+iy)/L]
. (9.9)

The off-diagonal Green’s function G1 is singular in the
vicinity of r = 0. Therefore, for impurities localized
within a distance of a few times of the lattice con-
stant, the off-diagonal Green’s function becomes ex-
tremely large. This singular behavior is the origin of the
peculiar dependence of the conductance on the difference
in the number of vacancies at A and B sublattices.

In the limit of a/L → 0 and a strong scatterer the
behavior of the conductance at ε = 0 can be studied
analytically for arbitrary values of NA and NB. The
results explain the numerical tight-binding result that
G = 0 for |ΔNAB | ≥ 2, G = e2/πh̄ for |ΔNAB | = 1,
and G = 2e2/πh̄ for ΔNAB = 0. The origin of this
interesting dependence on NA and NB is a reduction
of the scattering potential by multiple scattering on a
pair of A and B scatterers. In fact, multiple scattering
between an A impurity at ri and a B impurity at rj

reduces their effective potential by the factor |G1(ri −
rj)|−2 ∝ (a/L)2. By eliminating AB pairs successively,

some A or B impurities remain. The conductance is
determined essentially by the number of these unpaired
impurities.

Such a direct pair-elimination procedure is not rig-
orous because there are many different ways in the elim-
ination of AB pairs and multiple scattering between un-
paired and eliminated impurities cannot be neglected
completely because of large off-diagonal Green’s func-
tions. However, a correct mathematical procedure can
be formulated in which a proper combination of A and
B impurities leads to a vanishing scattering potential and
the residual potential is determined by another combina-
tion of remaining A or B impurities.26)

Effects of a magnetic field were studied for three
types of vacancies shown in Fig. 41.167) The results show
a universal dependence on the field component in the di-
rection of the vacancy position. These results are analyt-
ically derived in the effective-mass scheme.168) Effects of
a single B and N atom on transport in a (10,10) CN were
studied using an ab initio pseudopotential method,169)

which showed that doped B and N produce a quasi-
bound impurity state slightly above the Fermi energy
corresponding to a finite potential height of the order of
γ0.

The singularity of the off-diagonal Green’s function
∝ L/a becomes important when the local site energy
u/a2 becomes comparable to γ0. Therefore, the effective
potential of scatterers, eqs. (7.3) and (7.5), obtained in
§7 is valid under the condition that |uA(RA)/γ0| ≪ 1
and |uB(RB)/γ0| ≪ 1 and becomes inappropriate when
uA(RA) and uB(RB) are comparable or larger than γ0.

§10. Junctions and Topological Defects

10.1 Five- and Seven-Membered Rings

A junction which connects CN’s with different di-
ameters through a region sandwiched by a pentagon-
heptagon pair has been observed in the transmission
electron microscope.2) In fact, a pair of five- and seven-
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Fig. 44 The structure of a junction consisting of two
nanotubes with chiral vector L5 and L7 not parallel
to each other (θ is their angle).

membered rings makes it possible to connect two differ-
ent types of CN’s and thus construct various kinds of CN
junctions.170,171) Some theoretical calculations within a
tight-binding model were reported for junctions between
metallic and semiconducting nanotubes and those be-
tween semiconducting nanotubes.171,172) In particular
tight-binding calculations for junctions consisting of two
metallic tubes with different chirality or diameter demon-
strated that the conductance exhibits a universal power-
law dependence on the ratio of the circumference of two
nanotubes.173)

A bend-junction was observed experimentally and
the conductance across such a junction between a (6,6)
armchair CN and a (10,0) zigzag CN was discussed.174)

Energetics of bend junctions were calculated.175) Trans-
port measurements of both metal-semiconductor and
metal-metal junctions were reported.176) The bend junc-
tion is a special case of the general junction. Junctions
can contain many pairs of topological defects. Effects
of three pairs present between metallic (6,3) and (9,0)
nanotubes were studied,166) which shows that the con-
ductance vanishes for junctions having a three-fold rota-
tional symmetry, but remains nonzero for those with-
out the symmetry. Three-terminal CN systems are
also formed with a proper combination of five- and n-
membered (n≥8) rings.177−179)

A Stone-Wales defect or azupyrene is a kind of topo-
logical defect in graphite network.180) They are com-
posed of two pairs of five- and seven-membered rings,
which can be introduced by rotating a C-C bond in-
side four adjacent six-membered rings. There are many
other interesting CN networks. For example, a lot of
pairs of five- and seven-membered rings aligned period-
ically along the tube length can form another interest-
ing networks such as toroidals181,182) and helically-coiled
CN’s.170,183−185) A new type of carbon particles was pro-
duced by laser ablation method in bulk quantities. An in-
dividual particle is a spherical aggregate of many single-
walled tubule-like structures with conical tips with an

average cone angle of 20◦. The conical tips of individual

tubules are protruding out of the surface of the aggregate

like horns, and they are called carbon nanohorns.186)

10.2 Boundary Conditions

Let us consider a junction having a general struc-

ture. Figure 44 shows an example of such junctions.171)

The junction is characterized by two equilateral triangles

with a common vertex point and sides parallel to the chi-

ral vectors L5 and L7 with tilt angle θ of two nanotubes.

There is a five-member ring (whose position is denoted

as R5) at the boundary of the thicker nanotube and the

junction region and a seven-member ring (R7) at the

boundary of the junction region and the thinner nano-

tube. For any site close to the upper boundary denoted

as (−), there exists a corresponding site near the lower

boundary denoted as (+) obtained by a rotation Rπ/3

around R by π/3.

By a proper extrapolation of the wave functions

outside of the junction region, we can generalize the

boundary conditions as

ψA(R′
A) = ψB(RB),

ψB(R′
B) = ψA(RA),

(10.1)

with

R′
A = Rπ/3(RB−R) + R,

R′
B = Rπ/3(RA−R) + R,

(10.2)

for all lattice points RA and RB .

In terms of the envelope functions, these conditions

can be written explicitly as

a(R′
A)†FA(R′

A) = b(RB)†FB(RB),

b(R′
B)†FB(R′

B) = a(RA)†FA(RA).
(10.3)

In the following we shall choose the origin at R, i.e.,

R=0. Because R−1
π/3K =K ′, we have

exp(iK ·R′
A) = exp

(

i[R−1
π/3K]·RB

)

= exp(iK ′ ·RB),

exp(iK ·R′
B) = exp

(

i[R−1
π/3K]·RA

)

= exp(iK ′ ·RA).

(10.4)

Further, we have R−1
π/3K

′ = K−b∗. Noting that RA =

naa+nbb−�τ3 and RB = naa+nbb+�τ2 with integers na

and nb, we have

exp(iK ′ ·R′
A) = exp[i(K−b∗)·RB] = ω exp(iK ·RB),

exp(iK ′ ·R′
B) = exp[i(K−b∗)·RA] = ω−1 exp(iK ·RA),

(10.5)

where use has been made of exp(−ib∗ · �τ3) = ω and

exp(ib∗ ·�τ2)=ω−1.

We first multiply g(r−RB)b(RB) from the left on

both sides of the first of eq. (10.3) and sum them up over

RB to have
∑

RB

g(r−RB)b(RB)a(R′
A)†FA(Rπ/3r)

=
∑

RB

g(r−RB)b(RB)b(RB)†FB(r).
(10.6)
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Fig. 45 Schematic illustration of the topological struc-
ture of a junction of two carbon nanotubes with differ-
ent diameter. In the nanotube regions, two cylinders
corresponding to spaces associated with the K and K’
points are independent of each other and completely
decoupled. In the junction region, on the contrary,
they are interconnected to each other.

We have

b(RB)b(RB)† =

(

1 −ωe−iηei(K′−K)·RB

−ωeiηe−i(K′−K)·RB 1

)

,

b(RB)a(R′
A)† =

(

−ω−1e−iηei(K′−K)·RB −1
1 ωeiηe−i(K′−K)·RB

)

.

(10.7)
Therefore, we have

FA(Rπ/3r) =

(

0 1
−1 0

)

FB(r). (10.8)

Similarly, the second equation of eq. (10.3) gives

FB(Rπ/3r) =

(

0 −ω−1

ω 0

)

FA(r). (10.9)

As a result, the boundary conditions for the envelope
functions in the junction region are written as27)

F (Rπ/3r) = Tπ/3 F (r), (10.10)

with

Tπ/3 =

⎛

⎜

⎝

0 0 0 1
0 0 −ω−1 0
0 −1 0 0
ω 0 0 0

⎞

⎟

⎠
, (10.11)

where

F (r) =

(

F K(r)
F K′

(r)

)

. (10.12)

It is straightforward to show that this should be modified
into

Tπ/3 =

⎛

⎜

⎝

0 0 0 eiψ(R)

0 0 −ω−1eiψ(R) 0
0 −e−iψ(R) 0 0

ωe−iψ(R) 0 0 0

⎞

⎟

⎠
,

(10.13)
with

eiψ(R) = exp[i(K ′−K)·R], (10.14)

if R is not chosen at the origin, i.e., R �= 0. Physical
quantities do not depend on the choice of the origin and
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Fig. 46 The structure of a 2D graphite sheet in the
vicinity of a five- and seven-member ring.

consequently on the phase ψ(R).
Figure 45 gives an illustration of the topological

structure of the junction.27) In the nanotube region, the
K and K’ points are completely decoupled and therefore
belong to different subspaces. In the junction region, the
wave function FK

A turns into FK′

B with an extra phase
e−iψ(R) when being rotated once around the axis. After
another rotation, it comes back to FK

A with an extra
phase ω−1 =exp(−2πi/3). On the other hand, FK

B turns

into FK′

A with phase −ωe−iψ(R) under a rotation and
then into FK

B with phase ω = exp(2πi/3) after another
rotation.

The above boundary conditions for nanotubes and
their junctions have been obtained based on the nearest-
neighbor tight-binding model. The essential ingredients
of the boundary conditions lie in the fact that the 2D
graphite system is invariant under the rotation of π/3
followed by the exchange between A and B sublattices.
Therefore, the conditions given by eq. (10.10) with eqs.
(10.11) or (10.13) are quite general and valid in more
realistic models of the band structure.

The present method can be used also to obtain
boundary conditions around a five- and seven-member
ring schematically illustrated in Fig. 46. First, around
the five-member ring, we note that

T5π/3 Tπ/3 = T2π = 1. (10.15)

This immediately gives the conditions

F (R5π/3r) = T5π/3 F (r), (10.16)

with

T5π/3 = T−1
π/3 =

⎛

⎜

⎝

0 0 0 ω−1

0 0 −1 0
0 −ω 0 0
1 0 0 0

⎞

⎟

⎠
. (10.17)

Around the seven member ring, on the other hand, we
have

F (R7π/3r) = T7π/3 F (r), (10.18)

with T7π/3 =Tπ/3.

10.3 Conductance

Next, we consider envelope functions in the junction
region for ε=0 choosing the origin of (x, y) at R. First,
we should note

k̂x+ik̂y =
2

i

∂

∂z−
, k̂x−ik̂y =

2

i

∂

∂z+
, (10.19)

with z± = x± iy. This means that FK
A and FK′

B are

functions of z =x+iy and FK
B and FK′

A are functions of
z̄ = x− iy. Therefore, the boundary conditions for FK

A
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Fig. 47 The conductance obtained in the two-mode
approximation and tight-binding results of armchair
and zigzag nanotubes versus the effective length of the
junction region (L5−L7)/L5.

and FK′

B are given by

FK
A (

√
ωz) = eiψ(R)FK′

B (z),

FK′

B (
√

ωz) = ωe−iψ(R)FK
A (z).

(10.20)

We seek the solution of the form FK
A (z)∝znA and FK′

B (z)
∝ znB . The substitution of these into the boundary
conditions gives nA = nB = 3m +1 with m being an
integer. Similar relations are also obtained for FK

B (z̄)

and FK′

A (z̄). We have27)

F JA
m (z) =

1√
L5

⎛

⎜

⎝

1
0
0

(−)me−iψ′

⎞

⎟

⎠

(+iz

L5

)3m+1

, (10.21)

and

F JB
m (z̄) =

1√
L5

⎛

⎜

⎝

0
1

(−)m+1e−iψ′

0

⎞

⎟

⎠

(−iz̄

L5

)3m+1

, (10.22)

with e−iψ′

=
√

ωe−iψ(R).

Consider the case θ = 0 for simplicity. The ampli-
tude of the above wave functions decays or grows roughly
in proportion to y3m+1 with the change of y. In partic-
ular, we have

∫ +L(y)/2

−L(y)/2

F JA∗
m ·F JA

m dx ∝
(L(y)

L5

)6m+3

, (10.23)

with L(y) = −(2/
√

3)y. This shows that the squared
amplitude integrated over x varies in proportion to
[L(y)/L5]

6m+3 with the change of L(y). In the case of a
sufficiently long junction, i.e., for small L7/L5, the wave
function is dominated by that corresponding to m = 0.
This means that the conductance decays in proportion
to (L7/L5)

3, explaining results of numerical calculations
in a tight-binding model quite well.173)

An approximate expression for the transmission T
and reflection probabilities R can be obtained by ne-
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Fig. 48 Calculated transmission and reflection probabil-
ities versus the effective length of the junction region
(L5−L7)/L5. Contributions of inter-valley scattering
to the transmission are plotted for θ = 10◦, 20◦, and
30◦. The results are almost independent of the value
of δ.

glecting evanescent modes decaying exponentially into
the thick and thin nanotubes. The solution gives

T =
4L3

5L
3
7

(L3
5+L3

7)
2
, R =

(L3
5−L3

7)
2

(L3
5+L3

7)
2
. (10.24)

We have T ∼4(L7/L5)
3 in the long junction (L7/L5≪1).

When they are separated into different components,

TKK = T cos2
(3

2
θ
)

, TKK′ = T sin2
(3

2
θ
)

, (10.25)

and

RKK = 0, RKK′ = R, (10.26)

where the subscript KK means intra-valley scattering
within K or K’ point and KK’ stands for inter-valley
scattering between K and K’ points. As for the reflection,
no intra-valley scattering is allowed. The dependence
on the tilt angle θ originates from two effects. One is
θ/2 arising from the spinor-like character of the wave
function in the rotation θ. Another θ comes from the
junction wave function with m = 0 which decays most
slowly along the y axis. Figure 47 shows comparison of
the two-mode solution with tight-binding results173) for
θ=0.

In actual calculations, we have to limit the total
number of eigen-modes in both nanotube and junction
regions. In the junction region the wave function for
m ≥ 0 decays and that for m < 0 becomes larger in
the positive y direction. We shall choose cutoff M of
the number of eigen-modes in the junction region, i.e.,
−M −1 ≤ m ≤ M , for a given value of L7/L5 in such
a way that (

√
3L7/2L5)

3M < δ, where δ is a positive
quantity much smaller than unity. With the decrease of
δ, the number of the modes included in the calculation
increases.

Figure 48 shows some examples of calculated trans-
mission and reflection probabilities for δ = 10−4 and
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√
3a (a is the lattice constant). The

conductance grows with the energy and has a peak
before the first band edge ε/γ =±2π/L5, followed by
an abrupt fall-off.

10−8. As for the transmission, contributions from inter-
valley scattering (K →K ′) are plotted together for sev-
eral values of θ. The dependence on the value of δ is
extremely small and is not important at all, showing
that the analytic expressions for the transmission and
reflection probabilities obtained above are almost exact.

Explicit calculations were performed also for ε �= 0
and Fig. 49 shows an example.27) The conductance grows
with the energy and has a peak before the first band edge
ε = ±2πγ/L5. Near the band edge, the conductance
decreases abruptly and falls off to zero. This behavior
cannot be obtained if we ignore the evanescent modes
in the tube region.173) This implies the formation of
a kind of resonant state in the junction region, which
would bring forth the total reflection into the thicker
tube region. The tight-binding results173) show a small
asymmetry between ε > 0 and ε < 0. The asymmetry
arises presumably from the presence of five- and seven-
member rings and is expected to be reduced with the
increase of the circumference length.

Effects of a magnetic field perpendicular to the axis
were also studied.187) The results show a universal de-
pendence on the field-component in the direction of the
pentagonal and heptagonal rings, similar to that in the
case of vacancies.167) On the other hand, k·p calcula-
tion shows that the junction conductance is independent
of the magnetic field.27) In high magnetic fields, the con-
ductance is very sensitive to small perturbations because
of a huge buildup of the density of states at ε=0 as dis-
cussed in §3.5. As a result a slight deviation from the
effective-mass scheme present in a tight-binding model
can cause a large difference.

Some carbon nanotubes are closed by a half fullerene
called a cap at the end.188) According to Euler’s theorem
there are six five-membered rings in a cap if it contains no
other topological defects. Patterns associated with the
presence of six five-membered rings were observed by a
field emission microscopy.189) The local density of states

of caps of a nanotube was calculated in a tight-binding
model and the presence of states localized in a cap was
predicted.190) Nanotube caps were studied by scanning
tunneling microscopy or spectroscopy and a sharp peak
was observed in the cap region and similar peaks were
obtained theoretically for a model cap structure.191,192)

The boundary conditions around a five-membered ring
obtained above have been used for the study of electron
scattering by a cap and states localized inside a cap.23)

10.4 Stone-Wales Defect

As illustrated in Fig. 50 (a), a Stone-Wales defect180)

is realized by bond alternation within four nearest hon-
eycombs. An effective-mass Hamiltonian for a nonlo-
cal Stone-Wales defect can be derived by following a
procedure similar to that of impurities or short-range
defects.28)

To express this system we have various choices, as
shown in Figs. 50 (b)–(d):

(b) Cut RA1–RB3 and RB1–RA2 and connect RA1–
RA2 and RB1–RB3.

(c) Cut RA1–RB2 and RB1–RA3 and connect RA1–
RA3 and RB1–RB2.

(d) Add RC1 and RC2 and connect RC1–RA2, RC1–
RB2, RC2–RA3, RC2–RB3, and RC1–RC2. Set the
amplitude of wave functions zero at RA1 and RB1

by introducing an on-site potential u0 and letting it
sufficiently large.

These bond constructions are classified into two types,
asymmetrical way (b) and (c) and symmetrical way (d).
The effective Hamiltonian depends on these choices.

Figure 51 shows results of numerical calculations for
each model. The conductance exhibits two dips at a pos-
itive energy and a negative energy. Except in the vicinity
of the dips, the conductance is close to the ideal value
2e2/πh̄. With the increase of the circumference, the dip
energies approach the band edges and the deviation of
the conductance from the ideal value becomes smaller.
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Fig. 50 (a) Stone-Wales defect in 2D graphite sheet.
Bond alternation makes this type of defect, consisting
of heptagons and pentagons. (b) and (c) Two ways
to make non-local potential of the Stone-Wales defect
in the k·p scheme. In this case, bond alternation
is asymmetric contrary to the original defect. (d)
Another way of making a Stone-Wales defect. The
bond potential becomes symmetric.
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√

3ma
(m=18) with a Stone-Wales defect. Results of tight-
binding calculation are also plotted in a dot-dashed
line.

The results in the k·p scheme are in good agreement
with tight-binding results.

The two-dip structure corresponds to the case of a
pair of vacancies at A and B sites although two dips lie at
positions asymmetric around ε=0. A Stone-Wales defect
can be obtained by first removing a pair of neighboring A
and B sites and then adding a pair in the perpendicular
direction. The above result shows that the removal of a
pair is likely to be more dominant than the addition of
nonlocal transfer between neighboring sites.

Effects of a magnetic field can be studied also.28)

The conductance is scaled completely by the field compo-
nent in the direction of a defect and the field-dependence
is similar to that of an A and B pair defect. The bond al-
ternation manifests itself as a small conductance plateau
in high magnetic fields. The conductance of CN with
L/a = 10

√
3 containing a Stone-Wales defect has been

calculated by pseudopotential method.193)

§11. Summary

Electronic and transport properties of carbon nano-
tubes have been discussed from a theoretical point of
view. The effective-mass or k·p scheme is particularly
suitable for understanding global and essential features.
In this scheme, the motion of electrons in carbon nano-
tubes is described by Weyl’s equation for a massless neu-
trino with a helicity. As a result, electrons in nanotubes
can be regarded as (charged) neutrinos on the cylinder
surface with a fictitious Aharonov-Bohm magnetic flux.
The amount of the flux, determined by the structure of
nanotubes, vanishes in metallic nanotubes but is nonzero
in semiconducting tubes.

In particular, we have exotic transport properties of
metallic nanotubes such as the absence of backward scat-
tering and the conductance quantization in the presence
of scatterers unless the potential range is smaller than the
lattice constant, the presence of a perfectly conducting
channel when several bands coexist and its sensitivity to

various symmetry breaking effects, and a conductance
quantization in the presence of strong and short-range
scatterers such as lattice vacancies. At high temper-
atures scattering by phonons starts to play some role,
but is not important in metallic nanotubes because con-
ventional deformation potential coupling is absent and
only much smaller coupling through bond-length change
contributes to the scattering. On the other hand, semi-
conducting nanotubes do not have such peculiar prop-
erties because of the presence of deformation-potential
scattering but behave like conventional quasi-1D systems
such as quantum wires fabricated on semiconductor het-
erostructures.

Optical properties of semiconducting nanotubes are
interesting because of one-dimensional nature. In fact,
optical absorption is appreciable only for the light po-
larization parallel to the axis and almost all the inten-
sity is transfered to excitons from continuum interband
transitions. A band-gap renormalization due to electron-
electron interactions play important roles also. Further,
the band structure is strongly modified by magnetic flux
due to Aharonov-Bohm effects.

By a pair of five- (pentagon) and seven-membered
(heptagon) rings, two nanotubes with different diame-
ter and structure can be connected to each other. The
presence of such a topological defect leads to interest-
ing boundary conditions on the wave function such that
the K and K’ points are exchanged as well as A and B
sublattices. For junctions between metallic nanotubes,
the conductance exhibits a characteristic power-law de-
pendence on the junction length. Such topological ef-
fects are absent for a Stone-Wales defect consisting of
two heptagon-pentagon pairs next to each other.
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