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Abstract. A brief review is given of electronic and transport properties of carbon nanotubes
mainly from a theoretical point of view. The topics include a giant Aharonov–Bohm effect on
the bandgap and a Landau-level formation in magnetic fields, absence of backward scattering
except for scatterers with a potential range smaller than the lattice constant, a conductance
quantization in the presence of short-range and strong scatterers such as lattice vacancies and
transport across junctions between nanotubes with different diameters.

1. Introduction

Graphite needles called carbon nanotubes (CNs) were
discovered recently [1, 2] and have been a subject of an
extensive study. A CN is a few concentric tubes of
two-dimensional (2D) graphite consisting of carbon-atom
hexagons arranged in a helical fashion about the axis. The
diameter of CNs is usually between 20 and 300 Å and their
length can exceed 1 µm. The distance between adjacent
sheets or walls is larger than the distance between nearest
neighbour atoms in a graphite sheet and therefore electronic
properties of CNs are dominated by those of a single layer
CN. Single-wall nanotubes are produced in the form of ropes
[3, 4]. The purpose of this paper is to give a brief review
of recent theoretical study on transport properties of carbon
nanotubes.

Figure 1 shows a transmission micrograph image of
multi-wall nanotubes and figure 2 a computer graphic image
of a single-wall nanotube. Carbon nanotubes can be either a
metal or semiconductor, depending on their diameters and
helical arrangement. The condition of whether a CN is
metallic or semiconducting can be obtained based on the
band structure of a 2D graphite sheet and periodic boundary
conditions along the circumference direction. This result was
first predicted by means of a tight-binding model ignoring the
effect of the tube curvature [5–14].

These properties can be well reproduced in a k · p

method or an effective-mass approximation [15]. In fact,
the effective-mass scheme has been used successfully in
the study of wide varieties of electronic properties of CN.
Some examples are magnetic properties [16] including
the Aharonov–Bohm effect on the bandgap [15], optical
absorption spectra [17, 18], exciton effects [19], lattice
instabilities in the absence [20] and presence of a magnetic

Figure 1. Some examples of transmission micrograph images of
carbon nanotubes [1]. The diameter is 67, 55, and 65 Å from left
to right.

field [21, 22], and magnetic properties of ensembles of
nanotubes [23].

Transport properties of CNs are interesting because of
their unique topological structure. There have been some
reports on experimental study of transport in CN bundles
[24] and ropes [25, 26]. Transport measurements became
possible for a single multi-wall nanotube [27–32] and a single
single-wall nanotube [33–37]. Single-wall nanotubes usually
exhibit large charging effects presumably due to nonideal
contacts.
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Figure 2. A computer graphic image of a single-wall armchair
nanotube.

In this paper we shall mainly discuss transport properties
of nanotubes obtained theoretically in the k · p method
combined with a tight-binding model. In section 2 the
effective-mass equation is introduced and the band structure
is discussed with a special emphasis on Aharonov–Bohm
effects and formation of Landau levels in magnetic fields.
Effects of impurity scattering are discussed and the total
absence of backward scattering is pointed out except for
scatterers with a potential range smaller than the lattice
constant in section 3. The conductance quantization in the
presence of lattice vacancies, i.e., strong and short-range
scatterers, is discussed in section 4. In section 5 the transport
across a junction of nanotubes with different diameters
through a pair of topological defects such as five- and seven-
member rings is discussed. It is worth mentioning that several
papers giving general reviews of electronic properties of
nanotubes have been published already [38–42].

2. Energy bands and Aharonov–Bohm effect

Figure 3 shows the lattice structure and the first Brillouin
zone of 2D graphite together with the coordinate systems
of a nanotube. The unit cell of the 2D graphite has
an area

√
3a2/2 and contains two carbon atoms (denoted

as A and B). A nanotube is specified by a chiral vector
L = naa + nbb with integer na and nb and basis vectors a
and b (|a| = |b| = a = 2.46 Å). In the coordinate system
fixed onto a graphite sheet, we have a = (a, 0) and
b = (−a/2,

√
3a/2). For convenience we introduce

another coordinate system where the x direction is along the
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Figure 3. (a) Lattice structure of two-dimensional graphite sheet. η is the chiral angle. The coordinates are chosen in such a way that x is
along the circumference of a nanotube and y is along the axis. (b) The first Brillouin zone and K and K′ points. (c) The coordinates for a
nanotube.

circumference L and the y direction is along the axis of CN.
The direction of L is denoted by the chiral angle η.

A graphite sheet is a zero-gap semiconductor in the
sense that the conduction and valence bands consisting of π
states cross at K and K′ points of the Brillouin zone, whose
wave vectors are given by K = (2π/a)(1/3, 1/

√
3) and

K ′ = (2π/a)(2/3, 0), as shown in figure 4 [43]. The K and
K′ points are not equivalent because they are not connected
by reciprocal lattice vectors.

Electronic states near a K point of 2D graphite are
described by the k · p equation [15, 44]:

γ (σxk̂x + σyk̂y)FK(r) = γ (σ · k̂)FK(r) = εFK(r) (2.1)

where γ is the band parameter, k̂ = (k̂x, k̂y) is a wave-vector
operator, ε is the energy, and σx , σy and σz are the Pauli spin
matrices. In the above equations, the envelope functions are
written as

FK(r) =
(
FK
A (r)

FK
B (r)

)
. (2.2)

Equation (2.1) has the form of Weyl’s equation for neutrinos
(a Dirac electron with a vanishing rest mass).

For nanotubes with a sufficiently large diameter, their
electronic states near the Fermi level can be obtained
by imposing the periodic boundary condition in the
circumference direction, �(r + L) = �(r). The
Bloch functions at a K point change their phase by
exp(iK · L) = exp(2π iν/3), where ν is an integer defined
by na + nb = 3M + ν with integer M and can take 0 and ±1.
Because �(r) is written as a product of the Bloch function
and the envelope function, this phase change should be
canceled by that of the envelope functions and the boundary
conditions for the envelope functions are given by

FK(r + L) = FK(r) exp

(
−2π iν

3

)
. (2.3)

Energy levels in CN for the K point are obtained by
putting kx = κν(n) with

κν(n) = 2π

L

(
n− ν

3

)
(2.4)

and ky = k in the above k · p equation as [15]

ε(±)
ν (n, k) = ±γ

√
κν(n)2 + k2 (2.5)
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Figure 4. Energy gap versus magnetic flux passing through the
tube cross section for metallic (ν = 0) and semiconducting
(ν = ±1) CN.
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Figure 5. The bandgap of a zigzag nanotube as a function of the
circumference L/a. The dots represent tight-binding results and
the dotted line the result of the lowest-order k · p scheme.

where L = |L|, n is an integer, and the upper (+) and
lower (−) signs represent the conduction and valence bands,
respectively. Those for the K′ point are obtained by replacing
ν by −ν in the above equations. This shows that CN
becomes metallic for ν = 0 and semiconducting with gap
Eg = 4πγ/3L for ν = ±1. Figure 5 compares this gap to
that obtained in a tight-binding model.

In the presence of a magnetic field, the wave-vector
operators become k̂ = −i∇+(eA/ch̄), where A = (Ax,Ay)

is the vector potential. When the field is parallel to the
axis, i.e., in the presence of a magnetic flux φ passing
through the cross section, this leads to the change in the
boundary condition �(r + L) = �(r) exp(2π iϕ) with
ϕ = φ/φ0, where φ0 = ch/e is the magnetic flux quantum.
Consequently, κν(n) is replaced by κνϕ(n) with

κνϕ(n) = 2π

L

(
n + ϕ − ν

3

)
. (2.6)

The corresponding result for the K′ point is again obtained
by the replacement ν → −ν. The bandgap exhibits an
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Figure 6. Energy gap versus magnetic flux passing through the
tube cross section for metallic (ν = 0) and semiconducting
(ν = ±1) CN. After [15].

oscillation between 0 and 2πγ/L with period φ0 as shown
in figure 6. This giant Aharonov–Bohm (AB) effect on the
bandgap is a unique property of CNs. The AB effect appears
also in a tunnelling conductance across a finite-length CN
[45].

In the presence of a magnetic field H perpendicular to
the tube axis, we can use the gauge

A =
(

0,
LH

2π
sin

2πx

L

)
(2.7)

and the effective field for electrons in a CN is given
by the component perpendicular to the surface, i.e.,
H(x) = H cos(2πx/L). The parameter characterizing its
strength is given by α = (L/2πl)2, where l = √

ch̄/eH

is the magnetic length or the radius of the smallest cyclotron
orbit. In the case (L/2πl)2 	 1, the field can be regarded as a
small perturbation, while in the case (L/2πl)2 
 1, Landau
levels are formed on the cylinder surface. An interesting
feature of Weyl’s equation lies in the fact that Landau levels
are formed at energy ε = 0 independent of the field strength.
This anomaly has long been known as the origin of a large
diamagnetism of graphite [46, 47].

Consider a metallic nanotube for example. The energy
levels and wavefunctions are analytically obtained for ε ∼ 0
in this case [48]. The results are

FK
sk = 1√

2A

( −is(k/|k|)F−(x)
F+(x)

)
exp(iky)

FK ′
sk = 1√

2A

(
+is(k/|k|)F+(x)

F−(x)

)
exp(iky) (2.8)

with

F±(x) = 1√
LI0(2α)

exp

(
±α cos

2πx

L

)
(2.9)

where A is the length of the nanotube, s = +1 and −1 for the
conduction and valence band, respectively, and I0(z) is the
modified Bessel function of the first kind defined as

I0(z) =
∫ π

0

dθ

π
exp(z cos θ). (2.10)
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Figure 7. Some examples of calculated energy bands of a metallic CN in magnetic fields perpendicular to the axis.

In high magnetic fields (α 
 1), F− is localized around
x = ±L/2, i.e., at the bottom side of the cylinder and F+

is localized around the top side x = 0. The corresponding
eigenenergies are given by

εs(k) = sγ |k|
I0(2α)

(2.11)

which gives the group velocity

v = γ

h̄I0(2α)
(2.12)

and the density of states

D(0) = I0(2α)

πγ
(2.13)

at ε = 0. We should note that

I0(2α) ≈
{

1 + α2 + · · · (α 	 1)

e2α/
√

4πα (α 
 1).
(2.14)

This means that the group velocity for states at ε = 0
decreases and consequently the density of states increases
exponentially with the increase of the magnetic field in the
high-field regime.

Figure 7 gives some examples of energy bands of a
metallic CN in perpendicular magnetic fields [15], which
clearly show the formation of flat Landau levels at the
Fermi level in high fields. It is worth mentioning that
there is no difference in the spectra between metallic and
semiconducting CNs and in the presence and absence of an
AB flux for (L/2πl)2 
 1, because the wave function is
localized in the circumference direction and the boundary
condition becomes irrelevant.

Table 1 shows some examples of actual magnetic-field
strength corresponding to the conditions (L/2πl)2 = 1
and φ/φ0 = 1 as a function of the circumference and the
radius. For a typical single-wall armchair nanotube having

Table 1. Some examples of actual magnetic-field strength
corresponding to the conditions (L/2πl)2 = 1 and φ/φ0 = 1 as a
function of the circumference and the radius. The bandgap of a
semiconducting nanotube is also shown (γ = 6.46 eV Å).

Circumference (Å) 50 100 200 400 800
Diameter (Å) 16 32 64 127 255
Gap (meV) 541 270 135 68 34
Magnetic φ0 2080 520 130 32 8
field (T) (L/2πl)2 = 1 1040 260 65 16 4

circumference L = √
3ma with m = 10, the required

magnetic field is too large, but can be easily accessible by
using a pulse magnet for typical multi-wall nanotubes with a
diameter ∼50 Å.

For nanotubes with a small circumference, we have to
consider higher-order k · p terms in the Hamiltonian. A
higher-order k · p equation was derived in a simple tight-
binding model including only a π orbital for each carbon
atom as [49]
 0

γ

[
(k̂x + ik̂y) +

a e−3iη

4
√

3
(k̂x − ik̂y)

2

]

γ

[
(k̂x − ik̂y) +

a e3iη

4
√

3
(k̂x + ik̂y)

2

]
0


 FK = εFK

(2.15)

for the K point, whereη is the chiral angle. This gives trigonal
warping of the band around the K point in 2D graphite and
gives a small correction to the bandgap of the CN. As shown
in figure 8, the correction takes account of the deviation
from the tight-binding result present in the lowest-order k ·p
theory almost completely. In the presence of a magnetic field
perpendicular to the axis, the higher-order term was shown to
cause the appearance of a small bandgap except in armchair
nanotubes and a shift of the wave vector corresponding to
ε = 0 in armchair nanotubes [49].
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3. Absence of backward scattering

In the presence of impurities, electronic states in the vicinity
of K and K′ points can be mixed with each other. Therefore,
we should use a 4 × 4 Schrödinger equation

HF = εF (3.1)

with

F =
(

FK

F K′

)
F K′ =

(
FK′
A

FK′
B

)
(3.2)

and
H = H0 + V. (3.3)

The unperturbed Hamiltonian is given by

H0 = γ




0 k̂x − ik̂y 0 0
k̂x + ik̂y 0 0 0

0 0 0 k̂x + ik̂y
0 0 k̂x − ik̂y 0


 .

(3.4)
The effective potential of an impurity is written as [50]

V =




uA(r) 0 eiηu′
A(r)

0 uB(r) 0
e−iηu′

A(r)
∗ 0 uA(r)

0 −ω eiηu′
B(r)

∗ 0
0

−ω−1 e−iηu′
B(r)

0
uB(r)


 (3.5)

where ω = exp(2π i/3). If we use a tight-binding model, we
obtain the explicit expressions for the potentials as

uA(r) =
∑
RA

g(r − RA)uA(RA)

uB(r) =
∑
RB

g(r − RB)uB(RB)

u′
A(r) =

∑
RA

g(r − RA) ei(K ′−K)·RAuA(RA)

u′
B(r) =

∑
RB

g(r − RB) ei(K ′−K)·RB uB(RB) (3.6)

where uA(RA) and uB(RB) are the local site energy at site
RA and RB , respectively, due to the impurity potential and
g(r) is a smoothing function having a range of the order of the
lattice constant a and satisfying the normalization condition∑

RA

g(r − RA) =
∑
RB

g(r − RB) = 1. (3.7)

When the potential range is much shorter than the
circumference L, we have

uA(r) = uAδ(r − rA)

uB(r) = uBδ(r − rB)

u′
A(r) = u′

Aδ(r − rA)

u′
B(r) = u′

Bδ(r − rB) (3.8)
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Figure 8. The bandgap of a zigzag nanotube as a function of the
circumference L/a. The dots represent tight-binding results and
the dotted line the result of the lowest-order k · p scheme. When
higher-order k · p terms are included, a small deviation present in
figure 5 is removed almost completely.

with

uA =
√

3a2

2

∑
RA

uA(RA)

uB =
√

3a2

2

∑
RB

uB(RB)

u′
A =

√
3a2

2

∑
RA

ei(K ′−K)·RAuA(RA)

u′
B =

√
3a2

2

∑
RB

ei(K ′−K)·RB uB(RB) (3.9)

where rA and rB are the centre-of-mass position of the
effective impurity potential and

√
3a2/2 is the area of a unit

cell. The integrated intensitiesuA, etc given by equation (3.9)
have been obtained by the r integral of uA(r), etc given by
equation (3.6) and using equation (3.7).

In the vicinity of ε = 0, we have two right-going
channels K+ and K′+, and two left-going channels K− and
K′−. The matrix elements are calculated as [50]

VK±K+ = VK ′±K ′+ = 1
2 (±uA + uB)

VK±K ′+ = V ∗
K ′±K+ = 1

2 (∓u′
A eiη − ω−1 e−iηu′

B). (3.10)

When the impurity potential has a range larger than the lattice
constant, we haveuA = uB and bothu′

A andu′
B become much

smaller and can be neglected because of the phase factor
ei(K ′−K)·RA and ei(K ′−K)·RB . This means that intervalley
scattering between K and K′ points can be neglected for
such impurities as usually assumed in the conventional k · p
approximation. Further, the above shows that the backward
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Figure 9. Calculated effective strength of the potential for a
model Gaussian impurity at a B site. After [50].

scattering probability within each valley vanishes in the
lowest Born approximation.

Figure 9 gives an example of calculated effective
potential uA, uB and u′

B as a function of d/a for a Gaussian
potential located at a B site and having the integrated intensity
u. Because of the symmetry corresponding to a 120◦ rotation
around a lattice point, we have u′

A = 0 independent of d/a.
When the range is sufficiently small, uB and u′

B stay close to
2u because the potential is localized only at the impurity B
site. With the increase of d the potential becomes nonzero
at neighbouring A sites and uA starts to increase and at the
same time both uB and u′

B decrease. The diagonal elements
uA and uB rapidly approach u and the off-diagonal element
u′
B vanishes.

Figure 10 shows calculated averaged scattering
amplitude, given by AL

√
〈|VK±K+|2〉 and AL

√
〈|VK ′±K+|2〉

where 〈|VK±K+|2〉 and 〈|VK ′±K+|2〉 are the squared matrix
elements averaged over impurity position, as a function
of d in the absence of a magnetic field. The backward
scattering probability decreases rapidly with d and becomes
exponentially small for d/a 
 1. The same is true of
the intervalley scattering although the dependence is slightly
weaker because of the slower decrease of u′

B shown in
figure 9.

This absence of the backward scattering for long-range
scatterers disappears in the presence of magnetic fields as
shown in figure 11. In high magnetic fields, the intervalley
scattering is reduced considerably because of the reduction
in the overlap of the wavefunction as shown in equation (2.8),
but the intravalley backward scattering remains nonzero.

The Boltzmann conductivity can be calculated in a
straightforward manner by solving a transport equation in
a way developed for quantum wires [51, 52]. In the limit of
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Figure 10. Calculated effective scattering matrix elements versus
the potential range at ε = 0 in the absence of a magnetic field.
After [50].
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Figure 11. Calculated effective scattering matrix elements versus
the potential range at ε = 0 in the magnetic field corresponding to
(L/2πl)2 = 1. After [50].

short-range scatterers d/a 	 1, in particular, we have

σ = 2σ0

I0(4α)
(3.11)

with

σ0 = 4e2

πh̄
1 1 = τγ

h̄

h̄

τ
= 4ni〈u2〉

γL
(3.12)

R18



Topical review

0.0 0.5 1.0 1.5
0

5

10

 Magnetic Field: (L/2πl)2

 C
on

du
ct

iv
ity

 (
un

its
 o

f σ
0)

 0.0

 0.3

 0.4

 0.5

 1.0

 d/a

Figure 12. Calculated conductivity at ε = 0 as a function of the
effective magnetic field (L/2πl)2 for various values of d/a. In the
absence of a magnetic field, i.e., at (L/2πl)2 = 0, the conductivity
becomes extremely large for d/a > 1. After [50].

where ni is the impurity concentration per unit area and
〈u2〉 = 〈u2

A〉 = 〈u2
B〉 = 〈|u′

A|2〉 = 〈|u′
B |2〉. Figure 12

gives examples of the calculated Boltzmann conductivity
as a function of the effective magnetic field (L/2πl)2.
The positive magnetoresistance present even for d/a 	 1
becomes stronger with the increase of d/a. The conductivity
in the absence of a magnetic field is extremely large when
d/a > 1 because of the vanishing backward scattering
probability.

It is straightforward to calculate a scattering matrix for an
impurity given by equation (3.8) and a conductance of a finite-
length nanotube containing many impurities, combining S

matrices [48, 50]. Figure 13 shows some examples of
calculated conductance at ε = 0 in the case where the
impurity potential has a range larger than the lattice constant,
i.e., uA = uB = u. A typical mean free path 1 defined in
equation (3.12) for the present u is 1/L = 10 (the definition
of 1 is actually quite ambiguous because of the singular
dependence on the magnetic field). The conductance in the
absence of a magnetic field is always quantized into 2e2/πh̄

because of the complete absence of backward scattering.
With the increase of the magnetic field the conductance is
reduced drastically and the amount of the reduction becomes
larger with the increase of the length.

In strong magnetic fields the conductance becomes
nearly independent of the field strength and is roughly
proportional to the inverse of the length. This behaviour
can be understood by the fact that the conductivity of
the 2D graphite is given by 2e2/πh̄ independent of a
magnetic field at ε = 0 [53] and the conductance of the
CN is approximately given by the conductivity of the 2D
graphite multiplied by the circumference and divided by the
length.
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Figure 13. Calculated conductance of finite-length nanotubes at
ε = 0 as a function of the effective strength of a magnetic field
(L/2πl)2 in the case where the effective mean free path 1 is much
larger than the circumference L. The conductance is always given
by the value in the absence of impurities at H = 0. After [50].

It has been proved that the Born series for back-scattering
vanishes identically [50]. This can be ascribed to a spinor-
type property of the wave function under a rotation in the
wave vector space [54]. In fact, an electron in the nanotube
can be regarded as a neutrino, which has a helicity, i.e.,
its spin is always quantized into the direction of its wave
vector, and therefore each scattering corresponds to a spin
rotation. When the potential range is sufficiently large, i.e.,
uA(r) = uB(r) and u′

A(r) = u′
B(r) = 0, a matrix element

for scattering is separable into a product of that of the impurity
potential and a spin rotation.

A back-scattering corresponds to a spin rotation by
+(2n + 1)π with n being an appropriate integer and its time
reversal process corresponds to a spin rotation by −(2n+1)π .
The spinor wave function after a rotation by −(2n + 1)π has
a signature opposite to that after a rotation by +(2n + 1)π
because of a well known property of a spin-rotation operator.
On the other hand, the matrix element of the time reversal
process has an identical spatial part. As a result, the sum
of the matrix elements of a back-scattering process and its
time reversal process cancels out completely, leading to the
absence of backward scattering.

The spin in the present Schrödinger equation is not a
real spin but a pseudo-spin describing the relative amplitude
of the wave function at A and B sublattices. Therefore, the
phase due to the rotation should be regarded as Berry’s phase
[55, 56].

A weak backward scattering becomes possible if effects
of higher-order k · p terms giving a trigonal warping of
the bands are included [54]. The scattering probability for
potential V (r) from a state ky = +k to −k is calculated as

(ka)2 cos2 3η|V (−2k)|2 (3.13)
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Figure 14. Schematic illustration of vacancies in an armchair nanotube. The closed and open circles denote A and B lattice points,
respectively. (a) A, (b) AB, (c) A3B and (d) A3.

in the lowest-order Born approximation, with

V (−2k) =
∫ ∫

dx dy V (r) exp(2iky). (3.14)

The backward scattering increases in proportion to ε2 except
in the case of armchair nanotubes for which η = π/6. These
results were confirmed by a numerical calculation in a tight-
binding model [57].

The magnetoresistance of bundles of multi-wall
nanotubes was measured and a negative magnetoresistance
was observed in sufficiently low magnetic fields and at
low temperatures [24]. With the increase of the magnetic
field the resistance starts to exhibit a prominent positive
magnetoresistance. This positive magnetoresistance is in
qualitative agreement with the theoretical prediction of the
reappearance of backscattering in magnetic fields.

Measurements of the resistance of a single multi-wall
nanotube were reported [27–32] and irregular oscillation
analogous to universal conductance fluctuations was
observed [27]. A resistance oscillation more regular like that
of an Aharonov–Bohm type was observed in a magnetic field
parallel to the CN axis [58]. Recently observed resistance
oscillation in a parallel field was shown to be consistent
with the Aharonov–Bohm oscillation of the bandgap due to
a magnetic flux passing through the CN cross section [59].

Because of the presence of large contact resistance
between a nanotube and metallic electrode, the measurement
of the conductance of a nanotube itself is quite difficult and
has not been so successful. However, from measurements
of single-electron tunnelling due to a Coulomb blockade and
charging effect, important information can be obtained on
the effective mean free path and the amount of backward
scattering in nanotubes [33–37]. Discrete quantized energy
levels were measured for a nanotube with ∼3 µm length,
for example, showing that the electron wave is coherent and
extended over the whole length.

It was shown further that the Coulomb oscillation in
semiconducting nanotubes is quite irregular and can be
explained only if nanotubes are divided into many separate
spatial regions in contrast to that in metallic nanotubes
[60]. This behaviour is consistent with the presence
of a considerable amount of backward scattering leading
to a strong localization of the electron wave function in
semiconducting tubes. In metallic nanotubes, the wave
function is extended throughout the whole region of a
nanotube because of the absence of backward scattering.

A conductance quantization was observed in multi-wall
nanotubes [61]. This quantization is likely to be related to the

absence of backward scattering shown here, but much more
work is necessary including effects of magnetic fields and
problems related to contacts with a metallic electrode before
complete understanding of the experimental result. At room
temperature, where the experiment was performed, phonon
scattering is likely to play an important role [25, 62–64].

4. Lattice vacancies

Some experiments suggest the existence of defective
nanotubes of carpet-roll or papier mâché forms [65, 66].
These systems have many disconnections of the π electron
network governing transport of CNs and therefore are
expected to exhibit properties different from those in perfect
CNs. In a graphite sheet with a finite width, for examples
localized edge states are formed at ε = 0, when the boundary
is in a certain specific direction [67–69].

Effects of scattering by a vacancy in armchair nanotubes
have been studied within a tight-binding model [70–72].
Figure 14 shows three typical vacancies: (a) vacancy I,
(b) vacancy IV and (c) vacancy II. In the vacancy I a single
carbon site (site A) is removed, in the vacancy IV one A site
and three B sites are removed, and in the vacancy II a pair of
A and B sites are removed. The vacancy (d) is equivalent to
(c). It has been shown that the conductance at ε = 0 in the
absence of a magnetic field is quantized into zero, one or two
times the conductance quantum e2/πh̄ for vacancy IV, I and
II, respectively [71, 72].

Figure 15 shows the calculated conductance as a function
of the Fermi energy between ε = 0 and ε = ε(1), where
ε(1) is the energy of the bottom of the first excited band
(ε(1) = 2πγ/L in the k · p scheme). For the vacancy I,
the conductance at ε = 0 is the half of that in a defect
free system. Both intra- and inter-valley components have
an equal amplitude for both transmission and reflection
processes, i.e., |tµν |2 = |rµν |2 = 1/4. The conductance
increases as a function of ε for 0 < ε < ε(1) and reaches
2e2/πh̄ at ε = ε(1), where a perfect transmission occurs,
i.e., tKK = tK ′K ′ = 1. Except at ε = 0 and ε = ε(1), the
conductance increases with the increase of the circumference.

In CNs with the vacancy IV, the conductance at ε = 0
vanishes as shown in figure 15(b) and a perfect reflection
occurs within the same valley, i.e., |rKK | = |rK ′K ′ | = 1. The
conductance increases with increasing ε and reaches 2e2/πh̄

at ε = ε(1). Except at ε = 0 and ε = ε(1), the conductance
increases with increasing L.

In CNs with the vacancy II, the conductance around
ε = 0 is slightly smaller than 2e2/πh̄ and gradually increases
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Figure 15. Calculated conductance in units of e2/πh̄ as a
function of the Fermi energy for CNs with vacancy I (a), IV (b)
and II (c), where the energy is scaled by ε(1), which corresponds
to the bottom of the second conduction bands. After [71].

and approaches 2e2/πh̄ with the increase of the radius as
shown in figure 15(c). The deviation from the perfect
conductance 2e2/πh̄ decreases with the increase of L in

proportion to (a/L)2. The conductance exhibits a dip at
the energy slightly below ε = ε(1), but reaches 2e2/πh̄ at
ε = ε(1). The back-scattering within each valley rKK and
rK ′K ′ and the transmission between different valleys tKK ′ and
tK ′K are absent because of a mirror symmetry about a plane
containing the axis.

Numerical calculations were performed for about
1.5 × 105 vacancies and demonstrated that such quantization
is quite general [73]. Let NA and NB be the number of
removed atoms at A and B sublattice points, respectively,
and :NAB = NA − NB . Then, the numerical results show
that for vacancies much smaller than the circumference, the
conductance vanishes for |:NAB | � 2 and quantized into one
and two times e2/πh̄ for |:NAB | = 1 and 0, respectively.

Effects of the vacancy I in armchair nanotubes were
studied in a similar tight-binding model [70], in which the
conductance at ε = 0 was claimed to approach 2e2/πh̄ with
increasing L. It is likely, however, that the results do not
exactly correspond to ε = 0 but to a small but nonzero value.
In fact, if the conductance obtained above is plotted against
L for ε/γ0 = 0.02, the resulting curve is almost same as that
given in figure 3 of [70].

Effects of impurities with a strong and short-range
potential can be studied also in a k · p scheme [74]. For
an impurity localized at a carbon A site rj and having the
integrated intensity u, we have [50]

V (r) = Vjδ(r − rj ) (4.1)

with

Vj = u




1 0 eiφAj 0
0 0 0 0

e−iφAj 0 1 0
0 0 0 0


 (4.2)

and
φA
j = (K ′ − K) · rj + η. (4.3)

For an impurity at a carbon B site we have

Vj = u




0 0 0 0
0 1 0 eiφBj

0 0 0 0
0 e−iφBj 0 1


 (4.4)

with
φB
j = (K ′ − K) · rj − η +

π

3
. (4.5)

The scattering matrix can be written formally as

S = S(0) + S(1) (4.6)

with
S
(0)
αβ = δαβ (4.7)

and

S
(1)
αβ = −i

A

h̄
√|vαvβ |

Tαβ (4.8)

where vα and vβ are the velocity of channels α and β. The
T matrix satisfies

T = V + V
1

ε − H0 + i0
V

+V
1

ε − H0 + i0
V

1

ε − H0 + i0
V + · · · (4.9)
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which is solved as

(α|T |β) =
∑
ij

f+
α Tijfβ exp(−iκαxi − ikαyi)

× exp(iκβxj + ikβyj ) (4.10)

where κα and κβ are the wave vectors in the circumference
direction corresponding to channel α and β, kα and kβ
are the wave vectors in the axis direction, fα and fβ are
corresponding eigenvectors defined by

Fα(r) = 1√
LA

fα exp(iκαx + ikαy) etc (4.11)

and

Tij =
[(

1 − 1

AL
VG(ε + i0)

)−1 1

AL
V

]
ij

(4.12)

with Vjj ′ = Vjδjj ′ . The Green function Gij = G(ri − rj ) is
written as

G(r) = −iA

2γ



g0 g1 0 0
ḡ1 g0 0 0
0 0 g0 ḡ1

0 0 g1 g0


 (4.13)

where

g0(x, y) = iγ

π

∫
dk

×
∑
n

fc[κ(n), k]
ε eiκ(n)x+iky

(ε + i0)2 − γ 2[κ(n)2 + k2]

g1(x, y) = iγ

π

∫
dk

×
∑
n

fc[κ(n), k]
γ [κ(n)− ik] eiκ(n)x+iky

(ε + i0)2 − γ 2[κ(n)2 + k2]
(4.14)

and ḡ1(x, y) = g1(x,−y). We have introduced a cutoff
function fc[κ(n), k] defined by

fc[κ(n), k] = k2
c

k2 + κ(n)2 + k2
c

(4.15)

in order to extract the contribution from states in the vicinity
of the Fermi level. The cutoff wave vector kc is determined
by the condition that the cutoff wavelength 2π/kc should be
comparable to the lattice constant a, i.e., 2π/kc ≈ a.

At ε = 0, in particular, we have

g0(x, y) = 1 (4.16)

and

g1(x, y) = cos[π(x + iy)/L]

sin[π(x + iy)/L]
. (4.17)

The off-diagonal Green function g1 is singular in the vicinity
of r = 0. Therefore, for impurities localized within a
distance of a few times the lattice constant, the off-diagonal
Green function becomes extremely large. This singular
behaviour is the origin of the peculiar dependence of the
conductance on the difference in the number of vacancies
at A and B sublattices.

For a few impurities, the T matrix can be obtained
analytically and becomes equivalent to that of lattice

vacancies in the limit of strong scatterers, i.e., |u|/2γL 
 1.
In particular, the tight-binding results shown in Figure 15
are reproduced quite well. In the limit of a/L → 0 and a
strong scatterer the behaviour of the conductance at ε = 0
can be studied analytically for arbitrary values of NA and
NB . The results explain the numerical tight-binding result
that G = 0 for |:NAB | � 2, G = e2/πh̄ for |:NAB | = 1
and G = 2e2/πh̄ for :NAB = 0.

The origin of this interesting dependence on NA and NB

is a reduction of the scattering potential by multiple scattering
on a pair of A and B scatterers. In fact, multiple scattering
between an A impurity at ri and a B impurity at rj reduces
their effective potential by the factor |g1(ri − rj )|−2 ∝
(a/L)2. By eliminating AB pairs successively, some A
or B impurities remain. The conductance is determined
essentially by the number of these unpaired impurities.

Such a direct elimination procedure is not rigorous
because there are many different ways to eliminate AB pairs
and multiple scattering between unpaired and eliminated
impurities cannot be neglected completely because of
large off-diagonal Green functions. However, a correct
mathematical procedure can be formulated in which a proper
combination of A and B impurities leads to a vanishing
scattering potential and the residual potential is determined
by another combination of remaining A or B impurities.

Effects of a magnetic field were studied for three types
of vacancies shown in figure 14. [71]. The results show a
universal dependence on the field component in the direction
of the vacancy position. There are various other theoretical
calculations in tight-binding models of electronic states and
transport of tubes containing lattice defects [75] or disorder
[76–80].

5. Junctions of nanotubes

A junction which connects CNs with different diameters
through a region sandwiched by a pentagon–heptagon pair
has been observed in the transmission electron microscope
[2]. Figure 16(a) shows such an example and figure 16(b)
bend junctions [81]. Some theoretical calculations on CN
junctions within a tight-binding model were reported for
junctions between metallic and semiconducting nanotubes
and those between semiconducting nanotubes [82, 83]. In
particular tight-binding calculations for junctions consisting
of two metallic tubes with different chirality or diameter
demonstrated the conductance exhibits a universal power-
law dependence on the ratio of the circumference of two
nanotubes [84–86]. The k · p scheme is ideal to clarify
electronic states and their topological characteristics in such
junction systems.

Figure 17 shows the development of a junction system
into a 2D graphite sheet [83]. We separate the development
into three regions, the thick tube, the junction region and the
thin tube. We have a pair of a pentagon (R5) and heptagon
(R7) ring, and L5 and L7 are the chiral vector of the thick
and thin nanotube, respectively. Therefore, R5 − L5 and
R7 − L7 are rolled on to R5 and R7, respectively. An
equilateral triangle with a base connecting R5 and R5 − L7

and another with a base connecting R7 and R7 − L7 have a
common vertex point at R. We choose both the origin of the
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(a)

(b)

Figure 16. Transmission micrograph image of (a) a tip of a
carbon nanotube [2] and (b) bend junctions [81].
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Figure 17. The structure of a junction consisting of two
nanotubes having axes not parallel to each other (θ is their angle).

(x, y) coordinate fixed onto the thick nanotube and that of
the (x ′, y ′) coordinate fixed on the thin nanotube at R. The
angle between L5 and L7 is denoted as θ .

Figure 18. Schematic illustration of the topological structure of a
junction. In the tube regions, two cylinders corresponding to
spaces for the K and K′ points are independent of each other. In
the junction region, they are interconnected to each other.

Boundary conditions can be derived by considering such
a structure of junction [87]. In the junction region, any point
on the development moves onto the corresponding point after
making a rotation by π/3 around R as shown in figure 17.
Then, we have

F [Rπ/3r] = Tπ/3F (r)

Tπ/3 =




0 0 0 eiψ(R)

0 0 −ω−1 eiψ(R) 0
0 −e−iψ(R) 0 0

ω e−iψ(R) 0 0 0




(5.1)
with

eiψ(R) = exp[i(K ′ − K) · R] (5.2)

where ω = exp(2π i/3) and Rπ/3 describes a π/3 rotation
around R. Because of the boundary conditions, states near
the K and K′ point mix together in the junction region.
Figure 18 shows the topological structure of the junction
system.

Under these boundary conditions, the Schrödinger
equation has solutions which are represented in the polar
coordinates (r, φ) with Bessel Zµ = Jµ and Neumann
functions Zµ = Nµ by

F Z
µ = 1√

L5




Z3µ+1(kr) ei(3µ+1)φ

i sgn(ε)Z3µ+2(kr) ei(3µ+1)φ

(−)µi sgn(ε)Z3µ+2(kr) ei(3µ+1)φ

(−)µZ3µ+1(kr) ei(3µ+1)φ


 (5.3)

whereµ is an integer, sgn(t) = +1 for t > 0 and sgn(t) = −1
for t < 0, and k = |ε|/γ . In particular when the energy is
equal to the Fermi energy (ε = 0), these solutions become
[87]

FA
m = 1√

L5




1
0
0

(−1)m


 (

+iz

L5

)3m+1

F B
m = 1√

L5




0
1

(−1)m+1

0


 (−iz̄

L5

)3m+1

(5.4)
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Figure 19. The conductance obtained in the two-mode
approximation and tight-binding results of armchair and zigzag
nanotubes versus the effective length of the junction region
(L5 − L7)/L5. After [87].

where m is an integer, z = x + iy and z̄ = x − iy.
We put the right-going wave from the left side of the

junction (through the thicker tube). To obtain the overall
wave function of the system, we should connect these three
types of solution at the boundary y = y5 (the line connecting
R5 and R5 − L5 in figure 17) and at y ′ = y ′

7 (the line
connecting R7 and R7 − L7).

An approximate expression for the transmission T and
reflection probabilities R can be obtained by neglecting
evanescent modes decaying exponentially into the thick and
thin nanotubes. The solution gives

T = 4L3
5L

3
7

(L3
5 + L3

7)
2

R = (L3
5 − L3

7)
2

(L3
5 + L3

7)
2
. (5.5)

We have T ∼ 4(L7/L5)
3 in the long junction (L7/L5 	 1).

When they are separated into different components,

TKK = T cos2( 3
2θ) TKK ′ = T sin2( 3

2θ) (5.6)

and
RKK = 0 RKK ′ = R (5.7)

where the subscript KK means intravalley scattering within
the K or K′ points and KK′ stands for intervalley scattering
between K and K′ points. As for the reflection, no intravalley
scattering is allowed. The dependence on the tilt angle θ

originates from two effects. One is θ/2 arising from the
spinor-like character of the wave function in the rotation θ .
Another θ comes from the junction wave function withm = 0
which decays most slowly along the y axis. Figure 19 shows
a comparison of the two-mode solution with tight-binding
results [84, 85, 88] for θ = 0.

In actual calculations, we have to limit the total number
of eigenmodes in both nanotube and junction regions. In the
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Figure 20. Calculated transmission and reflection probabilities
versus the effective length of the junction region (L5 − L7)/L5.
Contributions of intervalley scattering to the transmission are
plotted for θ = 10◦, 20◦ and 30◦. The results are almost
independent of the value of δ. After [89].

junction region the wave function for m � 0 decays and that
for m < 0 becomes larger in the positive y direction. We
shall choose cutoff M of the number of eigenmodes in the
junction region, i.e., −M−1 � m � M , for a given value of
L7/L5 in such a way that (

√
3L7/2L5)

3M < δ, where δ is a
positive quantity much smaller than unity. With the decrease
of δ, the number of the modes included in the calculation
increases.

Figure 20 shows some examples of calculated
transmission and reflection probabilities for δ = 10−4 and
10−8. As for the transmission, contributions from intervalley
scattering (K → K ′) are plotted together for several values of
θ . The dependence on the value of δ is extremely small and is
not important at all, showing that the analytic expressions for
the transmission and reflection probabilities obtained above
are almost exact.

Explicit calculations were performed also for ε �= 0 [89]
and figure 21 shows an example. The conductance grows
with the energy and has a peak before the first band edge
ε/γ = ±2π/L5. This behaviour arises from the oscillatory
feature of the Bessel and Neumann functions, which appear
in the eigenmodes in the junction region as in equation (5.3).
Near the band edge, the conductance decreases abruptly and
falls off to zero. This behaviour cannot be obtained if we
ignore the evanescent modes in the tube region [90]. This
implies the formation of a kind of resonant state in the
junction region, which would bring forth the total reflection
into the thicker tube region. The tight-binding results [88, 90]
show a small asymmetry between ε > 0 and ε < 0. The
asymmetry arises presumably from the presence of five- and
seven-member rings and is expected to be reduced with the
increase of the circumference length.
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Figure 21. Calculated conductance versus the energy ε
(−2π/L5 < ε/γ < +2π/L5) for various values of the junction
length. Solid lines represent the results of the k · p method, while
dashed lines show tight-binding data [88] for L5 = 50

√
3a (a is

the lattice constant). The conductance grows with the energy and
has a peak before the first band edge ε/γ = ±2π/L5, followed by
an abrupt fall-off. After [89].

Effects of a magnetic field perpendicular to the axis
were also studied [91]. The results show a universal
dependence on the field component in the direction of the
pentagonal and heptagonal rings, similar to that in the case
of vacancies discussed in the previous section. A bend
junction was observed experimentally (see figure 16(b)) and
the conductance across such a junction between a (6,6)
armchair CN and a (10,0) zigzag CN was discussed [81].
As illustrated in figure 22 the bend junction is a special case
of the general junction shown in figure 17.

Junctions can contain many pairs of topological defects.
Effects of three pairs present between metallic (6,3) and
(9,0) nanotubes were studied [70], which shows that the
conductance vanishes for junctions having a threefold
rotational symmetry, but remains nonzero for those without
the symmetry. Effects of a Stone–Wales defect consisting of
neighbouring two pentagonal and two hexagonal rings were
studied and the resulting conductance was shown to be little
influenced and close to the ideal value 2e2/πh̄ near ε = 0
[92].

6. Nanotubes as a Tomonaga–Luttinger liquid

A metallic CN has energy bands having a linear dispersion
in the vicinity of the Fermi level and therefore is expected to
provide an ideal one-dimensional system where important
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Figure 22. The structure of a bend junction consisting of a (6,6)
armchair nanotube and (10,0) zigzag nanotube. It is a special case
of figure 17 for θ = π/6.

electron–electron interaction effects can be studied. In
fact, there have been many theoretical works in which an
effective low-energy theory was formulated and explicit
predictions were made on various quantities like the energy
gap at ε = 0, the temperature dependence of the
conductivity and the tunnel conductance between the CN and
a metallic contact etc [93–101]. Some experiments reported
results suggesting the presence of such many-body effects
[35, 36, 102].

In [102], for example, electrical connections to
nanotubes were achieved by either depositing electrode metal
over the top of the tubes (‘end contacted’) or by placing the
tubes on top of predefined metal leads (‘bulk contacted’).
At high temperatures, the measured differential conductance
exhibits a power-law dependence on temperature ∝T α and
the applied voltage ∝V α , where T is the temperature and V
is the applied voltage. The obtained power α was shown
to vary between two samples end and bulk contacted, in
rough qualitative agreement with theoretical predictions on
the exponent for tunnelling into bulk and an edge of a one-
dimensional Tomonaga–Luttinger liquid.

7. Summary and conclusion

Electronic and transport properties of carbon nanotubes have
been discussed theoretically based on a k · p scheme. The
motion of electrons in carbon nanotubes is described by
Weyl’s equation for a massless neutrino with a helicity.
This leads to interesting properties of nanotubes including
Aharonov–Bohm effects on the bandgap, the absence of
backward scattering and the conductance quantization in
the presence of scatterers with a potential range larger
than the lattice constant, a conductance quantization in the
presence of lattice vacancies and power-law dependence of
the conductance across a junction between nanotubes with
different diameters.
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