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We calculate the thermal conductivity of crystallinea- andb-quartz in the high-temperature range(500 K to
1100 K) using nonequilibrium molecular dynamics simulations and an empirical interatomic potential. We find
that finite-size effects associated with the nonequilibrium dynamics are not negligible, which implies that
reliable results for the bulk thermal conductivity of quartz must be obtained by extrapolation to infinite sizes.
The calculated thermal conductivity is nearly temperature independent over a wide range of temperature, in
agreement with experiment.
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I. INTRODUCTION

The thermal conductivity of oxide ceramics is important
both in the physics of dielectric materials and in technologi-
cal applications where such materials are used as substrates
for microelectronic devices, as thermal barrier coatings, and
in the production of refractory materials. Heat conduction in
solids can occur either via lattice vibrations, or via electronic
excitations, or via radiative processes. Electronic contribu-
tions to the thermal conductivity are typically small in insu-
lators, for temperatures much smaller than the excitation gap.
Similarly, radiative contributions become important only at
very high temperatures, due to the,T3 dependence of the
radiative term. As a consequence, we restrict our analysis to
the lattice contribution. Nonequilibrium molecular dynamics
sNEMDd is increasingly employed as a means for calculating
the lattice contribution to thermal conductivities, provided an
adequate description of atomic bonding in the material of
interest is available. This method has been extensively tested
and applied to silicon4,5 and zirconia.6 Of the oxide ceramics,
the silicon oxides are arguably the most technologically im-
portant. Therefore, the present study focuses on silicon ox-
ides. Recently, the thermal conductivity of vitreous silica was
determined2 using NEMD and the empirical interatomic po-
tential of van Beest, Kramer, and van Santen(hereafter
“BKS” ).1 Even though qualitative agreement with experi-
ment was found over a wide temperature range, the calcu-
lated thermal conductivity at high temperaturesT.500 Kd
was about a factor of 2 smaller than experiments. The deter-
mination of the thermal conductivity of amorphous materials
via computer simulations are often complicated by the sen-
sitivity of the structure to the detailed molecular dynamics
procedure used to produce the amorphous structure. On the
other hand, calculations of thermal conductivity of crystal-
line materials is unambiguous—independent of the initial
configuration provided that the simulation is of sufficient du-
ration to ensure steady-state temperature profiles are estab-
lished through phonon scattering and provided that the simu-
lation cell is sufficiently large to avoid spurious finite size

effects. Finite-size effects are expected to be larger in quartz
than in vitreous silica, because phonons in vitreous silica are
scattered not only by dynamical disorder, but also by static
(topological) disorder, and therefore have a shorter mean free
path.

The scope of this paper is to evaluate the capability of
NEMD calculations to provide an accurate estimate of the
thermal conductivity in crystalline SiO2. We do so by calcu-
lating the lattice contribution to thermal transport along the
optical ([0001]) axis of quartz.

The qualitative agreement between our calculations of the
thermal conductivity of crystalline quartz with experimental
data suggest that thermal conductivity of quartz is dominated
by the lattice contribution and that the NEMD can be used to
determine thethermal conductivity of crystalline quartz. We
also find that the results are affected by important finite-size
effects, and that full convergence of the results as a function
of the simulation size can be computationally exceptionally
demanding. This suggests that the NEMD approach will pro-
vide a useful tool for the development of crystalline,
SiO2-based ceramics for thermal conductivity-sensitive ap-
plications, but highlights the need for methodological devel-
opments capable of reducing the load of the computation.

II. METHOD

The thermal conductivity,k, is the ratio of the thermal
current to the temperature gradient(Fourier’s law),

k =
Jz

] T/] z
, s1d

whereJz and]T/]z are the heat flux per unit area in and the
temperature gradient along thez-direction, respectively. The
thermal conductivity can be calculated from either
nonequilibrium2,4–15 or equilibrium molecular dynamics16–21

simulations. We adopt a nonequilibrium molecular dynamics
method of velocity rescaling to produce a constant heat flux,
as proposed by Jund and Jullien.2 To calculate the tempera-
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ture profile, we divide a long simulation cell into a series of
thin parallel slabs and measure the temperature in each. Heat
is added to the slab at the center of the simulation cell at a
fixed rate and removed from a slab at one end of the simu-
lation cell at the same rates by rescaling velocities there at
every time step. After sufficient time, this established a tem-
perature profile(gradient) that decreases from the center to
the ends of the simulation cell(periodic boundary conditions
are enforced). Since a thermal flux is imposed and the tem-
perature gradient is measured, we calculate the thermal con-
ductivity through Eq.(1). In the present calculation, we em-
ploy a simulation cell consisting of 434320 hexagonal(9
atom) unit cells (with the long direction parallel tof0001g).
The molecular dynamics simulations were performed using a
velocity Verlet algorithm with a 0.97 fs time step. We use the
popular classical BKS interatomic potential:Fi j =qiqj / r ij
+Aije

−bij r i j −Cij / r ij
6, wherer ij is the separation between atoms

i and j and the other variables are parameters of the potential
which can be found in the original BKS reference.1 We
evaluate the long-range Coulomb terms using the Ewald
summation method. The Ewald method is more computation-
ally demanding than other methods based on the truncation
of the interaction at finite distances.6 However, the dynami-
cal properties of silicates are known to be very sensitive to
the choice of the potential as well as to the details of the
long-range truncation.22 Therefore, in this work we evaluate
Coulomb terms exactly and defer a comparison with trunca-
tion methods to a future study.

The time required to establish a steady-state temperature
profile varied with temperature from,12 ns at 1100 K to
,2 ns at 500 K. Following the suggestion of Schelling and
Phillpot,4 we compute the average temperature in each slab
through kTszdlM =1/Mom=1

M−1 TN−mszd, where kTszdlM is the
temperature atz averaged over the finalM time steps of the
simulation,TN−mszd is the temperature atz in time stepN
−m, andN is the total number of time steps during the entire
simulation. A simple measure of the convergence of the mea-
sured temperature is the degree to which the temperature in
two slabs, equidistant from the slab into which heat is added,
agree. The simulation is terminated when this difference is
less than 3 K. Figure 1 shows the average temperatures in
two slabs, that are equidistant(7 slabs away) from the slab
into which heat is added, versusM. This data shows that the

average has converged withinM =106 MD steps.
Figure 2 shows a typical time-averaged temperature pro-

file used to compute the thermal conductivity. This data was
obtained using a 434320 SiO2 unit cell simulation cell
with a heat flux of 2.9731010 J/m2 s at 500 K(the heat flux
varies slightly with temperature due to the temperature-
dependence of the equilibrium lattice parameters). Although
the entire temperature profile is nonlinear because of the un-
physical manner in which heat is added/removed at the heat
source/sink, the profile is very nearly linear over a substan-
tial range between the heat source and sink. Therefore, the
temperature gradient is extracted by excluding the 5 slabs
around the heat source and 5 slabs around the sink. To fur-
ther improve the accuracy, we make use of the fact that the
system is symmetric about the position of the heat sink. SiO2
undergoes a phase transition froma-quartz tob-quartz be-
tween 800 and 900 K. As a consequence the simulations
were performed with the experimentally determined crystal
structure(and lattice parameter) at each temperature. Both
crystal structures are hexagonal with the same number of
atoms per unit cell.

III. FINITE SIZE EFFECTS

Recent simulations4 demonstrated that the thermal con-
ductivity is nearly independent of the size of the simulation
cell in the plane perpendicular to the heat flux. In the same
work, however, the thermal conductivity was shown to de-
pend on the length of the simulation cell in the direction of
the heat flux. This arises from phonon scattering from the
layers where heat is artificially added or removed from the
system. Kinetic theory gives the thermal conductivity as

k = 1
3cvvl , s2d

where l is the phonon mean free path,cv is the constant
volume lattice specific heat, andv is the sound velocity.
From Eq.(2) the phonon mean free pathl is estimated to be
3k /cvv<2 nm with cv<3 J/scm3 Kd, v<6 km/s, andk
<4 W/sm Kd. The estimated mean free path and simulation
cell sizes are on the same order of magnitude. If the distance
between the layers where heat is added or removedsLz/2d is
comparable with the phonon mean free path, then an effec-
tive mean free pathleff can be defined as4

FIG. 1. Two measurements of the time-dependence of the tem-
perature in two slabs, 3.8 nm from the center of the slab where the
heat was added.

FIG. 2. Typical local temperature profile for temperature gradi-
ent calculation.
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1

leff
=

1

l`

+
4

Lz
. s3d

In order to check the effect of finiteLz we carried out simu-
lations using three different cells, withLz=h12,16,20jc, re-
spectively, wherec is the temperature-dependent lattice pa-
rameter along the optical axisf0001g. The lateral size was
fixed to 434 repeat units of the quartz basal plane. The total
number of atoms in the three simulation cells was 1728,
2304, and 2880, respectively. Figure 3 shows the thermal
conductivity calculated at four different temperatures with
the three cells. At all temperatures the value of 1/k decreases
for decreasing 1/Lz, as expected from(3). However, Eq.(3)
predicts that 1/k should tend linearly with 1/Lz to the Lz
→` limit. A linear fit to the data of Fig. 3 has been at-
tempted, but for temperatures above 800 K it provides a
vanishing lower limit for 1/k, which means that we are un-
able to set an upper limit fork, based on the present simu-
lations. Such a large uncertainity in the asymptotic value
cannot be fully ascribed to statistical errors in the simulations
(the error bars in Fig. 3), as in some cases(e.g., at 500 K and
800 K) these errors are quite small. Instead, the uncertainty
seems to be connected with the nontrivial dependence of 1/k
on 1/Lz. This indicates that finite cell length corrections are
significant and that extrapolation of the data to infinite sizes
can be more problematic than previously thought. We notice
that the values ofLz used in this work are smaller than those
reported in Ref. 6 because the choice to avoid truncating the
Coulomb tails of the interatomic potentials, as discussed
above, results in a considerable increase of the computational
load.

IV. RESULTS AND DISCUSSION

Figure 4 shows the thermal conductivity, determined via
the simulation method described above, versus temperature.
In spite of the large uncertainties, it is interesting to observe
that the calculated temperature dependence ofk is rather
weak, in accordance with experiments. This is at variance
with the typical 1/Ta (with a*1) scaling of the thermal
conductivity in crystals at high temperature. Moreover, as
already mentioned, SiO2 transforms from a-quartz to
b-quartz between 800 and 900 K, but no major changes are
observed in the thermal conductivity.

Figure 4 also shows the thermal conductivity versus tem-
perature, extracted from experiment. This thermal conductiv-
ity was determined from the relationk=DTcpr, whereDT is
the thermal diffusivity,3 cp is the molar heat capacity,23 andr
is the inverse molar specific volume.24 The computed and
experimental thermal conductivities are in qualitative agree-
ment. We notice that the thermal conductivity calculated for
amorphous SiO2 in the same temperature range by Jund and
Julien2 was affected by a similar discrepancy with experi-
ment, but of different sign, their calculated values being
about a factor of 2 smaller than experimental values. Their
calculation was affected by the uncertainty about the actual
structure of amorphous SiO2. Such an uncertainty is removed
here as we consider a crystalline structure. Because we find
that BKS yields systematically higher values fork, it is
likely that the atomistic structure of amorphous SiO2 used in
Ref. 2 is not very representative of real glass, a likely con-
sequence of the very fast quenching rate employed to gener-
ate it.25

Since the calculated thermal conductivity is larger than
the measured thermal conductivity, the conclusion that the
electronic and radiative contributions to the thermal conduc-
tivity are unimportant stands. Of course, the veracity of the
prediction depends upon the degree to which the interatomic
potential describes the system. After the current paper was
submitted, the authors came to know that a relevant paper
was published.26 They calculated thermal conductivity of
various silica structures includinga-quartz from equilibrium
molecular dynamics and obtained a good agreement with
experimental data. Thermal conductivity ofa-quartz has
been decomposed into long range and short range compo-
nents at 250 K. Therefore, nonequilibrium and equilibrium
methods complement each other.

V. CONCLUSION

We have performed the first molecular dynamics simula-
tion to obtain the thermal conductivity ofa- and b-quartz
using the BKS SiO2 interatomic potential. The simulations

FIG. 3. 1/k calculated at four different temperatures is plotted
with error bars as 1/Lz is changed for different cell sizes. FIG. 4. Comparison of the calculated(filled squares) and experi-

mentally measured(Ref. 3) (open circles) thermal conductivity as a
function of temperature. The data at 500 and 800 K were obtained
for a-quartz and those at 900 and 1100 K were obtained for
b-quartz. The calculated thermal conductivity is plotted with error
bars and the experimental transition temperature is 846 K.
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were performed by imposing a thermal flux and measuring
the temperature gradient and extracting the thermal conduc-
tivity through Fourier’s Law. Just as in the experimental
measurements in the 500 KøTø1100 K range, the thermal
conductivity was found to be roughly temperature-
independent. The observation that the predicted thermal con-
ductivity is greater than in the experiments suggests that
electronic and radiative contributions to the thermal conduc-
tivity of quartz are relatively unimportant. However, this
conclusion rests upon the reliability of the empirical inter-
atomic potential. Large finite-size effects prevent a more ac-
curate determination of the thermal conductivity. However, if
finite-size effects scale with the inverse of the length of the
simulation box(which is qualitatively, but perhaps not quan-

titatively true), then the accuracy of a NEMD calculation of
thermal conductivity increases linearly with the computa-
tional speed. This suggests that NEMD will be an increas-
ingly useful tool to predict the thermal conductivity of ce-
ramics. Future work will then have to focus in more detail on
the reliability of interatomic potentials for these systems.
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