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Abstract: Device optimization plays a paramount role in current research on magnetic refrigeration.
Solid state refrigerants have been characterized and numerical simulations assume a critical relevance
in the development of magnetocaloric technology to have alternatives to vapour-compression systems
whose operating elements have high global warming potential. Experimental studies have shown
that the thermal properties of several magnetocaloric materials considerably change around their
Curie temperatures (TC) and that this temperature dependency should not be dismissed. Current
numerical research does not fully predict the complete thermal response of such materials, due to inac-
curacies from neglecting the impact of combining both thermal conductivity (k) and specific heat (Cp)
dependence on temperature. In this study, a simple unidimensional model includes k(T) and Cp(T)
functions as input parameters, highlighting the relevance of considering temperature dependent
thermophysical properties’ inputs when simulating the magnetic refrigerant’s heat transfer processes.
The obtained results evidence that neglecting the temperature dependence of the magnetocaloric
material thermophysical properties, namely its thermal conductivity and its specific heat, affects
its temperature response, what may strongly affect the results after a succession of (hundreds or
thousands) cycles.

Keywords: heat transfer; numerical modelling; thermophysical properties; thermal conductivity;
magnetocaloric materials; temperature dependence

1. Introduction

Thermal management of spaces is, historically, one of humankind’s largest energy uses.
Nowadays, the combined end-use expenditure for regulating household temperatures,
ranging from water heating to refrigeration represent over 50% of domestic and commercial
building energy consumption [1,2]. Access to affordable, reliable and sustainable energy
for all, remains one of the crucial United Nations’ goals for the upcoming decades. Any
sizable efficiency increase on thermal management technology will have a huge impact in
worldwide environment and economics [3]. The development of novel caloric devices aims
to replace the traditional vapor-compression refrigeration and heat pumping technology,
which have low efficiencies and use non-renewable resources [4]. In that respect, for the
past two decades, Magnetocaloric (MC) systems have been the most studied caloric field [5].

Magnetic refrigerators and heat pumps are based on porous-like structures made
of magnetocaloric materials (MCM), most commonly assembled as parallel plate arrays
or packed spheres [6]. These magnetocaloric matrices are cyclically subject to applied
magnetic field changes, where the temperature of the solid-state refrigerant varies due to
magnetic alignment and subsequent entropy changes. This intrinsic Magnetocaloric Effect
(MCE) is maximized in the vicinity of magnetic phase transitions, particularly near the
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Curie temperature (TC), such that if the MCM is demagnetized adiabatically its temperature
decreases [7].

MC devices take advantage of these sharp changes on the refrigerant’s thermodynamic
properties and exploit them in the most efficient thermodynamic cycle. The MC system
usually is made of field generating magnets, a porous regenerator made of a chosen MCM,
a fluid pumping system, and heat exchangers (HEX) [8]. Combining the aforementioned
MC cycle, along with the Heat Transfer Fluid (HTF) oscillation, a temperature difference
is created between the heat exchangers [9]. For example, Gadolinium (Gd), the most
common MCM used in MC prototypes (TC around 294 K), can display a maximum adiabatic
temperature span (∆Tad) of approximately 5.5 K, when subject to an applied magnetic field
from 0 to 2 T [10].

Active magnetic regenerators (AMR) were developed and adopted, in every type of
MC device, to bypass the material’s low ∆Tad, promoting larger heat storage capacities on
both opposite heat sinks. As the energy transfer increases due to a larger temperature span,
in each magnetic cycle, the HTF transfers larger heat loads between the magnetocaloric
material and the heat exchangers. In the AMR cycle, the MCM’s heat capacity acts as a
dynamic regenerator, absorbing or releasing heat into the HTF, actively creating a heat
regenerative ensemble throughout the process [11]. One of the main goals of the regenerator
is to extract as much thermal energy as possible from the magnetized active volume
while still having excellent heat transfer towards the HTF. To optimize such operation,
AMR numerical models are created to help reduce the uncertainty of the next generation
prototypes’ performance. Some examples can be found in recent years in which numerical
models are used to predict and improve the efficiency of MC regenerators when small
variations are introduced in one specific aspect of the device [12–14].

Modelling becomes an essential tool for designing improved thermomagnetic devices,
reducing the number of fully developed prototypes needed to reach high performance
magnetocaloric systems. In the literature, most numerical models use a 1D approach
because of its simplicity and low computational requirements [15]. These types of model
are easy to make, modify and adapt, but they are less accurate. 1D models usually neglect
the interface thermal conduction and require the use of a heat-transfer coefficient between
the fluid and the solid matrix. Despite the larger computational cost, 2D models have also
been considered, mainly used when dealing with slow heat transfer processes along the
perpendicular flow direction, where the modelled fluid cannot transport the heat completely
within one cycle [16]. Regarding the 3D models developed so far, the computational
resources were so high that in order to model a complete MC regenerator, Bouchard et al.
(2009), only computed a few magnetocaloric cycles [17]. In other cases, authors adopt
different strategies to reduce the computing power cost, required by the designed models.
For example Kamran et al. (2016) only modelled one MC microchannel regenerator instead
of a complete structure [18]. Mugica et al. (2018) divided the model into two so that the
fluid dynamics (3D) could be computed separately from the heat transfer process (1D) [19].

Silva et al. (2021) compiled several published MC numerical models, classifying
them by the degree to which the underlying physical phenomena are solved and imple-
mented [20]. Each physical property used in MC models depends on parameters like
temperature T and magnetic field H. In MCM numerical modelling, the use of these two
dependencies in the literature presents itself considerably divergent. Recent models all
use temperature dependent specific heat (Cp(T)) domains, whether it has been calculated
through Mean Field Theory (MFT) or obtained experimentally [21–23]. Cp(T) is required to
have a thermodynamic sound model [24]. Nevertheless, some models have used a constant
Cp approximations [25,26]. These intrinsic thermal properties, like Cp and k are in the
genesis of specific energy transfer mechanisms. To more accurately evaluate the overall
contributions to heat transfer, Cp and k temperature dependence should be accounted for in
numerical simulations [27], not only because it is a closer representation of actual physical
conditions but also to provide better predictive solutions.
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Concerning thermal conductivity k, Nielsen et al. (2012) demonstrated that large
operating frequencies demand large k, and small operating frequencies demand small k,
when simulating a complete AMR regenerator [28]. So far, Silva et al. (2019) developed the
only AMR numerical model that employs temperature dependent k [29]. The research group
concluded that changing k approximately by 50% within a temperature window of 10 K, can
significantly impact the overall AMR cycle’s performance. This result may be approximated
to actual values in some cases since Fujieda et al. (2004) already had measured a 10%
change in thermal conductivity across a 20 K window near room temperature for some
MC materials [30], which can influence the time constant temperature change during the
MCE [31]. Despite that, nowadays, predictive algorithms already can provide reliable and
accurate MCM Cp(T) input values [32], the same cannot be said for the material’s k, which
is still considered immutable [23,33–35].

As pointed out in this introduction, plenty of AMR numerical models have been devel-
oped in the past. However, the accuracy of these models can be improved by considering
temperature dependent properties. Silva et al. (2019) successfully incorporated k(T) values
into a magnetocaloric device model [29]. Nevertheless, in this paper, a deeper scrutiny
is made on the heat transfer dynamics of a idealized MCM slab, detailing the impact of
implementing more than one temperature dependent physical property. The main objective
is to fill a gap in the literature by understanding specifically how the inclusion of Cp(T)
and k(T), in a completely controlled numerical environment, can influence the heat transfer
process, highlighting the relevance of the thermal conductivity’s temperature dependence
on magnetocaloric materials. For this purpose, a 1D mathematical heat transfer model
has been developed to simulate a simple cool-down process in a single Gd stage near-
room temperature and study the impact of changing its thermal properties over time on
its dynamics.

The 1D model is intentionally simple, displaying these effects in a single cool-down
step instead of the complete AMR cycling process period. The developed code grants the
user full control over its inputs and resolution parameters, contrasting with commercial
software packages, which can be restrictive, e.g., when freedom to take a step back or
diverge from the preconceived source code is required. Despite their extensive material
databases, these simulation software suites present unknown temperature dependent
properties characterization for the chosen temperature ranges when dealing with caloric
materials (CM).

This study explores the implications of integrating temperature dependent thermal
properties and investigates their influence on the thermal response dynamics of a magne-
tocaloric material. These implications can undoubtedly affect the dynamics of the complete
AMR systems, which can compromise the model’s predicted performance. However, it
matters noting that the study of these complete systems is out of this paper’s scope.

2. Physical Model

The considered 1D model consists of a gadolinium slab with thickness L, thermally
insulated on all sides except one, allowing horizontal heat flow into an idealized isothermal
external medium. The slab starts the process at Ti = 320 K, and cools down until it reaches
a steady-state temperature of T∞ = 260 K (external medium temperature), assuming a
constant convection heat transfer coefficient of h = 1100 W m−2 K−1 (typical free convection
coefficient value for water).

We’ve explicitly derived a discretization of the spatial nodal temperature from the
energy balance equation. The nodal temperatures of each designated surface point were
obtained using Equations (1)–(3), for each time instant t + n∆t, starting from t, where n
represents the time index and n + 1 the next instant. As the slab cools down, it releases heat
to the external surroundings triggering fluctuations in both temperature dependent Cp and
k, along the material’s control volume nodes.
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Node 1:

T(n+1)
1 =

[
2k12∆t

ρ1C1∆x2

]
Tn

2

+

[
1 − 2k12∆t

ρ1C1∆x2 − 2h∆t
ρ1C1∆x

]
Tn

1

+

[
2h∆t

ρ1C1∆x

]
T∞

(1)

Node 2:

T(n+1)
2 =

[
k12∆t

ρ2C2∆x2

]
Tn

1 +

[
k23∆t

ρ2C2∆x2

]
Tn

3

+

[
1 − k12∆t

ρ2C2∆x2 − k23∆t
ρ2C2∆x2

]
Tn

2

(2)

Node 3:

T(n+1)
3 =

[
k23∆t

ρ3C3∆x2

]
Tn

2 +

[
1 − k23∆t

ρ3C3∆x2

]
Tn

3 (3)

where T is the temperature in each spatial node, h the heat transfer coefficient, ρ the
material’s density, C the specific heat, k the thermal conductivity, and ∆x represents the
control volume length. To determine thermal conditions more accurately near the surface,
the system’s outer node 1 (the interface point between the slab and the external medium
shown in Figure 1) has been assigned to the control volume with thickness of

(
∆x
2

)
. This

control volume acts as a gateway for all the internal heat flowing outwards.

Figure 1. System’s geometry, composed by a piece of Gd and an idealized surrounding. The 1D
model assumes a heat flux path that begins inside the MCM and extends outwards along the line that
intercepts the control volumes associated to nodal points 3, 2 and 1.

Temperature Dependent Physical Properties

The mathematical model introduces both temperature dependent Cp(T) and k(T)
functions in order to see the differences in internal nodal heat transfer at the boundary
interface. As heat flows outwards across fixed distances, average thermal conductivities
between nodes (k12 and k23), were evaluated through the harmonic mean approximation
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(Equations (4) and (5)), that correspond to the effective thermal conductivity values at the
interfaces between the adjacent control volumes 1 and 2, and 2 and 3, respectively:

k12 =

[
2k1k2

k1 + k2

]
(4)

k23 =

[
2k2k3

k2 + k3

]
(5)

Temperature dependent thermal conductivity inputs have been adapted from Silva
et al. (2019) [29], as shown in Figure 2, where k(T) values change between 8.4 and
12.6 W m−1 K−1. A near-room temperature value of 295 K was used to numerically trigger
sudden changes in the material’s thermal conductivity, whether the simulated behaviour is
increasing or decreasing on temperature. The k(T) dependencies can be described as:

1. kGd—constant k = 10.5 W m−1 K−1, equal to the thermal conductivity of Gd at 293 K;
2. k(T)minus—decreasing k while temperature increases;
3. k(T)plus—increasing k while temperature increases.

The chosen values for Cp and ρ were adapted from Petersen et al. (2008) [36]. While ρ
is kept constant at 7900 kg/m3 throughout the entire slab’s surface (ρ1 = ρ2 = ρ3), the chosen
specific heat values were linearly interpolated from data shown in Figure 3. The Curie
temperature is highlighted with a vertical black line at Tc = 293.4 K, around which Cp(T)
suffers a sharp increase from 174.12 to 302.06 J kg−1 K−1, when the material’s temperature
is decreasing.

290 295 300
8.4

10.5

12.6

k(T)constant

k(T)plus

k 
(W

/m
.K

)

Temperature (K)

k(T)minus

Figure 2. Three distinct k(T) dependencies: kGd—dash blue line; k(T)plus—dashed red line;
k(T)minus—dash black line. Adapted from Silva et al. (2019).
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260 270 280 290 300 310 320

174

235

302

Cp
 (J

/k
g.

K)

Temperature (K)

 0T

TC = 293K

Figure 3. The heat capacity of gadolinium as a function of temperature in zero magnetic field.
Adapted from Petersen et al. (2008).

3. Model Validation
3.1. Numerical Stability

The accuracy of our mathematical model solution depends on the number of interior
nodal points and the number of time intervals required to carry the computation until
the end. This accuracy increases with a decreasing ∆t. The chosen length for each control
volume is ∆x = 2L

5 , with L = 1 mm, the typical thickness for a Gd parallel plate of a
magnetocaloric regenerator [37,38]. For each ∆x, the value of ∆t has to be set to meet
prescribed stability requirements [39]. The ∆t value must be maintained below a specific
limit, which requires that the nodal coefficients at the previous time instants must be greater
than or equal to zero:

1.
[

1 − 2k12∆t
ρ1C1∆x

2
− 2h∆t

ρ1C1∆x

]
≥ 0, for Tn

1 coefficient;

2.
[
1 − k12∆t

ρ2C2∆x2 − k23∆t
ρ2C2∆x2

]
≥ 0, for Tn

2 coefficient;

3.
[
1 − k23∆t)

ρ3C3∆x2

]
≥ 0, for Tn

3 coefficient.

A ∆t value of 1 ms meets the stability criterion for every considered scenario.

3.2. Discharged Thermal Energy

The nodal temperature equations for each ∆t compute the transient energy transfer
process into the external medium. The model’s energy conservation has been validated
by analyzing the released heat through the outer boundary. All released energy must go
through all control volumes, meaning that the last passing segment V1, relates directly to
the boundary point 1. The nodal discharged energy is given by:

∆E = ρ1.V1.C1(Tn+1 − Tn) (6)

Two test cases were simulated to validate the model, comparing the slab’s thermal
response for the constant and temperature dependent scenarios, during 100 s. Both cases
start with the same energy storage capacity. The initial specific heat values were set to
Cp = Cp(320 K) and the thermal conductivity was fixed at 10.5 W m−1 K−1.

The total accumulated thermal energy has a value of 105.6 mJ and it is fully discharged
in 15 s (∆E) into the exterior, allowing the heat transfer system to reach (and remain) at
steady-state conditions.
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4. Results

A numerical simulation framework was developed to study the system’s thermal
response at the slab’s surface. For an overall understanding of the system kinetics, the
nodal temperature equations were solved for three different initial Cp values when running
the constant physical properties scenarios (control group data), listed in Table 1. The Cp
values represent the minimum, mean and maximum values taken from Figure 3. These
control group simulations were then compared against five temperature dependent trials:

1. Cp(T), k = 10.5 W m−1 K−1, (Figure 4);
2. Cp constant and k decreases on temperature, (Figure 5);
3. Cp constant and k increases on temperature, (Figure 6);
4. Cp(T) and k decreases on temperature, (Figure 7);
5. Cp(T) and k increases on temperature, (Figure 8);

Table 1. Constant thermal properties values used in control test simulation.

Material Cp (J kg−1 K−1) k (W m−1 K−1) ρ (kg m−3)

Gd
174.12

10.5 7900235.83
302.06

Temperature response and the MCM’s discharged energy results were plotted and ana-
lyzed in Figures 4–8, using constant thermal properties (T.P.) values of Cp = 302.06 J kg−1 K−1

and k = 10.5 W m−1 K−1.
For this particular case, the chosen constant scenario begins the process with higher

accumulated energy, where it is easier to assess the major differences in thermal response
and heat outflow for the temperature-dependent situation.
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Figure 4. Nodal temperature response (top), discharged energy (middle) and Cp(T) behaviour at the
considered nodal points (bottom). Figure insets highlight the effect of Cp temperature dependency.
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Figure 5. Nodal temperature response (top), discharged energy (middle) and k(T) behaviour at the
considered nodal points and at the control volumes interfaces (bottom). Figure insets highlight the
effect of k temperature dependency.
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Figure 6. Nodal temperature response (top), discharged energy (middle) and k(T) behaviour at the
considered nodal points and at the control volumes interfaces (bottom). Figure insets highlight the
effect of k temperature dependency.
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Figure 7. Nodal temperature response (top) and discharged energy (middle1). Cp(T) (middle2)
and k(T) (bottom) behaviours at the considered nodal points and at the control volumes interfaces.
Figure insets highlight the combined effects of k and Cp temperature dependencies.
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Figure 8. Nodal temperature response (top) and discharged energy (middle1). Cp(T) (middle2)
and k(T) (bottom) behaviours at the considered nodal points and at the control volumes interfaces.
Figure insets highlight the combined effects of k and Cp temperature dependencies.

Tables 2–4 highlight the difference in thermal response between the considered cases,
analysing the temperature difference between control and temperature dependent models.
The temperature response for the first second in a cool-down process is of significant rele-
vance as current magnetocaloric cycle simulations consider frequencies around 1 Hz [40,41].
∆Tt=1s and ∆TMax represent the temperature difference for t = 1s and the instant where
this difference reaches its peak value, respectively.

Another essential aspect when characterizing the system’s heat transfer process is
the time that a given scenario takes to reach a complete temperature response (CTR). The
time difference ∆tCTR provides us with the time between the two studied models when
the system settles close to the steady-state temperature. The negative values for this time
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difference indicate that the temperature dependent process is slower for fixed Cp and
k values.

Figure 9 shows the normalized temperature difference for the boundary point 1.

T(t)− T∞

Ti − T∞
=

∆T(t)
∆TMax

(7)

Equation (7) represents the ratio between the temperature change from the beginning
for each instant t and the maximum temperature change that the system can undergo.

0 2 4 6 8 10
0.0

0.2

0.4

0.6

0.8

1.0 (a)

DT
(t)

/D
T M

ax

Time (s)

 Constant T.P.
 Cp(T)
 k(T)minus
 Cp(T)&k(T)minus

0 2 4 6 8 10
0.0

0.2

0.4

0.6

0.8

1.0
(b)

DT
(t)

/D
T M

ax

Time (s)

 Constant T.P.
 Cp(T)
 k(T)plus
 Cp(T)&k(T)plus

Figure 9. Normalized temperature difference results. (a) k(T)minus and Cp(T) & k(T)minus against
constant T.P. and Cp(T) scenarios. (b) k(T)plus and Cp(T) & k(T)plus against constant T.P. and
Cp(T) scenarios.

The normalized temperature change gives a general overlook about which thermal
property affects the temperature response the most. It allows us to compare the thermal
conductivity data sets, k(T)minus and k(T)plus (subplots a and b, respectively) against the
Cp(T) and constant T.P. scenarios,
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The obtained results highlight that temperature dependent specific heat has a larger
impact on the system’s thermal kinetics due to changes in energy storage capacity that the
material undergoes. The energy storage capacity increases during cool-down, creating a
delay in heat flow at the end of the transfer process (see Figure 4—middle).

We can also infer that the system achieves a faster CTR when k increases during
cool-down process (Figures 5 and 6). When considering temperature dependent k, a pattern
arises between adjacent control volumes, where the thermal conductivity on each interface
(k12 and k23) behaves like a “heat gate”. When k changes with temperature, each “gate”
gradually opens or closes, adjusting the heat flow rate accordingly.

Table 2. ∆Tt=1s, ∆TMax and ∆tCTR obtained for each T.P. initial values: Cp = 302.06 J kg−1 K−1 and
k = 10.5 W m−1 K−1.

Constant T.P. Cp = 302.06 J kg−1 K−1/ k = 10.5 W m−1 K−1

Dynamic T.P. Cp(T) k(T)minus k(T)plus Cp(T) & k(T)minus Cp(T) & k(T)plus

∆T1s(K) 8.25 0.18 0.10 8.03 8.50
∆TMax(K) 8.86 0.41 0.33 8.68 9.12
∆tCTR(s) 1.0 0.03 −0.06 1.1 0.98

Table 3. ∆Tt=1s, ∆TMax and ∆tCTR obtained for each T.P. initial values: Cp = 235.83 J kg−1 K−1 and
k = 10.5 W m−1 K−1.

Constant T.P. Cp = 235.83 J kg−1 K−1/ k = 10.5 W m−1 K−1

Dynamic T.P. Cp(T) k(T)minus k(T)plus Cp(T) & k(T)minus Cp(T) & k(T)plus

∆T1s (K) 3.88 0.17 0.33 3.66 4.13
∆TMax (K) 5.11 0.41 0.33 5.07 5.38
∆tCTR (s) −1.4 0.025 −0.045 −1.4 −1.4

Table 4. ∆Tt=1s, ∆TMax and ∆tCTR obtained for each T.P. initial values: Cp = 174.12 J kg−1 K−1 and
k = 10.5 W m−1 K−1.

Constant T.P. Cp = 174.12 J kg−1 K−1/ k = 10.5 W m−1 K−1

Dynamic T.P. Cp(T) k(T)minus k(T)plus Cp(T) & k(T)minus Cp(T) & k(T)plus

∆T1s (K) 2.13 0.24 0.24 2.35 1.88
∆TMax (K) 6.21 0.42 0.33 6.28 6.16
∆tCTR (s) −3.6 0.019 −0.033 −3.6 -3.7

5. Conclusions

In this work, a 1D heat transfer model was used to simulate the cool-down process of
an idealized magnetic solid refrigerant. The MCM numerical model takes into consideration
not only the Cp(T) function as input but also its thermal conductivity temperature depen-
dency. The MC refrigerant constitutes the most dynamic part of any magnetic refrigeration
system, and any changes in its physical properties during the device’s operation should
not be dismissed to more accurately predict their influence on the heat transfer processes.

The present study analyses the temperature response by segregating each considered
temperature dependence (k(T) and Cp(T)). Then it combines all the results to highlight how
and why MCM numerical models should account for both thermal properties’ temperature
dependencies to provide a more accurate evaluation of the heat transport.

Figure 4 and Table 2 refer to the Cp(T) model, which displays temperature differ-
ences of 8.25 K for the first simulated second, and 8.5 K for the maximum temperature
variation. By comparing the two k(T) regimes in the considered cooling process, the
k(T)minus model always has the highest maximum temperature change due to a thermal
conductivity increase.

When considering the temperature dependent physical properties’ scenarios, the most
significant variations arise when the Cp(T) model is applied. By combining simultaneously
the Cp(T) and the k(T) dependencies, the results present important incremental changes,
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that can enable or hinder the material’s ability to trap the accumulated thermal energy (see
Figures 7 and 8).

Even in cases where a single cooling process presents slight differences in thermal
response, these changes can impact significantly the complete AMR model’s accuracy, as
it depends on the solid refrigerant’s ability to execute many heat transfer cycles with the
smallest thermal response error propagation. Nevertheless, in the literature the temperature
dependent thermal properties (especially the thermal conductivity k) are still ignored by
most numerical reference models [18,20,38].

The results gathered in this paper were obtained through a 1D mathematical model,
solved using a simple numerical code, allowing for complete control of the temperature
dependent input parameters and the overall simulation process. Since a single magne-
tocaloric element model can change its thermal kinetics in just half a cycle, this study
highlights the relevance of implementing accurate temperature dependent properties, by
always considering Cp(T) and k(T) functions.

In AMR devices, the effects due to the thermal properties temperature dependence
will be present. Beginning with a chosen set of operational parameters, these effects
can have a stronger or weaker impact on the systems’ performance. However, once the
influence of these dependencies is known, at an elemental level, and introduced numerically
into the models, it is brought to light that results can be more realistic, leading to better
performance evaluations. Furthermore, the implemented simplified model can also be
used for a preliminary temperature response evaluation for first and second order magnetic
transition materials.
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Abbreviations

C specific heat (J kg−1 K−1)
k thermal conductivity (W m−1 K−1)
L material’s length (m)
T Temperature (K)
t time (s)
x position (m)
h heat transfer coefficient (W m−2 K−1)
∆ change, difference
ρ density (kg m−3)
n time index
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ad adiabatic
∞ idealized external medium
i initial
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