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Abstract

Optical solitary waves are supported in various nonlinear optical media. The mech-
anism for the formation of a solitary wave is a balance between nonlinear effects
(which change the refractive index), and the dispersion or diffraction of the beam.
In thermal media the nonlinearity arises due to the temperature dependent refractive
index of the material. The optical beam heats the material and causes an increase
in temperature, which changes the refractive index. Heat flux via the cell bound-
aries can also heat the medium, representing a different mechanism for changing
the refractive index. The amplitude, position and stability of the solitary wave may
all be changed by altering the boundary temperatures and other parameters. One
dimensional solitary waves are stable for all parameter choices. As the medium
is nonlocal the temperature response of the material extends far beyond the waist
of the optical beam, which can stabilise two dimensional solitary waves for some
parameter choices.

In Chapter 1 we review the literature on optical solitary waves, including an
overview of different types of solitary waves and the various nonlinear media that
support solitary waves. We derive the governing system of equations for an optical
beam travelling in a nonlinear thermal medium, and provide an outline of the work
undertaken in this thesis.

In Chapter 2 we outline three different numerical schemes for finding steady state
solutions of the governing equations, including imaginary time evolution methods
and Newton-conjugate gradient methods. Using the one-dimensional case we invest-
igate various options for implementing these schemes, including using different order
spatial discretizations, preconditioning matrices and stopping conditions. We find
that the Newton-conjugate gradient method is the quickest and most stable method

for this application.



In Chapter 3 we calculate and characterize steady state solitary waves in a non-
linear thermal medium, for both the one-dimensional and two-dimensional forms of
the governing equations. We demonstrate that fundamental and higher order solit-
ary wave types are able to be found using the Newton conjugate gradient method.
We find that applying different temperatures at the cell boundaries causes the steady
state solitary wave to migrate towards the warmer cell boundary(s). Adjusting the
heat loss at the boundaries also affects the steady state position of the beam, with
the beam migrating towards boundaries with lower heat loss. For the one dimen-
sional case we find the amplitudes and positions of the steady state solitary wave
in the parameter space of cell boundary temperatures and Biot-numbers. For the
two dimensional case we provide diagrams showing the amplitude and position of
the steady state solution for different temperatures at adjacent boundaries.

In Chapter 4 we investigate the stability of the steady state solitary wave solu-
tions using three approaches. We test for stability using the Vakhitov-Kolokolov
criterion, by performing a spectral stability analysis, and by numerical evolution of
steady solitary waves perturbed by noise. We find that the fundamental steady state
solution is stable for all parameter choices in the one dimensional case. The two
dimensional solitary waves can be stable or unstable, depending on the combination
of boundary temperatures and propagation constant. Smaller amplitude waves tend
to be stable, while large amplitude waves are often unstable.

Understanding the behaviour of steady state solitary waves of this type may have
applications in optical transmission, optical switching and optical computing, as the
ability to exercise control over a solitary wave’s position via the cell boundaries

allows for information to be controlled within optical systems.
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Chapter 1

Introduction

Solitary waves are a type of nonlinear dispersive wave which are unchanging in
form and localized. The earliest observations of solitary waves were made in the
nineteenth century in the context of fluid mechanics, by John Scott Russell, who
first observed a solitary wave travelling on the surface of a Scottish canal [99]. At
around the same time, George Stokes developed a theory describing the propagation
of nonlinear periodic surface water waves, using a Taylor expansion around the flat
non-perturbed surface [104]. The Stokes weakly nonlinear model was only applicable
for small amplitude waves, and this theory could not explain the solitary waves
observed by Russell. These could not be explained until later in the century, when
nonlinear Boussinesg-type equations were developed that allowed for the description
of solitary waves with long wavelength compared to the depth of the water [24]. This
was further extended in the 1890s with the development of the Korteweg-de Vries
(KdV) shallow water wave equation, which has exact solitary wave solutions. The

non-dimensional form of the KdV equation is
Uy + 6uty + Ugyy = 0, (1.1)

where u represents the height of the shallow water wave as it propagates in the spatial
dimension x. The KdV equation is the generic integrable nonlinear dispersive wave

equation [111], with the solitary wave solution being

u(z,t) = Asech? g (x — 2At). (1.2)
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Many other equations exhibiting solitary wave solutions were subsequently de-
rived, some of them integrable. The key equation in the context of optical solitary

waves is the nonlinear Schrodinger (NLS) equation
1 2
wy + 5 e + |u|*u =0, (1.3)

which was first written down in the early sixties as an asymptotic reduction of Max-
well’s equations [32]. The NLS equation models the evolution of the complex valued
amplitude envelope of a plane wave propagating in a weakly nonlinear dispersive me-
dium with a Kerr response. The NLS equation has two forms, the NLS+ equation
where the sign of the nonlinear Kerr response is positive so that the nonlinearity
is focussing, and the NLS- equation for a defocussing medium where the sign of
the nonlinear response is negative. The NLS equation is a also a special case of
the complex Ginzburg-Landau equation, which describes the amplitude evolution
of waves near a threshold for instability. The Ginzburg-Landau equation first arose
from earlier work in the fifties into superconductivity and superfluidity [46, 47]. One
particularly important application for the NLS equation is modelling the transmis-
sion of solitary waves through nonlinear optical fibres, as introduced in a pair of
seminal papers by Hasegawa and Tappert [50, 51| in the early seventies.

The NLS equation has found applications in many other physical contexts, in-
cluding work in the late sixties on surface water waves where the water depth is
large compared to the wavelength [117], and pressure waves in the atmosphere. An
important finding in the late sixties was that periodic water waves of the form de-
scribed by Stokes experience a type of instability, known as Benjamin-Feir instability
or modulational instability (MI), where small perturbations at a frequency near the
carrier frequency can exponentially grow via a transfer of energy from the main
carrier frequency to the side bands [19, 20].

The NLS equation is exactly integrable via the inverse scattering method [118],
so that solitary waves are unchanged on interaction with other solitary waves, apart
from a shift in position and phase. Solitary waves with this property of elastic
collisions are termed solitons.

In section 1.1 we will provide more detail on the NLS equation and review the

early work into optical solitary waves, then briefly outline different types of solitary
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waves in the literature. In section 1.2 we give an outline of some of the different
nonlinear materials in which solitary waves have been discovered, while in section
1.3 we review the work that has been done on thermal nonlinear media, which is
the application that we focus on in this thesis. In sections 1.4 and 1.5 we give
a brief review of numerical methods used to study the NLS-type equations that
support solitary waves and methods for analysing their stability. In section 1.6 we
provide details of the form of the equations governing optical beams, propagating

in a thermal medium, used throughout this thesis.

1.1 NLS Equation and Optical Solitary Waves

The potential for self-focussing optical solitary waves was first proposed in the early
sixties. Askar’yan [12] proposed that a beam propagating in a dispersive medium
with a nonlinear response would affect the polarization of the medium, which would
in turn would affect the propagation of the beam. Chiao et al. [32] discussed various
nonlinear mechanisms that could result in self-trapping, including high frequency
Kerr effects, electrostriction and electronic polarisation, expressing a model for the
propagation of a solitary wave in the form governed by the NLS equation.

In Kerr media the change in refractive index is proportional to the intensity of
the wave, i.e. n = ng+ ny|FE|?, where ng is the refractive index in the absence of an
electric field, ny is the nonlinear index of refraction and E is the electrical field of
the optical beam. In this type of medium the nonlinearity is local in the sense that
the change in refractive index does not extend far beyond the region in which the
optical beam is propagating.

The electromagnetic wave equation describes the propagation of optical waves
through any medium, and derives directly from Maxwell’s equations on certain as-
sumptions. In homogenous media, for which the index of refraction is uniform, this
is a linear wave equation which can not support solitary waves. The local nature
of solitary waves requires a superposition of component wave frequencies, and dis-
persion or diffraction will result in these component waves travelling at different

velocities. In Kerr media the dependence of the refractive index on the electrical
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beam intensity results in a modified form of the electromagnetic wave equation |59

QE €0 825 €9 82|E|2E
VE-2or ~e e 0 (14)

where the electric field vector can be expressed as E = %(E' (z,y, z)e'®==D 4 c.c.),

E' is the slowly varying envelope of the electric field and e***=«?

represents the
carrier wave. Substituting this into (1.4), eliminating higher order terms, assuming
that the second derivative in z can be neglected (the paraxial approximation [111]),

and putting in non-dimensional form, we obtain the NLS equation

z%—f + %VQE + |E|*E =0, (1.5)
where E is the complex valued envelope of optical electric field. The Laplacian
in the NLS equation represents the group velocity dispersion and the cubic term
represents the Kerr nonlinearity, where this can be focussing or nonfocussing. For
Kerr media there are no stable solutions for the (2+4-1)-D form of the equation, but
stable solutions exist in the (1+1)-D geometry.

The (1+1)-D form of the NLS+ equation has an exact solution via the inverse
scattering method [118], with four free constants describing the amplitude, velocity,

center coordinate, and phase. Zakharov and Shabat [118] found the simplest form

of this exact solution [50]
E(x,t) = nsech (n(z — xo + 2£2)) e EHE —1)46 (1.6)

where 7 is the amplitude, £ gives the velocity, xg is the centre coordinate and ¢ is
the phase. In a subsequent paper Zakharov and Shabat [119] provided the analytic

solution for the NLS- equation (a defocussing medium),
E(z,t) = ntanh (nz) e7°%, (1.7)

and examined soliton interactions and collisions in this regime, noting that in this
case solitons behave like repelling one-dimensional particles.
In general the propagation of an optical solitary wave requires an input beam

to be over a critical power threshold, or else the nonlinear focussing response will
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be insufficient to overcome the natural dispersion of the beam [4]. For the NLS
equation this critical power threshold is shown by the inverse scattering analytic
solution, as a discrete eigenfunction exists only if the initial beam power is over
a critical threshold. Chiao et al. [32] provided a table of nonlinear coefficients of
refraction and critical beam powers for self-trapping in a number of different optical
materials.

Lallemand and Bloembergen [68] performed early experiments with self-focussing
laser beams in liquids, providing experimental comparisons against predicted res-
ults. Kelley [59] examined the case where the self-focussing mechanism is not offset
by diffraction, so that the (2+1)-D radially symmetric solitary wave in a Kerr media
is unstable, and that self-focussing would lead to an unbounded increase in beam
intensity and subsequent filamentation of the beam as the nonlinearity saturates.
An early analysis of this filamentation process presented by Bespalov and Talanov
[21] shows that the filamentations develop from perturbations of the beam with
wavenumber below a critical threshold, and that the power of these filamentations
does not depend on the input beam power. As a result, as the input beam power
increases it is the number of filamentations rather than the intensity of the fila-
ment beams that increases. Akmanov et al. [4] provided an early analysis of the
self-focussing and self-trapping of light in a generic non-linear material, using a sta-
tionary solution approximation. The paper focussed on the low-inertia nonlinear
electronic polarization and high-frequency Kerr effect mechanisms, and identified
a critical power above which self-focussing could occur, as well as a relationship
between the optical beam power and the focal cross-section of the beam.

Khokhlov [60] gave an overview of the various combinations of nonlinear wave
equations arising in dispersive and non-dispersive systems, and dissipative or fo-
cussing nonlinearities. After this early work in the sixties and seventies this self-
focussing mechanism was subsequently studied in a wide variety of different contexts,
such as Bose-Einstein condensates (see [105] for a review of bright solitons in BECs)
and biological suspensions |23], and found a number of unusual applications, such as
focussing of gravitational waves [86]. One interesting recent application of a coupled
NLS-Poisson equation is in the field of dark matter, where it has been proposed that

solitons of dark matter particles can form [48]. In this dark matter framework the
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Poisson equation describes the gravitational field and the NLS equation describes a
BEC of axion particles. Paredes and Michinel [87] examined the interaction dynam-
ics of these dark matter soliton, finding that these led to effective forces that could
potentially be resolved in astrophysical observations, regardless of the interactions
between the dark matter constituent particles. This model allows for the possibility
of laboratory simulation of the dark matter solitons with nonlinear optical materials.

In an important piece of work Suter and Blasberg [106] showed that media where
the response of the refractive index to the optical beam extended beyond the region
of the beam, termed a nonlocal response, could act to stabilise (241)-D solitary
waves, which otherwise break up into filaments. They demonstrated this both nu-
merically and experimentally using an optical beam propagating in atomic sodium
vapour, where the nonlocal response derives from diffusion of the sodium atoms.
Research into various other optical media supporting solitary wave propagation will

be covered in the following subsections.

1.1.1 Other Solitary Wave Types

Most of the initial work into the transmission of solitary waves focussed on so-called
bright solitons, where the Kerr nonlinearity is self-focussing and acts against the
dispersion of the wave to support a pulse of high optical intensity relative to the
background. However, from the seventies onwards a range of other optical solitary
wave forms were identified.

Another type of solitary wave that arises as an analytic solution of the NLS
equation is a grey or dark soliton, which is a local region of low optical intensity
against a bright uniform background intensity. Hasegawa and Tappert [51] provided
analytic solutions for (141)-D dark solitons propagating in a nonlinear optical fibre
with normal dispersion, noting that there was a fundamental solution where the
amplitude drops to zero (a black soliton), and a more general family of grey solitons
where the minimum amplitude is non-zero.

Tomlinson et al. [108] numerically simulated the propagation of dark solitons of
even and odd type on a broader, but finite width background pulse, for a (1+41)-
D optical fibre geometry. As the medium was defocussing, the bright background

pulse experienced rapid diffraction. However, the modelled dark solitons retained
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Figure 1.1: Figure 1 from Tomlinson et al. [108] - intensity and phase as functions
of normalized time for bright and dark solitons.

enough of their energy through interaction with the background to propagate as a
solitary wave. The dark solitary wave of even phase broadened but remained in the
same position in the centre of the background pulse. The solitary wave with odd
phase split into two grey solitons which migrated towards the edge of the broadening
background pulse. Figure 1.1 (their Figure 1) shows the intensity and phase profiles
for bright, dark and grey solitons propagating in an optical fibre, where Aj represents
the maximum intensity in the profile, B is a parameter determining the intensity
minimum relative to Ay and the x-axis is presented in units of normalised time.
One key difference between bright and dark solitons is the non-uniform phase, with
a change in sign at the point of minimum intensity for dark and grey solitons.
Swartzlander et al. [107] performed the first experiments demonstrating the
stable propagation of dark spatial structures within a self-defocussing medium, us-
ing a mesh across the input beam to generate local intensity minima within an
broad high-intensity input beam. In this case the widths of the minima patterns
decreased even as the overall size of the high intensity output beam increased due to
the combination of diffraction and the defocussing nature of the material. Kivshar

and Luther-Davies [63] give a detailed review of this early work on dark solitons.
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Experimental observations of solitons also initially focussed on spatially coherent
optical beams, where the phase is the same at any point of the beam cross-section.
In contrast, a spatially incoherent optical beam will have a phase that varies ran-
domly with position along the cross section, leading to a ’speckled’ appearance.
Mitchell et al. [83| performed an experiment in which a partially spatially incoher-
ent input beam was generated and demonstrated self-trapping of the beam within
a strongly nonlinear photorefractive medium. The key requirement is that the me-
dium should have a slow nonlocal response time relative to the rate of change of
the beam speckle pattern, so that small spatial scale waveguides do not develop.
Subsequent experiments provided the first demonstration of a trapped completely
incoherent 'white-light’ solitary wave [84], and a demonstration of a incoherent dark
soliton [31].

The fundamental soliton mode is characterised by a single wave structure. Higher
order soliton structures are also possible, and can take a number of different forms,
including vortex solitons, multipole and necklace solitons. Kruglov |66 outlined
the possibility for stable beams with a circular intensity profile, where the phase of
the beam possessed a rotating vortex structure. Quiroga-Teixeiro and Michinel [94]
investigated the stability and behaviour of dark vortex solitary waves in a type of
medium that simultaneously exhibits both focussing and nonfocussing responses to
the refractive index. They identified a critical value of the propagation constant,
both analytically and numerically, above which the vortex soliton would be stable
and below which the beam would split into filaments. They also numerically sim-
ulated and classified elastic and destructive interactions between two dark vortex
solitary waves of this type.

Desyatnikov et al. [38] introduced a class of solitons called azimuthons with a
ring shaped intensity profile containing a number of local peaks and possessing an-
gular momentum. The rotation of the intensity peaks arises from modulation of
the energy flow along the ring, and can be suppressed to produce stationary multi-
pole type solitons. Izdebskaya et al. |[55] reported an experimental observation of a
stably propagating two-component vector soliton, with one component wavelength
a fundamental soliton and the other component a vortex at different wavelength,

in a nematic liquid crystal medium. In isolation the vortex soliton broke up into
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two solitary waves as the result of a mode 2 azimuthal instability. By propagat-
ing the components simultaneously, the fundamental soliton at higher powers was
able induce a nonlocal potential in the nematic medium that stabilised the vortex.
Buccoliero et al. [29] performed a numerical analysis showing that in a generalised
Kerr-type medium with a Gaussian nonlocal response, a high degree of nonlocality
would stop the azimuthal instabilities that tend to break up higher order solitons

such as vortex and multipole solitons in media with a local nonlinearity.

1.2 Nonlinear Optical Materials

1.2.1 Optical Fibres and other Kerr Media

Solitary waves with a self-focussing nonlinearity can be temporal, balanced by dis-
persion, or spatial, balanced by diffraction. Optical fibres represent a space con-
strained (1+1)-D realisation of the NLS equation, with Kerr type nonlinearity, for
which the solitary wave is of temporal type. Optical fibres are typically in the nor-
mal dispersion regime, where the local refractive index change is defocussing, and
bright solitary waves are not possible. However, optical fibres in the anomalous
dispersion regime can be manufactured. In this case, the defocussing influence is
group-velocity dispersion of the optical pulse, with focussing provided by a local
refractive index change proportional to the light intensity.

In a pair of papers Hasegawa and Tappert [50, 51| provided an analytical and nu-
merical analysis outlining the potential for self-focussing to offset dispersive spread-
ing of a optical pulse within a fibre, comparing with the linear case for which pulses
disperse over time and interfere with each other. Examples were provided of both
bright solitons in a medium with anomalous (self focussing) dispersion [50] and dark
solitons in a normal (defocussing) fibre [51]. The effect of adding noise or absorption
was investigated numerically and found to have no effect on soliton stability, while
increasing the input power well above the amount required to balance the dispersion
leads to oscillations of the pulse, and a break up into multiple solitons. Mollenauer
et al. [85] performed an early experimental observation of temporal solitons (of both
fundamental and higher orders) within a silica-glass optical fibre, and found good

agreement with numerical results from the NLS equation [100]. As the laser power
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was increased the output profile moved from a broad beam width resulting from dis-
persion alone, to a self-focussed narrow beam, to splitting into higher order soliton
modes.

Maneuf et al. [74] showed experimentally that spatial (1+1)-D solitary waves can
propagate in a planar waveguide with a liquid (C'Ss) transmission medium, finding
stable fundamental solitons, as well as higher order solitons up to the third order.
The higher order solitons had oscillatory behaviour in the propagation direction,
in agreement with the analytic solution. Aitchison et al. |2| performed a similar
experiment in a glass Kerr-type medium for spatial solitons, demonstrating stable
transmission of spatial solitary waves in a solid-state waveguide medium. They
investigated the power levels required for self-focussing, finding quite high powers
(100kW-1MW) were necessary, and measured the nonlinear response time, finding
that this was in the order of picoseconds, and thus that the nonlinear mechanism
was unlikely to be a thermal response.

Vanin et al. [110] analysed the Maxwell-Bloch equations and found that temporal
type solitary wave structures can exist for group velocity dispersion balancing a
Kerr nonlinearity. These dissipative solitary wave structures are self-accelerating,
with a continuous shift towards greater group velocities, and their existence does not
depend on the sign of the group velocity dispersion. Akhmediev et al. [3] provided an
exact solution for another temporal type of dissipative soliton, where the nonlinearity
is provided by the gain and loss within a laser cavity medium. In this case the solitary
wave was co-located with the gradient of the absorption curve, and the existence
of the solitary wave depended on the sign of the parameter defining amount of loss
or gain on one side of the absorption curve. When this gain parameter is negative,
solitary waves only exist when medium exhibits anomalous dispersion, and when
the gain parameter is positive solitary waves exist for either normal or anomalous

dispersion.

1.2.2 Photorefractive Media

In photorefractive media the focussing effect is produced by an internal dc field,
which produces an anisotropic response in the refractive index. In dimensionless

form the governing equations are the coupled system [65].
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{a)

Figure 1.2: Figure 4 from Krolikowski et al. [65] - three soliton interaction demon-
strating dependence on relative phase. Py = Pg = 0.4uW, Pc = 1.7uW; a) relative
phase between A and C' = 7/2; b) relative phase between A and C' ~ —m/2.

a_E 1o % _ 2 2 _2 2
1o+ 5 VPE+ 5B =0, V26 +In(1+|E).V(9) = o n(1+|Ef), (18)

where the electrostatic field is applied along the x axis, E is the complex valued
envelope of the optical electric field and ¢ is the induced electrostatic potential.

Segev et al. [101] proposed a model for spatial solitons in a photorefractive me-
dium and provided a prediction for the voltage range in which shape preserving
solitons are possible. Duree et al. [41] performed the first observation of self-trapping
of an optical beam in this type of medium, noting that the nonlocal nature of the
response meant that solitons can be observed with much lower beam powers than
in Kerr media. They observed that for some applied voltages the soliton shape was
independent of the input power, and could thus maintain their profile when there
was loss or gain in the media.

Krolikowski et al. [65] performed experiments aimed at understanding the in-
teraction of coherent and noncoherent photorefractive solitary waves. They demon-
strated that for the case of a small angle collision of coherent solitary waves, the
interaction was inelastic, with in phase solitary waves consolidating into a single
solitary wave and out of phase solitary waves repelling each other. They also demon-
strated that the energy transfer associated with two solitary wave interaction could
either create or destroy a third solitary wave in the region of the collision. For the

case of incoherent solitary waves, they demonstrated that repulsive solitary wave in-
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teraction was possible in contrast to most isotropic nonlinear media where incoherent
solitary waves always experience attraction. Figure 1.2 (Figure 4 from [65]) shows
an experimental demonstration of a three solitary wave interaction in a photore-
fractive medium. In Figure 1.2a the relative phase between the two side solitary
waves and the central solitary wave is approximately 7/2 and energy is transferred
to the central solitary wave. In Figure 1.2b the relative phase is 7/2 and energy is
transferred from the central solitary wave to the side solitary waves, resulting in the

annihilation of the central solitary wave.

1.2.3 Nematic Liquid Crystals

A nematic liquid crystal is a material consisting of rod shaped organic molecules
which exhibit orientational, but not positional order, and which can rotate under
the influence of an electric field due to the electric field inducing a dipole in the
molecules [61]. This rotation increases the refractive index, so that self-focusing
results and a bulk solitary wave, termed a nematicon, can then form [14]. Typical

non-dimensional governing equations for nematicons are the coupled system [6]

OF 1
o+ 5V2E +2E0 =0, vV?*0 —2¢0 + 2|E|* = 0, (1.9)
z

where E is the complex valued envelope of optical electric field, 6 is the nematic
tilt angle (relative to a pre-tilt angle é), v is a parameter representing the medium
elasticity, and ¢ is related to the static electric field that pre-tilts the nematic dipoles.
This form of the equation applies when the deviation of the tilt angle relative to
the pre-tilt angle is small, i.e. |0] < 1. The pre-tilt angle, 0, is the tilt angle in
the absence of the optical beam. This is usually experimentally achieved by the
application of a static electric field, or by rubbing the boundaries of the cell, in
which case ¢ = 0.

Braun et al. [26] performed an experimental study on the self-focussing of a laser
beam within a nematic liquid crystal, for both cylindrical and spherical cell geomet-
ries. Their experiments found that at large beam intensities undulation of the beam
and filament structures were observed that could not be explained by the Kerr effect

alone. McLaughlin et al. [79] used a paraxial model to replicate certain observed
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behaviours of solitary waves in nematic liquid crystals in the (1+1)-D case, and
were able to produce self-focussing, undulation and filamentation in numerical mod-
els of the system. Experiments have been performed demonstrating the practical
applications of nematicons [35, 36| for optical transmission and switching [61, 62].
Peccianti et al. [89] made an observation of MI of a periodic wave travelling within
a liquid crystal with a nonlocal response, finding a good fit between the observed
maximally amplified harmonic and that predicted from theory. One particular com-
plication for nematicons is that a minimum electric field is required to rotate the
molecules (the Freedericksz transition). Peccianti et al. [92] investigated the trans-
verse dynamics induced by this low frequency field experimentally and numerically,
finding that this induced a transverse oscillation in the nematicon position. They
also demonstrated that the input beam can be launched with a compensatory phase
tilt that will eliminate the transverse beam motion. Peccianti et al. [90] showed ex-
perimentally that nematicons with different propagation angles relative to the cell
axis can be generated by adjusting the voltage bias across the cell, and also demon-
strated that filaments produced by MI under a voltage bias result in the filaments
propagating at an angle. In a later paper Peccianti et al. [91] showed that solitons
launched with a transverse momentum and sufficiently high beam power are able to
escape from a trapping refractive index profile. Hutsebaut et al. [53] demonstrated
the transmission of single component higher order soliton modes within a nematic
planar waveguide.

The evolution of a solitary wave in a nonlocal medium is also affected by the
boundaries of the cell, with the beam to cell width ratio a key parameter [5, 8|.
For a biased nematic liquid crystal cell, for which the molecules are pre-tilted by
an external electric field, the response of the molecules decays exponentially away
from the beam, so the effect of the boundaries can be ignored in a cell which is wide
compared with the beam width [36]. However, for an unbiased cell the response
decays linearly in (1 + 1)-D and logarithmically in (2 + 1)-D, so the effect of the

boundaries is important |5, 80].
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1.2.4 Colloidal Media

In colloidal media, the nonlinear refractive index response is a result of an increase
in the packing fraction (concentration) of nanometre sized colloidal particles in sus-
pension. The increased concentration is due to electrostriction, which causes the
nanoparticles to be attracted to the higher intensity part of the optical beam. Typ-
ical non-dimensional governing equations of solitary waves in colloidal media are

78]

OE L g (—n)E =0, |BP £ (9(n) — gno)) =0,
0= 2 (1.10)
g(n) = ) + In(n)

1—mn

where E is the complex valued envelope of optical electric field, 7 is packing fraction
of colloidal particles, 7y is the unperturbed packing fraction, and g(n) is a general
function describing the compressibility. The form of ¢ is from the common model
for compressibility based on the Carnahan-Starling approximation [49].

Ashkin et al. [11] created an artificial Kerr media from a suspension of nan-
oparticles as a test bed for observing the self-focussing and self-trapping of laser
beams, demonstrating the independence of the critical power from beam diameter
for the first time. Yashin et al. [116] carried out an experiment to measure the beam
width of a solitary wave within a suspension of spherical polystyrene nanoparticles,
finding a beam width not much above the minimum predicted by theory. For a
given particle concentration, saturation of the nonlinearity above a certain power
threshold led to a lower bound on the observed solitary wave beam diameter.

Matuszewski et al. [78] proposed a model in which particle interaction is taken
into account (via a hard sphere potential model), which can subsequently resolve the
nonlinear behaviour in the high optical intensity regime and produce stable solitary
waves. They provided an analytical and numerical analysis of the (1+1)-D model,
showing that stable solitary waves are produced by the model and identified a region
of bistability, i.e. where two stable solitons of the same power are possible. In a
subsequent paper |77], this work was extended to look at the properties of the solitons
on each stable branch, finding that for a given power the soliton on the upper stable

branch much narrower in width, and tended to be more robust in collisions with
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other solitons. Various modes of interactions between solitons including collision,
deflection and switching between branches was investigated numerically.

Lee et al. [69] performed a diagnostic experiment to investigate which of a number
of nonlinearity models showed best agreement, finding that including the effects of
non-compressibility via the non-ideal gas model gave better results than exponential
nonlinearity or Kerr nonlinearity. Marchant and Smyth [76] used a semi-analytical
approach to find solutions for the colloidal system equations and investigated the
stability of the (14-1)-D and (2+41)-D solitary waves, finding that for the (1+1)-D
case there was a bistable region for low values of background packing fraction, in
good agreement with earlier numerical work, and that in the (2+1)-D case there
was one stable solution only above a critical power threshold for low background
packing fraction. In both cases, increasing background packing fraction eliminated

the unstable region.

1.3 Thermal Media

In a thermal medium the refractive index changes due to it absorbing thermal energy
from the optical beam or the cell boundaries. The equations describing this system
are an NLS-type equation describing the propagation of the optical wave, and a

steady state thermal diffusion (Poisson) equation for the temperature [97]

E AT
2@16%— + V2E + QkQLE =0, vV*T + |E]* =0, (1.11)
z N

where E is the complex valued envelope of optical electric field, 7' is temperature of
the thermal medium, ng is the unperturbed refractive index in the absence of the
optical beam, £ is the wavenumber of the optical beam, 3 is the thermal coefficient of
the refractive index change and v is the thermal diffusivity of the medium. There is a
linear relationship between the change in temperature and the change in refractive
index, An = SAT. Further details of the thermal medium system equations are
outlined in Section 1.6.

In thermal materials the refractive index of the material undergoes a nonlinear
response that leads to the self-focusing (or defocusing) of the light beam, counter-

balancing its natural diffraction (dispersion). For thermal media, the response of
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the material to the light beam extends far beyond the beam, as measured by its
width, termed waist in optical applications [36], the response then being termed
nonlocal. This nonlocal response is due to the nonlinear optical response of the me-
dium being coupled to a heat-diffusion equation, which is elliptic [1]. This elliptic
medium response means that the medium responds over the entire domain, not just
in the vicinity of the optical beam. The nonlocal response can also arrest the usual
catastrophic collapse of (2 + 1)-D solitary waves governed by NLS-type equations
[62], where self-focussing leads to an unbounded increase in the amplitude of the
wave over a finite distance (or time). Bang et al. [16] examined the case of a general
nonlocal NLS type equation and proved that for all physically reasonable nonlocal
response functions collapse was prevented in all dimensions.

Litvak [70] proposed the mechanism by which self-focussing within a material
based on heating of the material can be achieved. For bright solitary wave propaga-
tion within a thermal medium the key requirement is that the index of refraction
increases with increasing temperature. He provided an analysis on the quasilocal
case, where the time of the laser pulse is much shorter than the time in which
heat conduction within the medium reaches a quasi-equilibrium state. Dabby and
Whinnery [37] performed an early experiment demonstrating the propagation and
self-focussing of an argon laser beam through a lead glass thermal medium, obtaining
photographs of the trapped solitary wave.

Carman et al. [30] performed an experiment in a Neodymium doped thermal glass
medium, focussing on measuring the transient response and finding that the beam
diameter decreased approximately linearly before reaching a minimum of around
65ms. Thermal conduction allowed an equilibrium steady state temperature profile
to be reached in the order of one second or less. Litvak et al. [71] performed a
numerical analysis of the steady-state response of a wave within a weakly ionised
plasma with thermal nonlinear response, looking at the characteristics of the result-
ing optical beam and conditions for instability in the nonlocal case. Dreischuh et al.
[40| performed experimental measurements of (dark) optical vortex solitons within
a self defocussing thermal medium, finding that saturation of the nonlinearity was
able to reduce, but not eliminate, the azimuthal instability.

Rotschild et al. [97] demonstrated the first experimental observations of stable
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Figure 1.3: Figure 4 from Rotschild et al. [97] - experimental results showing a) input
vortex beam, b) diffracted output beam at low power after 28 mm propagation, c)
output soliton beam at high power, and d) the vortex phase structure of the output
soliton.

vortex solitons in a thermal medium, and also showed that rectangular cell geomet-
ries would lead to elliptic solitons in response to an input circular beam. Figure 1.3
(their Figure 4) shows observed results from an experiment with a 488nm laser beam
passing through a lead glass thermal medium. The left plate shows the shape of
the input laser beam, while the middle two plates show the shape of the beam after
propagating 28 mm through the lead glass. For a low power (10 mW) input (b) the
nonlinear response is insufficent to overcome the diffraction and the beam grows in
size and becomes more diffuse, while for a high power (1 W) input (c) self-trapping
means that the beam approximately maintains its size and shape.

Barsi et al. [17] performed experiments on a liquid ethanol cell doped with
iodine, which is a defocussing thermal medium. These experiments showed that
initial sharp gradients or discontinuities in temperature are smoothed by a dispersive
shock wave whose leading edge consists of dark solitary waves. Similar experiments
in a defocusing thermal medium, in this case a solution of rhodamine-B in methanol,
were performed by Conti et al. [34] following theoretical work on both focusing and
defocusing thermal media [45]. It has also been found experimentally that, for
elliptical and toroidal light beams in a focusing thermal medium, nonlocality results
in the elimination of the azimuthal instabilities associated with such an elliptical
or toroidal input beam [97]. This nonlocal suppression of instabilities in a toroidal
beam also occurs in a nematic liquid crystal [82, 112].

Rotschild et al. [96] examined the interaction between solitons in a nonlocal
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thermal media at long range, showing that the nonlocality of the medium permitted
interaction at much greater range, with the force of the soliton interaction following
an inverse square law analagous to interacting particles. An example of spiralling
soliton behaviour with two input solitons separated by more than five times their
beam width was provided. They also provided a demonstration that soliton interac-
tion could occur at much greater distances, up to 50 times their widths, by using a
non-optical mediator. In this case, a metal wire connecting the two samples trans-
mitted thermal energy, providing a differential temperature at the cell boundary of
each sample and resulting in attraction of the solitons. Figure 1.4a (Figure 4 from
[96]) shows a schematic of the experimental setup, with a strip of metal foil con-
necting two lengths of transmission media with square cross section. Figures 1.4b
and 1.4c¢ show the input beams and Figures 1.4d and 1.4e show the unchanged posi-
tion of the output beams when launched separately. Figures 1.4f and 1.4g show the
displacement of the two output beams when heat generated by the beams accrues
on the foil and leads to higher ambient temperatures on the adjacent boundaries.
Nematic solitary waves can also interact at long distances, due to nonlocal effects.
In a subsequent paper Rotschild et al. [98] also experimentally demonstrated that in-
coherent spatial soliton modes can propagate through a thermal lead glass medium,
with an effectively instantaneous nonlocal response.

Alfassi et al. [9] examined solitary wave trajectories in a lead glass thermal
medium for off-centre initial conditions and non-symmetric boundary conditions,
finding good agreement between numerical and observational beam displacement as
the boundary temperature difference was varied. Analytical and numerical work
applicable to both unbiased liquid crystal cells and thermal media found that the
boundaries are repulsive, resulting in an oscillatory solitary wave trajectory before
any steady state is achieved [6], in agreement with previous studies [5, 8|.

Buccoliero et al. [28] modelled the propagation of higher order thermal solitary
waves (both quadrupole and double ring vortex), investigating the effect of dif-
ferent cell geometries (circular or square) and initial launching locations, finding
that the propagation dynamics resulted in transitions into different soliton modes.
Other findings were that the cell geometry also constrained the types of soliton

modes that were possible, and an initial soliton location near the boundary or at
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Figure 1.4: Figure 4 from Rotschild et al. [96] - experimental demonstration of the
interaction between two solitons propagating in separate samples, with the interac-
tion mediated by wiring. a, Experimental scheme. b,c, Input beams. d,e, Inividually
launched output solitons. f,g, Simultaneously launched output solitons exhibiting
strong attraction. h,i, At low power, the beams diffract and broaden.

the edge of the cell would result in an oscillatory trajectory. Huang [52] also nu-
merically examined the stability of dipole mode solitons in thermal media, finding
that incoherent attraction of the beams led to a more stable overall structure. Bek-
enstein and Segev [18| numerically investigated the behaviour of self-accelerating
Airy-type waves propagating within a thermal media in an accelerating invariant
frame of reference, finding complex dynamical behaviours in the case with strongly
self-focussing non-linearity, including a trajectory that did not follow the parabolic
accelerating frame of reference, and decomposition into two beams. Alberucci et
al. [7] investigated a cylindrical symmetrical thermal media model with absorption
and longitudinal nonlocality terms, finding that modelling the longitudinal nonloc-
ality was important for cases where there was a boundary discontinuity at either
end of the transmission medium, and that as higher absorption led to stronger self-
focussing, a balance between the magnitude of the trapping thermal profile and the

amount of power loss from absorption was required.
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1.4 Analytical and Numerical Methods

For an optical thermal medium the governing equations are a coupled system of an
NLS-type equation and a Poisson equation for the medium response (1.11). Assum-
ing that the thermal diffusivity is large, Conti et al. [36] derived an approximate
asymptotic analytical solution in the particular case of nematic liquid crystals, in-
cluding an investigation of the transition between the local regime and the highly
nonlocal general regime. However, analytical solutions do not exist for the experi-
mentally interesting case of large, but finite, v.

For this reason, approximate and numerical methods for determining solitary
wave solutions are of great interest. To model the evolution of NLS solitons, Kath
and Smyth [58] used the Lagrangian formulation of the NLS equation and a vari-
ational method to derive approximate equations for the transient evolution on an

initial condition to a steady solution. A typical trial function used is
x
u = gsech —e* + 1ge®, (1.12)
w

where ¢ is the amplitude, w is the width, # is the phase and ¢ is radiation loss.
(1.12) has the form of an NLS soliton but allows the width to vary. This approach
has the benefit that it can also be used for problems with no analytical solutions,
such as coupled NLS-type equations [103]. Much previous work [6, 76] has used
modulation theory [111] as an approximate, variational approach [10], finding good
agreement with full numerical solutions [6, 76]. Minzoni et al. [81] extended this
method to derive approximate modulational equations for the case of a strongly non-
local liquid crystal medium, including terms that modelled the effect of radiative
loss, finding that strong non-locality decreased radiative loss from the nematicon
as it evolved. Of relevance to the present work, Alberucci et al. [6] examined the
boundary induced motion of an optical solitary wave using both numerical and
variational based approaches.

Various numerical schemes have been used to solve the NLS equation and coupled
NLS-type equations. Stationary solutions of coupled solitary wave equations can be
derived via the substitution of a separable solution that splits the transverse and

down cell components, where the solution is written as u(z,y,z) = u(z,y)e™.
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Rasmussen et al. |95| used this technique to investigate the interaction of mul-
tiple solitary waves for a range of values of the nonlocality parameter. Pelinovsky
and Stepanyants [93] investigated the convergence of Petviashvili’s iteration method
when applied to finding solitary wave solutions, providing constraints including the
important limitation that solitary waves with zero crossings (higher order solitons)
lead to divergence of the method. Skupin et al. [102] investigated thermal soliton
stability on an infinite domain using a numerical scheme that made use of the fact
that in the highly nonlocal limit, the equation for the propagation vector was a
symmetric band matrix which would permit fast iterative computation of the eigen-
vectors to obtain approximate solutions.

An imaginary time evolution method (ITEM) attempts to find the stationary
solution to a time dependent equation by replacing the time variable with ¢ before
integrating, and normalizing to a fixed power after each iteration. Chiofalo et al.
[33] demonstrated the application of this type of method to a NLS-type nonlinear
system, finding that the method would converge to the ground state solutions.

A series of papers by Yang et al. [113, 114, 115] evaluated the stability and
performance of numerical schemes for solving NLS-type equations. Yang and Lakoba
[115] developed three forms of iteration methods based on squaring the linearized
system operator to ensure convergence for all types of solitary waves. Yang and
Lakoba [114] introduced an accelerated imaginary time evolution (AITE) method
for improving the performance of ITEM by introducing a preconditioning operator.
Yang and Lakoba [114] found convergence conditions for these methods, noting that
the method would diverge for higher order solitons, and that convergence for ground
states occurred if and only if the wave was linearly stable.

Yang [113] also adapted the conjugate gradient method for solving linear systems
of equations for use with nonlinear equations, including the NLS equation. The
approach is to combine an outer loop where the solution is updated by linearizing
the solitary wave equation around an approximate solution and solving the resulting
linear operator equation, with an inner loop where the efficient conjugate gradient
method is used to solve this linear equation. He called this method the Newton-
conjugate gradient (Newton-CG) method, and found that this method typically

converged much faster than other available numerical schemes, such as squared
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operator methods or the Petviashvili method. There are some challenges to using
Newton methods to find solitary wave solutions [25], however Louis et al. [73] found
that Newton-CG methods are stable and efficient in finding (1+41)-D steady state
solutions of the coupled NLS equations describing optical solitary wave propagation
in thermal media. Further details on the ITEM, AITE and Newton-CG methods

are given in section 2.1.

1.5 Stability

Kuznetsov et al. [67] provides an overview of methods for analysing soliton stability
for a range of equations, including the NLS equation. The review includes an over-
view of the variational approach and also of perturbation analyses. Krolikowski et al.
[64] performed a linear perturbation analysis of MI in the (141)-D case for a general
nonlinear response function. The analysis notes that for local response functions the
presence of modulational stability (MS) depends only on whether the nonlinearity
is focussing (MI exists) or defocussing (no MI exists). In the highly nonlocal case
the response function is approximately linear, so there is no MI. Gain profiles were
computed for a set of different response profiles, showing that increasing the degree
of nonlocality tended to suppress the MI growth rates, with the exception of profiles
that have discontinuities, such as a rectangular response function.

Yakimenko et al. [112] used a linear perturbation analysis to investigate the sta-
bility of vortex solitons governed by nonlocal NLS-type equations, finding that stable
solutions are possible in a strongly nonlocal media. Briedis et al. [27] conducted a
numerical analysis of the stability of vortex solitons, also finding that a strongly
nonlocal response acts to stabilise these soliton modes. Skupin et al. [102] numeric-
ally investigated the stability of solitary waves for a number of different nonlocality
models, including that arising from a thermal medium in a cylindrical symmetric
geometry or an infinite domain. They found that in themal media stable azimuthon
type solitons can be found at power levels for which the equivalent non-rotating
vortex soliton type would be unstable, suggesting that rotating vortex solitons may
be easier to produce experimentally.

Ilan et al. [54] demonstrated that for NLS type equations, the solitary wave

31



solution was unstable if there are negative eigenvalues of the fourth order linearised
operator. They also showed that the nature of the instability can be inferred from the
eigenvectors corresponding to the negative eigenvalues, with symmetric eigenvectors
indicative of an amplitude instability and asymmetric eigenvectors indicating a drift
instability.

Vakhitov and Kolokolov [109] derived a stability criterion (the V-K stability cri-
terion) for the stationary solutions of a generalised form of the NLS equation using
spectral operator theory, finding that a solitary wave power versus propagation con-
stant curve with positive slope is needed for stability. Bang et al. [15] examined
the applicability of the V-K stability criterion for more general quadratic and cubic
nonlinearities. They found that the V-K criterion was applicable in the generalised
NLS case, but was a necessary, but not sufficient, condition for the more general
quadratic nonlinearity, providing an example where V-K predicted stability, but a
numerical simulation showed the wave was unstable. Matuszewski et al. [78] used
the V-K stability criterion to demonstrate bistable soliton solutions in the (1+1)-D
case of the colloidal medium equations. Kartashov et al. [57] used a linear perturb-
ation analysis to examine the stability of vortex solitons in thermal media with a
cylindrically symmetrical geometry, finding that flatting of the refractive index pro-
file provided a limit to the topological charge that allowed stable propagation. Only
vortex solitons with topological charge of m < 2 were found to be stable, while those

with charge m > 3 eventually broke down and reverted to a ground state soliton.

1.6 Thermal Media Governing Equations and Cell
Boundary Conditions

In this thesis we consider the propagation of an input Gaussian, coherent, polarised
light beam of wavelength A, wavenumber k = 27/, power Py and width Wp through
a(1+1)—D or (2+1)— D nonlinear optical medium whose refractive index depends
linearly on temperature change, so that An = SBAT, where An is the change in
refractive index due to a temperature change AT [97]. Let us take Z to be the
direction of propagation of the beam and we impose a coordinate system with the Z

coordinate in the direction down the cell, with the X coordinate in the direction of
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polarisation of the light beam, with Y completing the coordinate triad. The electric
field of the optical beam will be denoted by E. In the slowly varying paraxial
approximation, the dimensional equations governing the propagation of the beam

are then [36, 67, 97|

OE, A
kS + V2E, + 22— F, = 0, kV2AT = —a|E,|%. (1.13)
0z Mo

The parameter « is the thermal conductivity of the medium, ng is the linear refractive
index and « is the absorption coefficient. We have made use of the paraxial approx-
imation, i.e. that the Z terms in the full 3D Laplacians, (i.e. V? = aa—;g + 8‘9—1/22 + 88—222)
are negligible compared to the X and Y terms, so that the Laplacian V? is in the
transverse plane (X, Y') to the propagation direction only. This system of equations

can be set in non-dimensional form via the variable transformations

X:W:E7 Y:Wya Z:CZZ, Ex:CEEa AT:CTea (114)

2I10 2110 2 2

h W2 — CZ = s =
WHETE BCrk2 3Ok’ ° T 7W3

Po

and C7r is a typical temperature change. The non-dimensional system of equations

governing the propagation of the optical beam in the thermal medium are then

OF 1
gt 5v2E +2E0 =0, vV*0+2|E]*=0, (1.15)
z

with the non-dimensional thermal conductivity

V=

1.16
OéP() w ( )

TKCr (%)2
Typical parameter values are Cr = 10K, ng = 1.8, k = 0.TW/(mK), f = 14 x
107K, o = Im™Y, By = 1W, A = 488nm and Wy = 50um for lead glass
[97]. These values give a non-dimensional thermal conductivity v = 354. The non-
dimensional thermal conductivity is then large, O(100), so that the optical response
of the thermal medium is termed nonlocal [36, 88]. This nonlocal response is vital as

it can stabilise (2+1)-D solitary waves propagating in the thermal medium, noting

that (241)-D waves are unstable in local media [62]. Equation (1.15) also governs
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the propagation of an optical beam in a nematic liquid crystal, when the static
biasing electric field ¢ = 0 in (1.9) [36, 88]. In this case 6 is the rotation of the
nematic molecules due to the optical beam.

For simplicity, we take the thermal medium to be a square cell of dimension
L. We consider differential heating at the medium boundaries. For temperature, a
Dirichlet boundary condition is applied to some of the boundaries, while a mixed
boundary condition is applied to the other boundaries. The electric-field cell bound-
ary conditions are

(E—Eo)xn=0, (D—Dg)n=0, (1.17)

where E is the electric field and D the electric displacement in the cell and Eq and Dg
are the same quantities in free space. Assuming a transverse beam E = Fy(x,y, 2)i
we get By = Fo; on y = £1 and Ey = ©Ey on x = +1, by using D = ¢E, where €
is the electrical permittivity.

For simplicity is is assumed that the beam is confined to the cell and is a bulk

beam so that there is no field outside it. Hence we get,

Ey=0 on x==1, y==+l. (1.18)

While in experiments there is some beam leakage from the cell, the inclusion of this
external field would be a much more complicated problem requiring further extensive

study. The boundary conditions are then

L L
Ei=0at r=*+—-, y==+—, (1.19)
2 2
L L
= == = _ 1.20
0=0 at = 5 Y=o (1.20)
L
0, — By (0 —0p,) =0 at r=-3 (1.21)
L
0, — B, (0 —0p,) =0 at y=-3 (1.22)

where 3, and 8, are the Biot numbers and 0z, and 0p, are the ambient temper-
atures at the relevant cell boundaries. The cell geometry is shown in Figure 1.5.
The mixed condition represents Newton cooling, with 5, = 8, = 0 corresponding

to perfectly insulated boundaries and 3., 3, — 00 to fixed temperature boundary
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Figure 1.5: Schematic showing the cell geometry and boundaries, where L is the
non-dimensional cell width.

conditions 6 = 0p, and 0p .

To find solitary wave solutions of the governing equations (1.15)—(1.22) we seek
a travelling wave solution of the form E(z,y,2) = u(z,y)e**, where u is real and
(1 is the propagation constant of the solitary wave. Inserting this form reduces the

NLS equation for E and the Poisson equation for 6 in (1.15) to
Lo 2 2
§V u+2ub — pu =0, vVeO+2u" =0, (1.23)

with the boundary conditions

L L
u=0 at x::I:E,y::I:E (1.24)

and the boundary conditions for 6 are as in (1.20)—(1.22). In the (1-+1)-D case (1.23)
and (1.24) reduce to

10%u %0 9
L
u=0, 0,—0,(0—0p,) =0, at z=-7, (1.26)
L
u=0=0, at T=5 (1.27)
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1.7 Thesis Plan

In this thesis we investigate thermal solitary waves and their stability in an optical
thermal medium with finite line and square domains, as described above. We will
explore properties of the waves, with respect to changes in the boundary conditions
and propagation constant. Motivation for this work is provided by the experimental
results by Rotschild et al. [96] and Alfassi et al. [9] demonstrating the ability to
control the trajectory and steady state position of the solitary wave within a sample
by using non-zero boundary conditions, as well as the possibility for very remote
interaction of solitons.

In Chapter 2 we outline three different numerical schemes for finding steady state
solutions of the governing equations, including imaginary time evolution methods
and Newton type methods. Using the (1+41)-D case we investigate various options for
implementing these schemes, including using different order spatial discretizations,
preconditioning matrices and stopping conditions. We find that the Newton-CG
method is the quickest and most stable method for this application, and use this for
derivation of results in subsequent sections.

In Chapter 3 we calculate and describe steady state solitary waves in a non-
linear thermal medium, for both the (1+1)-D and (2+1)-D forms of the governing
equations. We demonstrate that fundamental and higher order solitary waves can
be found using the Newton-CG method. We find that applying a differential tem-
perature at the cell boundaries causes the steady state solution to migrate towards
the warmer cell boundary or boundaries. For the (1+1)-D case we find the amp-
litudes and positions of the steady state solitary wave solution in the phase space of
different boundary temperatures and heat loss. For the (2+1)-D case we provide dia-
grams showing the amplitude and position of the steady state solution for different
boundary temperatures at adjacent boundaries.

In Chapter 4 we investigate the stability of the thermal solitary wave solutions
using the VK stability criterion, a spectral stability analysis, and by numerical
simulation of the time-dependent thermal medium equations. We find that the
fundamental solitary wave is stable for all boundary temperatures and for different
propagation constants in the (1+1)-D case, but that solitary waves are only stable

for some combinations of these parameters in the (2+1)-D case.
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Chapter 2

Numerical Methods

A variety of different numerical schemes have been used to find steady solitary
wave solutions [113]. In this thesis three of these schemes are implemented for the
(1 4+ 1)-D case and benchmarked to check that consistent solutions are generated
and to gauge which is the most efficient for solving the coupled system (1.23).
Considered are the ITEM [39, 114|, the AITE method [114] and the Newton-CG
method, each following the implementations used by Yang [113]. One main difference
between the implementations used here and in Yang is that we use a direct fourth-
order spatial discretization, whereas Yang used a Fourier transform to derive a
spectral discretization. Also, the examples considered by Yang did not include the
coupled system (1.23) and (1.24) of interest here. In the following descriptions of the
numerical schemes we consider v(x) where v = u for the ITEM and AITE methods,
and v = (u,0)" for the Newton-CG method. All the solvers were iterated until
the maximum difference between successive iterations, € = ||v, — v,_1]||2, reached
the stopping condition ¢ < 1071°, see Section 2.5 for details on how this value was
chosen. All quoted computation times are based on an Intel Core i5-2500K processor
running at 3.3GHz. Programs were written in Python 2.6 and NumPy 1.6.1 for the
(14+1)-D cases and Julia 0.6 for the (241)-D cases [22]. A selection of the code
written to implement the fourth order Newton-CG method for this coupled system

is included as Appendix A.
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2.1 Description of iterative methods

To implement the ITEM and AITE methods, equation (1.25) for a steady solitary

wave is written in the form

1 0

Logv(z) = po(x), where Loy = 3922 + 26. (2.1)

In the discussion below, L, Lo, Loy and M are all operators, which correspond to
matrices once a finite difference approximation for 88—;2 is applied. For the ITEM
method we consider the equation v; = Lgyv obtained by replacing z with —it. This
equation is numerically integrated using the Euler method. At each iteration v, the

solution must be normalized to a fixed power to prevent the solution from diverging

to infinity or decaying to zero. The ITEM iterative method can be written as

p L/2
U:L = Un, Up= (1 + LOOAt)U:;*h <U,v >= / uvdx, (22)
< Up, Uy, > L/2

where P is the fixed power of the converged solitary wave solution and At is the
size of the discretization step. Note that At is not a time step. The system (2.2)
is iterated until the solution converges. The AITE method iterates the equation
vy = M~ (Lgpv — pv), where M is a a preconditioning matrix to improve the rate
of convergence of the scheme by modifying its condition number. We choose M =
c— 0%/92%, with ¢ = 1.5, as the preconditioning matrix.

The threshold value of the disctretization step At at which instability begins to
occur for the AITE and ITEM schemes depends on the eigenvalues of the operator

LU, M) ) | (23)

LY =M1 (LU - <
( U M)
where L is the linearisation operator of Lv with respect to v. Yang [114] derived the

relation At = —2/Apin, where A,,;, is the minimum eigenvalue of the operator

L, to give the maximum value of At for which the imaginary time method converges.

To implement the Newton-CG method, we consider (2.1) in the form Lov(z) = 0,
where Lo = Log — . Given an approximate solution v,, we can write v = v, + €,

where v is the exact solution and e, is the error. Substituting this into (2.1) and
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| Method | Number of Grid Points | Computation Time (secs) |

Second Order 106 31.3
Fourth Order 36 2.9

Table 2.1: Number of discretization grid points and amount of computation time
required to converge to stopping condition € < 1 x 10710

| Method | Iterations | Computation Time (mins) |
ITEM 135316 3.89
AITE 222643 9.15
Newton-CG 65049 0.09

Table 2.2: Number of iterations and computation time required to reach stopping
condition € < 1 x 107! for the three numerical schemes.

neglecting higher-order terms in e, we obtain

LlnAUn = —L(ﬂ)n, (24)

where the next approximation is v, = v, + Av, and Ly, is the linearised operator
evaluated at the iterate v,. Equation (2.4) is solved for Av, using the conjugate
gradient method. In general, the convergence of the conjugate gradient method
requires that the matrix Ly, be self-adjoint, which is not the case here. To circum-
vent this, we pre-multiply both sides of (2.4) by LT prior to solving. This has the
effect of greatly increasing the condition number of the matrix (LI, Ly,) and also
increases the computation time, but does not change the solution, and ensures that
the method converges.

One drawback of the AITE and ITEM methods is that they do not converge to
the correct solution if the method is implemented to solve for a single solution vector
v = (u,0)T. To successfully implement these methods, the numerical scheme was
then applied to the NLS-type equation only (where v = u) and after each iteration
a number of Gauss-Seidel iterations of the Poisson equation were applied to solve

for 6.
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Figure 2.1: Amplitude of the solitary wave, a, versus the number of grid points
N. Shown are results for the second-order discretization (solid line, blue), fourth-
order discretization (dotted line, green) and the Richardson extrapolation fifth order
estimate for the converged solution (dashed line, red). The other parameters are
By =100, 0, = 0.2, p =1, v = 100.

2.2  Order of the spatial discretization

The performances of the second and fourth-order finite difference implementations
of the Newton-CG will now be compared. To implement the fourth-order scheme a
non-symmetric finite difference stencil was used for the second of (1.25) at the first

interior point and for the boundary condition

00 — 1591 — 492 + 1493 — 694 + 95 + 24A$2‘u1|2 =0.

Figure 2.1 shows the amplitude of the solitary wave, a, versus the number of grid
points, N. The other parameters are 3, = 100, 0, = 0.2, 4 = 1 and v = 100. Both
the second and fourth-order implementations asymptotically approach the exact

solution as the number of discretization points is increased. Also shown in Figure
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Figure 2.2: Comparison of convergence rates for the numerical schemes, with the
maximum difference between successive iterations, € = ||v, — v,_1||2, versus the
number of iterations, n. Shown are the results for the Newton-CG method (solid
line, blue), AITE method (dotted line, green) and ITEM (dashed line, red).

2.1 is a fifth order approximation to the exact solitary wave amplitude derived using
Richardson extrapolation, discussed in Section 2.5.

Table 2.1 shows the number of grid points and computation time needed to
achieve a fixed accuracy. The parameters considered are those used in Figure 2.1
and the chosen accuracy for the solitary wave amplitude a is an error of less than
1 x 107, Tt can be seen that the fourth-order method requires far fewer grid points
to obtain the same accuracy as the second order method. Due to the reduction in
grid points, the fourth-order method is an order of magnitude faster than the second-
order method. This increased efficiency, while useful for the (1 + 1)-D geometry, is

of vital importance for the implementation of the method in (2 + 1)-D.

41



| Method | Tterations | Computation Time (seconds) |

No Preconditioning 68490 13.5
Diagonal Elements of L, 44672 13.0
Diagonal Scale Matrix 55517 9.4
Diagonal Elements of L; — 6 45674 12.4

Table 2.3: Number of iterations and computation times required for the Newton-
CG method to reach the stopping condition € < 1 x 107! for a number of different
preconditioning matrices.

2.3 Convergence rates

To check the convergence rates it is first necessary to make sure the methods are
converging to the same solution, as a solitary wave is a one parameter solution. The
propagation constant p can be chosen as this parameter. One of the differences
between the imaginary time and the Newton-CG methods is that in the imaginary
time method the power of the solitary wave is scaled to a fixed value to ensure that
the numerical scheme does not diverge, so that a solution for a pre-determined value
of u is not found, but the method chooses its own value of u. In contrast, for the
Newton-CG method the solution power is controlled by the propagation constant p.

The power of the solitary wave

L2
P= / lu|? dz (2.6)

L/2

using the Newton-CG method P = 3.246 for ¢ = 1. When this value of the power
is used to scale the AITE and ITEM methods, the three iterative methods converge
to the same solution.

Figure 2.2 shows a comparison of convergence rates for the three numerical
schemes, with the maximum difference between successive iterations, € = ||v, —
Un—1||2, versus the number of iterations, n. Shown are the results for the Newton-
CG method, AITE method and ITEM. The parameters are 0, = 0.2, v = 100,
w=1, g, =100, Az = 0.33 and Az = 0.003. Table 2.2 shows the number of iter-
ations and computation times for convergence with € < 1 x 1071, for the examples
of Figure 2.2. The curve for the Newton-CG method shows both the Newton and
CG iterations. The ITEM and AITE methods converge smoothly to the solution,
whilst the Newton-CG method does not. However, the figure and table show that
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Figure 2.3: Newton-CG scheme eigenvalue distributions as frequency versus log(\)
for no preconditioning (solid line, blue) and preconditioning matrix containing di-
agonal elements of L; (dotted line, green).

the Newton-CG method is several orders of magnitude faster than the other meth-
ods, due to the lower number of total iterations and the lower computational cost of
the conjugate gradient iterations. For the Newton-CG method the total number of
iterations is comprised of 294 Newton iterations, with on average around 221 inner
conjugate gradient steps. Also note that the AITE method is actually slower than
the ITEM, because the performance gain due to preconditioning does not offset the
extra computational overhead associated with this method.

We then conclude that the Newton-CG method is clearly the most natural and
efficient choice for finding the steady solitary wave solution of (1.25), due to its
ability to solve the coupled equations for u and # in a unified manner, and its faster

(a factor of over 100 times) convergence time.

43



2.4 Preconditioning

To increase the speed of convergence of the Newton-CG method a number of differ-
ent preconditioning matrices M ! for the numerical scheme (2.4) were used. The
computation speeds for the different choices of matrices are shown in Table 2.3.
All of the preconditioning matrices yielded only slight performance differences, if
any. The most beneficial of those tested was the matrix for which M contains the
diagonal elements of Ly. However, the performance increase was slight. When the
preconditioning matrix and pre-multiplication by the transpose are both applied,

the numerical scheme (2.4) becomes
(ML) M Lyvy, = —(M'Ly) "M, (2.7)

Figure 2.3 shows the Newton-CG scheme eigenvalue distributions as frequency versus
log(\) for no preconditioning and preconditioning matrix containing diagonal ele-
ments of L;. Note that the set of eigenvalues changes with each iteration, but
approaches a fixed set of values as the numerical method converges and the changes
in Ly and Ly become small. The figure shows the eigenvalue distribution for the iter-
ations immediately prior to convergence. For the case with no pre-conditioning there
are two clusters of eigenvalues, with peaks in the distribution around \ = 2 x 107
and 5.5 x 102, and a condition number x = 2.5 x 10'°. For the pre-conditioned
case there is a single cluster of eigenvalues, with a peak in the distribution around
A = 4.5 and a lower condition number x = 1.8 x 108. The coupled nature of the
equations means that in the non-preconditioned version of the scheme, correspond-
ing to M = I, there is a bimodal distribution of eigenvalues and a large condition
number. Once the diagonal pre-conditioner has been applied, the bimodal distribu-
tion is eliminated and there is a much smaller condition number, with corresponding

performance gains for the numerical scheme.

2.5 Stopping Condition

Selecting a suitable discretization scheme for the iterative methods requires some

care, as there is limited benefit in setting the stopping condition for the scheme at
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a lower level than the error introduced by the discretization. The amplitude of the

solitary wave can be expanded in the series
a = a(Ar) + a; Ax* + O(Ax), (2.8)

as the fourth order Runge-Kutta method is used, where a is the exact solution,
a(Az) is the numerically derived solution and a; the fourth-order error term. Taking
Az = 0.33 and Az = 0.66 with v = 100, p = 1, 5, = 100 and 0p, = 0.2 yields
the values a(0.33) = 0.8338 and a(0.66) = 0.8337, respectively. We can then derive
higher order approximations to a and the leading order error a; on using Richardson

extrapolation as

224(0.33) — (0.66)

a= 5% 1 + O(Az®),~ 0.83387 (2.9)
0.33) — a(0.66
o = & )_ iﬁg ) O(A) ~ 172 x 107 (2.10)
22

From these we can calculate that the discretization error when Az = 0.33 is a —
a(0.33) & 4.75 x 107°. The stopping condition ¢ should then be less than O(107°)
and greater than the round-off error. Hence, we choose € = 10!, which is suitable

for the choice Az = 0.33 and also for much smaller choices of Az.

2.6 (2+41)-D numerical performance

To solve the system of thermal equations (1.23) with the boundary conditions (1.24)
we tested two numerical methods for convergence and speed, the Newton-CG method
and the I'TEM. Figure 2.4 shows the maximum error, €, between each iteration
versus the iteration number, n. Both numerical schemes converge with a comparable
number of iterations when using a stopping condition of € = 107!°. However, each
iteration of the Newton-CG method was significantly faster, so we have used this
method throughout the solution space for the coupled system. A detailed description
of the Newton-CG method is included in Section 2.1. The computation time required
to solve the case where 8 = 0 at all four boundaries was approximately 53 minutes

with the ITEM method using a desktop PC with dual Intel Core i5-2500K processors
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Figure 2.4: Comparison of convergence rates for the numerical schemes, with the
maximum error between each iteration and the numerical solution, €, versus the
number of iterations, n. Shown are the results for the Newton-CG method (solid
line, blue) and ITEM method (dashed line, green).

and 8GB of RAM. This is about two orders of magnitude slower than the Newton-
CG method, which reached the solution in 20 seconds.
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Chapter 3

Steady State Thermal Solitary Waves

In the previous section it was shown that the Newton-CG technique is the most
efficient and versatile iterative method for finding solitary wave solutions of the
coupled thermal system (1.23) and (1.24). In this section the Newton-CG method
shall be used to explore the solution space for our coupled system and the effects of
non-symmetric temperature boundary conditions for the cell on a solitary wave. The
results for the (1-+1)-D governing equations are presented in Section 3.1 and also in
Louis et al. [73]. The results for the (2+1)-D governing equations are presented in

Section 3.2 and also in Louis et al. [72].

3.1 (1+41)-D Solitary Waves

In all the examples considered here we use a non-dimensional cell of length L = 30
and choose Az = 0.33. We consider the large thermal conductivity limit, with
v = 100.

Figure 3.1 shows thermal solitary wave solutions of (1.25) for large Biot number
Bz. Shown are the electric field amplitude, u, and temperature, 6, versus x. The
three solitary waves are for 0z, = 0, 0.2 and 0.6. The other parameters are 3, = 100
and po = 1. When 0, = 0 both cell boundaries are at the same temperature and
the solitary wave is symmetric, with the peak of the solitary wave, of amplitude
a = 0.96, located at the centre of the cell, z = 0. In this case the thermal solitary
waves are equivalent to nematic solitary waves in a finite cell (nematicons), described

in [6]. As the ambient temperature, 05 ,, of the left-hand cell boundary increases,
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Figure 3.1: Thermal solitary waves, large Biot number case. Shown are the electric
field amplitude, u (solid), and temperature, 6 (dashed), versus x. The three solitary
waves are g, = 0 (red, center), 65, = 0.2 (green, slightly offset) and 65, = 0.6
(blue, near boundary). The other parameters are 5, = 100 and p = 1.

the peak of the solitary wave decreases in amplitude and moves towards the warmer
boundary, as found in [9]. For the 05, = 0.2 case the peak amplitude has decreased
to a = 0.83 and is located at © = —3.2. For 0p, = 0.6 the wave is located at
r = —11.9, close to the cell boundary, and the amplitude is much reduced, to
a = 0.215. In this case the temperature profile is a near linear variation between the
two ambient values of # = 0.6 and 0. For small values of 0p, the peak values of u
and 6 are co-located. However, as 0p , becomes large this is no longer the case and
the peak 6 value is found closer to the edge of the cell. It may also be noted that for
small 0 , the slope of the temperature profile near the left cell boundary is positive,
whereas for the large 0p, case this slope is negative. For the small 0z, examples
the electric field amplitude is large and the pulse causes significant internal heating
of the medium. The positive temperature profile at the left hand cell boundary
indicates that some of this generated heat is being lost at the cell boundary. For

the 0p, = 0.6 case, however, little internal heat generation occurs, as the electric
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Figure 3.2: Thermal solitary waves, small Biot number case. Shown are the electric
field amplitude, u (solid), and temperature, 6 (dashed), versus x. The three solitary
waves are 0p, = 0 (red, nearest to center), 05, = 0.2 (green) and 0p, = 0.6 (blue,
nearest to boundary). The other parameters are 5, = 0.1 and u = 1.

field amplitude is small, and the negative slope of the temperature profile indicates
the cell is being heated via the warmer cell boundary.

Figure 3.2 shows thermal solitary wave solutions of (1.25) for small Biot number
Bz. Shown are the electric field amplitude, u, and temperature, 0, versus x. The
three solitary waves are for 0, = 0, 0.2 and 0.6. The other parameters are 5, = 0.1
and p = 1. For this figure the parameters are the same as for Figure 3.1, except
for the Biot number, which is small. In this case, when 0z, = 0 the steady-state
temperature at the left cell boundary is #(—15) = 0.29 and the peak of the solitary
wave, of amplitude a = 0.77, which is located at x = —5.1. This wave shows some
qualitative and quantitative differences compared with the 0p, = 0 wave for the
large Biot number example of Figure 3.1. The wave is non-symmetric, being located
closer to the left hand cell boundary, and its amplitude is lower. As 0, increases,
the steady state temperature at the left cell boundary increases and approaches

Op . As for the large Biot number case, the waves migrate towards the left hand
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Figure 3.3: Location of the peak of thermal solitary wave, (, versus the ambient
temperature, 0p,, for 4 = 1. The curves correspond to 8, = 0.1 (solid line, dark
blue), 8, = 0.2 (dotted line, green), /5, = 0.6 (dashed line, red) and 5, = 10 (dashed
line, light blue).

cell boundary as this edge of the cell heats up. For the 0, = 0.2 case the peak
amplitude has decreased to a = 0.68 and is located at + = —8.75. For 0, = 0.6,
the amplitude of the solitary wave is further reduced, to a = 0.45 and the solitary
wave peak is now located much closer to the cell boundary, at + = —11.5. The
temperature at the left cell boundary is #(—15) = 0.56, close to the ambient value
and the temperature profile is near linear, with negative slope, for the same reason
as the equivalent large Biot number case. Again, as in the large Biot number case,
the v and 6 maxima are co-located for small 0p ,, and the temperature maximum is
close to the edge of the cell for large 0p ,.

Figure 3.3 shows the location of the peak of the thermal solitary wave, (, versus
the ambient temperature, 0p ,, for 1 = 1. The curves correspond to 8, = 0.1, 0.2,
0.6 and 10. The [, = 10 curve is very close to the result obtained in the large
Biot number limit §, — oco. As the ambient temperature at the left hand cell

boundary, at x = —15, is increased, the thermal solitary wave migrates towards the
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Figure 3.4: Amplitude of the thermal solitary wave, a, versus the ambient temper-
ature, 0p ., for p = 1. The curves correspond to 3, = 0.1 (solid line, dark blue),
B = 0.2 (dotted line, green), 5, = 0.6 (dashed line, red) and 8, = 10 (dashed line,
light blue).

left hand edge of the cell. Once 8, exceeds 0.6, the numerical scheme converges
to u = 0. It is likely that no thermal solitary waves exist once the difference in
ambient temperatures between the two sides of the cell is greater than a certain
limit. Physically, this may be due to the fact that the temperature profile begins
to be dominated by the linear boundary diffusion solution, which does not support
the solitary wave. Increasing the Biot number, 3., also causes the solitary wave to
shift towards the left hand cell boundary.

Figure 3.4 shows the amplitude of the thermal solitary wave, a, versus the ambi-
ent temperature, 0p ., for 4 = 1. The curves correspond to 3, = 0.1, 1, 10 and 100.
For a given choice of (3., the solitary wave amplitude decreases as 0p, increases.
The solitary wave amplitude decreases to a ~ 0 at a given value of 05 ,, after which
thermal solitary waves do not exist. This threshold value of 05, decreases as (3,
increases from 0p , = 0.82 at 3, = 0.1, to 0p, = 0.6 at B, = 100.

Figures 3.5(a) and (b) show the thermal solitary wave amplitude, a and location,
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¢, respectively, in the (0p ., 5,) parameter space for = 1. Note that, as expected,
increasing 0p , causes the amplitude of the solitary wave to decrease, as well causing
it to migrate towards the left hand edge of the cell. For the range of Biot number
0 < B, < 1.2 shown in the figure, the solitary wave amplitude is non-zero for
0 < 0, < 0.6. As the Biot number increases, the solitary wave amplitude also
increases and approaches a constant value for a given 0p,. In addition, the solitary
wave position migrates towards the left hand cell boundary with decreasing Biot
number. Physically, decreasing Biot number corresponds to lower heat loss at the
boundary, which allows the temperature at the boundary to increase. This results
in similar behaviour of the optical pulse to directly changing the temperature.

The Newton C-G method can also be used to solve for excited state thermal
solitary waves. This ability is another advantage of the Newton-CG method, as the
imaginary time methods do not converge to these excited state solutions. Figure
3.6 shows excited state thermal solitary wave solutions of (1.25). Shown are the
electric field amplitude, u, and temperature, 6, versus x. The three solitary wave
solutions are for 0p, = 0, 0.1 and 0.2. The other parameters are 3, = 100 and
i = 0.2. This figure shows that the electric field amplitude, u, has three peaks, so
that the waves correspond to the first excited state. In contrast, the temperature
response # has a single peak. This is due to heat diffusion, which smooths out the
temperature response for large v. For 0, = 0 the solitary wave is symmetric, with
a peak of amplitude a = 0.36 located at x = 0 and a peak of amplitude a = 0.401
located at = £5.3. This example is equivalent to the (symmetric) first excited
state nematicon in a nematic liquid crystal |75]. For the case 0, = 0.1 the peaks
have shifted towards the left hand cell boundary and decreased in amplitude, with
peaks of a = 0.316 at z = 4.1, a = 0.28 at v = —3.4, and a = 0.3 at x = —10.9. For
the 0p, = 0.2 the temperature profile is now nearly linear and the peak amplitudes
are ¢ = 0.18 at x = 0.54, a = 0.15 at x = —6.9, and a = 0.135 at x = —13.7.
Beyond this, for 6p, > 0.24, the excited state solitary waves do not exist. Excited
state thermal solitary waves exist for a smaller range of ambient temperatures 0 ,
than do the ground state waves, as they break down faster as the left most peak

approaches the left hand boundary.
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Figure 3.5: Thermal solitary wave (a) amplitude a and (b) position ¢ in the (6p 4, 5;)
parameter space for u = 1.
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Figure 3.6: Excited state thermal solitary waves. Shown are the electric field amp-
litude, u (blue, solid lines), and temperature, 6 (green, dotted lines), versus x. The
three solitary waves are 0p, = 0 (top panel), 05, = 0.1 (middle) and 05, = 0.2
(bottom). The other parameters are 3, = 100 and p = 0.2.

3.2 (2+41)-D Solitary Waves

We now consider the steady solitary waves obtained from the (241)-D cell geometry.
In all of the examples considered we have used a cell of length L = 30 and choose
Az = Ay = 0.682. The large thermal conductivity limit is also considered, with
v = 100.

3.2.1 Single boundary with non-zero ambient temperature

In this section we consider the behaviour of the solitary wave solution as the tem-
perature on the y = —% cell boundary changes. The other boundaries are fixed at
the ambient temperature. The boundary conditions used are (1.24) for u, but with

By — 00 and 0p, = 0, so that we have

L L L
0=0 at x:ig, y:E;ey—ﬂy(e—eB,y):o, at y=-3 (3.1)
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Figure 3.7: Thermal solitary waves, large Biot number case. Shown are the electric
field amplitude, u (left column), and temperature, 6 (right column), in the (x,y)
plane for the cases where 6, = 0 (top row), 0, = 0.2 (middle row) and 05, = 0.6
(bottom row). Contours are positive values at intervals of 0.5 for the u figures, and
values at intervals of 0.1 for the 6 figures. Solid contours are positive values and the
zero contour is dotted. The other parameters are 8, = 100 and p = 1.

Figure 3.7 shows thermal solitary wave solutions of (1.23) with boundary con-
ditions (3.1) for one large heat loss boundary and three boundaries at ambient
temperature. Shown are contour plots of the electric field amplitude, u, and tem-
perature ¢ in the (z,y) plane. The three solitary waves are for 65, = 0, 0.2 and 0.6.
The other parameters are 5, = 100 and p = 1. When 05, = 0 all four of the cell
boundaries are at the same temperature and the solitary wave is symmetric, with
the peak of the solitary wave, of amplitude a = 2.86, located at the centre of the
cell, (z,y) = (0,0). As the ambient temperature 05, of the warm cell boundary
increases, the peak of the solitary wave decreases in amplitude and moves towards
the warmer boundary. For the 65, = 0.2 case the peak amplitude has decreased
to a = 2.65 and is located at (z,y) = (0,—7.0). For 6, = 0.6 the amplitude has
decreased further to a = 1.35, while the wave peak has migrated further towards
the warmer boundary and is located at (x,y) = (0, —12.2).

Figure 3.8 shows a one dimensional cross-section of the (2+1)-D solitary waves

shown in Figure 3.7, taken along the x = 0 axis through the centre of the cell. The
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behaviour of the solitary wave is qualitatively similar to the (141)-D solitary waves
in Figure 3.1, but there are some differences. The temperature profile is not linear
away from the solitary wave peak in the (2+1)-D case, due to two dimensional heat
diffusion, and higher values of 05, are needed at the boundary to achieve the same
offset from a centred wave position.

To further consider the difference in 6 profiles between the (1+1)-D and (2+1)-
D cases we can make use of the fact that u ~ 0 for regions of the cell a moderate
distance from the solitary wave peak. In the (1+1)-D case the temperature equation
in (1.23) reduces to 6,, = 0, which implies a linear solution of the form § = Az + B
in this field region. In the (2+1)-D case the temperature equation of (1.23) reduces
to 0,4 + 0y, = 0, which can (ignoring the square cell geometry) be converted to the
form 6,, + %HT = 0 in polar coordinates. Hence § = A In(r) + D, indicating an
approximately logarithmic profile in the region where u is small.

The peak values of v and 6 are co-located for small values of 05 ,. However, for
large values of 0, this is not the case. It may also be noted that for small values
of 0p, the gradient of 0 is positive at the warm cell boundary, indicating heat flow
from the cell. For the 6p, = 0.6 case the gradient is nearly zero. For the small 05,
the electric field is large, causing significant internal heating of the medium, with
the heat lost at the cell boundary. For the 65, = 0.6 case the electric field and the
internal heating is smaller, leading to near equilibrium between the medium and the
warm cell boundary.

Figures 3.9 and 3.10 show the thermal wave solitary solutions for (1.23), with a
mixed boundary condition (3.1) with low heat loss (5, = 0.2). In Figure 3.9 contour
plots of electric field amplitude v and temperature 6 are shown in the (x,y) plane.
The three solitary waves are, from top to bottom, for 6z, = 0, 0.2 and 0.6. The other
parameters are the same as in Figure 3.7, except for the Biot number at the mixed
boundary, which is small. In this case when 03, = 0 the steady state temperature
at the warm cell boundary is 6(—15) = 0.1, while the peak of the solitary wave,
amplitude a = 2.77, is located at (x,y) = (0, —2.83). This wave shows a number of
differences compared with the 05, = 0 large Biot number case shown in Figure 3.7.
The wave is non-symmetric, being located closer to the warm cell boundary, and

the amplitude is slightly lower. As fp, increases the temperature at the warm cell

26



10 15

Figure 3.8: One dimensional cross-section of (2+41)-D thermal solitary waves, taken
along « = 0, large Biot number case. Shown are the electric field amplitude, u (solid),
and temperature, 0 (dashed), versus y. The three solitary waves are g, = 0 (red,
centre), 0p, = 0.2 (green, slightly offset) and 65, = 0.6 (blue, near boundary). The
other parameters are 3, = 100 and p = 1.

boundary increases and approaches 0p,, and, as in the large Biot number case, the
solitary waves decrease in amplitude and migrate closer to the warm cell boundary.
For the 0p, = 0.2 case the wave amplitude is @ = 2.58 and the wave is located at
(z,y) = (0,—11.0). For the 05, = 0.6 case the wave amplitude has decreased to
a = 1.80 with the peak location (z,y) = (0, —12.3) close to the cell boundary.
Figure 3.11 shows the location of the thermal solitary wave peak, ¢, along the
x = 0 cell axis versus the ambient temperature 0p, at the warmer cell boundary,
y = —15, with © = 1. Shown are curves corresponding to 3, = 0.2,0.6 and 100, with
the 8, = 100 case very close to the result obtained as the Biot number 8, — oo.
As the ambient temperature at the cell boundary is increased, the thermal solitary
wave migrates towards the warmer boundary, approaching ¢, ~ —12.7. Increasing
the ambient temperature causes the amplitude of the solitary wave to decrease to
zero, suggesting that no solitary wave solution exists once the thermal gradient
between cell boundaries becomes too large. For a given ambient temperature at the
mixed boundary, decreasing the Biot number also causes the thermal solitary wave

to shift towards the warmer boundary. These results are qualitatively similar to
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Figure 3.9: Thermal solitary waves, small Biot number case. Shown are the electric
field amplitude, u (left column), and temperature, 6 (right column), for the cases
where 05, = 0 (top row), p, = 0.2 (middle row) and 65, = 0.6 (bottom row).
Contours are positive values at intervals of 0.5 for the w figures, and values at
intervals of 0.1 for the 6 figures. Solid contours are positive values and the zero
contour is dotted. The other parameters are 3, = 0.2 and p = 1.
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Figure 3.10: One dimensional cross-section of (2+41)-D thermal solitary waves, taken
along x = 0, small Biot number case. Shown are the electric field amplitude, u
(solid), and temperature, 6 (dashed), versus y. The three solitary waves are f, = 0
(red, centre), 05, = 0.2 (green, slightly offset) and 65, = 0.6 (blue, near boundary).
The other parameters are 8, = 0.2 and p = 1.
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Figure 3.11: (Colour online) Location of the peak of thermal solitary wave, (,, versus
the ambient temperature, 0, for 4 = 1. The curves correspond to 3, = 0.2 (solid
line, dark blue); 8, = 0.6 (dotted line, green); §, = 100 (dashed line, red).

the (1+1)-D solitary wave case of Figure 3.3, with both showing that the solitary
wave positions approach a location around 80% of the distance to the cell boundary.
However, the migration towards the boundary appears to be faster with respect to
increasing 6, in the (2+1)-D case.

Figure 3.12 shows the amplitude of the thermal solitary wave, a, versus the
ambient temperature, 0p,, for 4 = 1. The curves correspond to 8, = 0.2,0.6 and
100. For a given choice of Biot number the solitary wave amplitude decreases as
0, increases. The solitary wave amplitude decreases to a =~ 0 at a given value of
0p,, after which thermal solitary waves do not exist. This threshold value of 03,
decreases as the Biot number increases, in particular it decreases from 0, = 1.04
for 8, = 0.2 to O, = 0.71 for 5, = 10. Hence, if the heat loss rate at the Newton
cooling boundary is too great, then a solitary wave cannot exist. This result is
similar to the (1+1)-D case shown in Figure 3.4, with the main difference that the
value of 0, for which the solitary wave amplitude reaches zero for a given value of
Biot number is higher in the (2+1)-D case.

Figure 3.13 shows the first order excited state solitary wave solutions of (1.23)

and (1.22). Shown are contour plots of the electric field u and temperature 6 in
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Figure 3.12: Amplitude of the thermal solitary wave, a, versus the ambient temper-
ature, 0p,, for 4 = 1. The curves correspond to , = 0.2 (solid line, dark blue),
By, = 0.6 (dotted line, green), and /3, = 100 (dashed line, red).

the (z,y) plane. The three solitary waves are for 0, = 0,0.1 and 0.2. The other
parameters are 3, = 100 and u = 0.1. As 6p, increases, the structure of the electric
field amplitude, u, changes. For 6z, = 0 the solitary wave is symmetric, with a single
maximum a = 1.11 at (z,y) = (0,0), and an annular shaped minima at a = —0.50
at a radial distance of ¢, = 0.65 from the centre of the cell. For 0z, = 0.1 the
solitary wave has a maximum of @ = 0.94 at (x,y) = (0, —5.17), with three discrete
minima. One of the minima is on the x = 0 axis, with a = —0.55 at y = 2.17, while
the other two minima both have a = —0.62 at locations (z,y) = (£6.17, —9.0). For
the 0z, = 0.2 case the the maximum with a = 0.45 is pushed closer to the boundary,
at (x,y) = (0,—6.5). There are now two discrete minima, both lying on the z =0
axis, with a = —0.68 at (x,y) = (0,0.83), and a = —0.60 at (z,y) = (0, —12.17). In
contrast to the electric field amplitude, in all cases the temperature response 6 has
a single maximum. This is a result of the nonlocal heat diffusion, which smoothes
out the temperature response for large v.

Figure 3.14 shows a one dimensional cross-section through z = 0 of the (241)-D
solitary waves shown in Figure 3.13. For the cases where 6, = 0 and 0, = 0.2

the slice along the x = 0 axis passes through the local maxima and minima in
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Figure 3.13: Thermal solitary waves, first excited state. Shown are the electric field,
u (left column), and temperature, 6 (right column), for the cases where 65, = 0
(top row), 0p, = 0.1 (middle row) and #p, = 0.2 (bottom row). Contours are
values at intervals of 0.3 for the u figures, and values at intervals of 0.05 for the 6
figures. Solid contours are positive values, the zero contours are dotted and negative
contours are dashed. The other parameters are 8, = 100 and pu = 0.1,

(x,y) space, so the maximum and minima for Figure 3.14 are as in Figure 3.13.
For the 0p, = 0.1 case, the maximum at y = —5.17 and minimum at y = 2.17
both correspond to local extrema in Figure 3.13, while the minimum a = —0.215 at
y = 11.83 does not.

Figure 3.15 shows the fundamental solitary wave, and first three excited steady
state solitary waves for 0, = 0p, = 0 and 3, = 5, = 0. The first two excited state
solitary waves were obtained by adjusting the propagation constant i, and the third
excited state solitary wave required adjusting both p and also the amplitude of the
initial guess for u and 6 provided to the Newton-CG method (from 18 to 380). The
fundamental solitary wave (top left) for the case where u = 0.5 is qualitatively similar
to the p = 1 case shown in Figure 3.7 and Figure 3.9, with maximum amplitude
a = 1.67, located at the centre of the cell, (z,y) = (0,0). The first excited state
solitary wave (top right), with propagation constant = 0.1 is the same as in Figure
3.13, as discussed above. The second excited state solitary wave (bottom left), with

propagation constant p = 0.04, has five maxima and four minima. The absolute
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Figure 3.14: One dimensional cross-section of (2-+1)-D excited state thermal sol-
itary waves. Shown are the electric field amplitude, u (solid), and temperature,
(dashed), versus y. The three solitary waves are 6, = 0 (red, centre), 0, = 0.1
(green, slightly offset) and 6p, = 0.2 (blue, near boundary). The other parameters
are (3, = 100 and p = 0.1.

maximum is a = 0.88 at the centre of the cell, (z,y) = (0,0), with the other four
local maxima a = 0.651 located symmetrically at (z,y) = (£10.2,0) and (z,y) =
(0,£10.2). The four minima a = —0.592 are located at (z,y) = (£4.3,+4.3).
The third excited state solitary wave (bottom right), with propagation constant
@ = 0.0001, has five maxima and eight local minima. The absolute maxima is
a = 0.97 at the centre of the cell, (z,y) = (0,0), with the other four local maxima
a = 0.64 located at (x,y) = (£5.8,45.8). There are a set of four local minima
a = —0.67 located at (x,y) = (£5.2,0) and (z,y) = (0,£5.2) and another set of
four minima a = —0.795 located at (z,y) = (£10.2,£10.2).

3.2.2 Two adjacent boundaries with non-zero ambient tem-

perature

In this section we consider the scenario of two adjacent sides with a mixed boundary

condition, x = y = —%, with the other two boundary conditions at the ambient
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Figure 3.15: Fundamental and higher order solitary waves. Shown is the electric field
amplitude, u, in the (z,y) plane for the cases where p = 0.5 (top left), u = 0.1 (top
right), u = 0.04 (bottom left) and g = 0.0001 (bottom right). Contours are positive
values at intervals of 0.3, where solid contours are positive values, the zero contour
is dotted and negative contours ar dashed. The other parameters are 3, = 3, = 100.

temperature. The boundary conditions are as in (1.24) for u, and for 6 are

=0, at ==

RO NN N

Y

L
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91‘ - Bx (9 - QB,oc) = 07 at r = — (32)

0, — B, (0 —0p,) =0, at y=—

Figure 3.16 shows two thermal solitary waves cases with Newton cooling on two
adjacent boundaries. Shown are the electric field, u, and the temperature, 6 for a
ground state solitary wave with 0, = 0.5, 0p, = 0.3 and p = 1, and for the first
excited state solitary wave with g, = 0.2, 0p, = 0.1 and p = 0.1. The other
parameters are 3, = 3, = 100. This choice of boundary conditions pushes the peak
of the thermal solitary wave towards the corner of the cell at (z,y) = (—15, —15).
The peak amplitude is a = 1.45 at (x,y) = (—4.17,—11.17), which is almost, but
not quite, co-located with the maximum cell temperature 6,,,, = 0.59. For the first
excited state the structure of the electric field amplitude, u, is complicated, with

two main local maxima and two local minima. The main solitary wave maximum of
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Figure 3.16: Thermal solitary waves, case with Newton cooling on two adjacent
boundaries. Shown are the electric field, u (left column), and temperature, 6 (right
column). The top row shows the ground state soliton with 65, = 0.5 and 05, = 0.3
and p = 1, while the bottom row shows the first excited state soliton with 6z, = 0.2
and 0p, = 0.1 with po = 0.1. The other parameters are 5, = 8, = 100 (on both
boundaries). Contours are at intervals of 0.5 for the top left figure, 0.1 for top right,
2 x 1074 for the bottom left and 0.05 for the bottom right. Solid contours are positive
values, the zero contour is dotted and negative contours are dashed.

a=4.61x10""is at (z,y) = (—=2.0,—7.5), with another maximum a = 2.2 x 10~*
at (z,y) = (—10.3,6.7). The minima are a = —4.11 x 107 at (z,y) = (0.17,-0.5)
and a = —5.36 x 107* at (z,y) = (=3.0, —12.67). As with the excited state solitary
wave solutions in Figure 3.13, the temperature response # has a single maximum as
a result of the large thermal conductivity v.

Figure 3.17 shows the amplitude, a, of the ground state thermal solitary wave
in (0p.,0p,) parameter space, while Figure 3.18 shows the position of the ground
state thermal solitary wave for values in (0p,,0p,) parameter space, with offset
along the x-axis ((;) and offset along the y-axis ((,). The other parameters are /3, =
By = 100. As expected, increasing 0p , or 0p, causes the amplitude of the solitary
wave to decrease, as well as causing its peak to migrate towards the respective cell
boundaries. The solitary wave response is symmetric about the line 05, = 0p,,
but the value of r = 1/9}29796 + «9?3,1/ at which the solitary wave amplitude a reaches

zero is not constant. The values of r at which @ = 0 range from r = 0.71 along the
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Figure 3.17: Amplitude, a, of the ground state thermal solitary wave for values in
(0w, 0p,) parameter space. The other parameters are 8, = 3, = 100.

0 = 0 and 0p, = 0 axes in Figure 3.17 to r = 0.83 for 05, = 0p, = 0.59, with

the difference in values likely a result of the square cell geometry.
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Figure 3.18: Position of the ground state thermal solitary wave for values in
(0B, 0p,) parameter space. a) shows offset along the x-axis, ¢, and b) shows
offset along the y-axis (,. The other parameters are 3, = 3, = 100. Location is not
shown where a < 1072
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Chapter 4

Stability for Thermal Solitary Waves

The stability of the thermal solitary waves is now investigated in both (1+1)-D and
(241)-D, both analytically and numerically, using three different methods. All the
results presented in this section are for the case of a single cell boundary with non-
zero ambient temperature, as described in section 3.1 for the (141)-D case, and at
the start of section 3.2.1 with boundary condition (3.1) for the (2+1)-D case. All
examples presented in this section use the parameter v = 100, with 3, = 3, = 100.
So the presented results explore the effect of the boundary temperature 65, and
propagation constant p on stability. The results for the (1+1)-D case, in section
4.2, are presented in 73], while the results for the (2+1)-D case, in section 4.3, are
presented in |72].

4.1 Methods

4.1.1 Vakhitov-Kolokolov (VK) Stability Criterion

The stability of the thermal solitary waves is investigated using the Vakhitov-
Kolokolov (VK) method. The self-focussing mechanism for these solitary waves
derives from the increase of the refractive index of the medium with the temperat-
ure increase due to the optical heating. This relationship is analogous to the optical
Kerr effect and can result in MI of a perturbed propagating solitary wave. To invest-

igate this, power versus propagation constant curves are calculated for the families
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of thermal solitary waves given by (1.23). The optical power in the (2+1)-D case,

+L/2 pL/2
P= / / |E|? dxdy, (4.1)
—L/2 J—LJ2

is calculated using the numerical solitary wave solutions found using the Newton-CG
method. The VK stability criterion [62] is a necessary, but not sufficient, condition
for MS of solitary wave solutions of generalised NLS equations on an infinite domain.
The condition is that the solution falls within a region of parameter space for which
the power versus propagation constant curve has positive slope (Z—i > 0), see, for
example, [42, 43, 56]. This result has not been theoretically proven for the governing
equations (1.15)—(1.22), which is an NLS-type system on a finite domain, but the
results presented here are consistent with the infinite domain theory. Assessment of

the VK stability criterion in the (1+1)-D case is the same, but for the 1D optical

power (2.6) and the corresponding governing equations (1.25).

4.1.2 Spectral Stability Analysis

In Section 4.1.1 the VK condition, a necessary condition for MS of thermal solitary
waves, was examined. However, it is still possible that amplitude or drift instabilities
may occur, see [54]. To assess this possibility, we shall use a linearized stability
analysis following the technique outlined in [112]. Instabilities occur if there are
negative eigenvalues. In this analysis a perturbation to the steady state solution
is expressed as a superposition of linear modes. Note that we are not considering

perturbations resulting from the boundary conditions. We hence express u and 6 as

u=us +e((v—w)e™ + (v +w)e N 0 =0,+O(e™ fe ), (4.2)

where u; and 6, are the steady state solutions and e is a small parameter. Calculating

the components of (1.23), eliminating steady state terms at O(1) and higher order
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terms in € we obtain

1w, = —e(p+ N (v —w)e™ 4+ e(—p 4+ N) (v +w)e

1 1 1 .
§V2u = §€(V2U — Viw)e + §€(V2v* + V2w*)e ' F (4.3)

20u = 2e0,((v — w)e™ + (v* + w*)e ™ ?) + 2eu,0(* 4 e=N7?)

Combining the components gives

(== A)(w = v) + %(v% — V20 4 20, (0 — w) + 2u,0]e™
4.4)

1 ) (

H(=p+ )"+ w?) + 5 (V27 + VA") 4 20,(0" + w) + 2u,0)e ™ = 0

So,
(=gt = A)(w —v) + %(v% L V20) 4 20,0 —w) £ 2O =0 (4.5)

To set this into the appropriate form for an eigenvalue problem, we need to eliminate
the temperature perturbation ©. Substituting the perturbation expansions for v and

0 into the temperature equation of (1.23) gives,

v(V20e™ + V20 %) + duy(ue™ +u'e ™ %) =0 (4.6)

Az

Taking the coefficients of ¢** from (4.6) and solving for © gives

vV?0 + duu = 0, (4.7)

which implies
_14usu

0 = [V?] (4.8)

v

Then substituting (4.8) back into (4.5) and converting to the form of the eigenvalue

problems Lov = Aw and Lyw = Av, we find

Su? 1
SV, L= (u—5VE-26).  (49)

1
Ly = (u—§v2—295—
Now substituting Liw = \v into Logv = Aw produces

LoLyw = \w. (4.10)
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We require the eigenvalues, A\? to be all positive for stability. The eigenvalues
of LyL, were calculated for a range of parameters. We found that the matrix Ly,
typically had condition number of O(10'°), indicating that the eigenvalue problem
is very ill-conditioned. Standard single and double precision variable types can
provide 7 or 16 decimal digits of precision, respectively. Rounding errors introduced
in the derivation of the eigenvalues meant that these precisions were found not to be
sufficient to calculate all minimum eigenvalues accurately. In many cases the error
in the computed minimum eigenvalue is sufficient that its sign would be incorrect,
leading to an incorrect inference about the stability of the solitary wave system.
To determine a suitable numerical precision to use for calculating the minimum
eigenvalues, a number of cases were tested using the BigFloat type in the Julia
language, which is based on the GNU MFPR library (multiple-precision binary
floating-point library with correct rounding) [44].

Figure 4.1 shows the minimum eigenvalue, log(|]\?|), versus numerical floating
point precision for two (2+1)-D cases, ¢ = 0.5 and 1. The other parameter is
0, = 0. Note that in Figures 4.1, 4.4-4.5 and 4.10-4.11, which show minimum
eigenvalues, the plots are constructed to display the negative and positive eigenvalues
on a log scale by first taking the absolute value. The upper panel in each plot
represents the region where the minimum eigenvalue \? is positive, while the bottom
panel shows the region where \? is negative. There is a discontinuity on the y axis,
given by a solid line, representing the transition from negative to positive values.

The case © = 1 has a negative minimum eigenvalue for all precisions, converging
to a value of A2 = —4.9319 x 1072, In this case the solution converged to a consistent
result to 5 significant digits with a numerical precision of 64 bits. For the case where
i = 0.5 the standard single precision of 32 bits resulted in an incorrect sign of the
computed minimum eigenvalue, with convergence to a value of A\? = 1.08975 x 1078
to b significant digits occurring at a numerical precision of 64 bits. Based on these
trials the minimum eigenvalues were calculated using numerically extended precision
to 128 bits, to ensure that rounding errors did not have a significant impact. The
use of extended precision added significantly to the computation costs for these
calculations, as a result of the extra overheads inherent in these variable types in

programming languages.
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Figure 4.1: Minimum eigenvalue, plotted as log(|\?|), versus numerical floating point
precision for ground state thermal solitary waves. The parameters are 0, = 0 and
p = 1: red (dashed) line; p = 0.5 blue (solid) line.

4.1.3 Numerical Simulations

The analytical stability predictions in Sections 4.1.1 and 4.1.2 are compared with
the results of numerical simulations of the original governing thermal system (1.15)—
(1.22), using the numerical steady state solution, with a small perturbation added,

as an initial condition. The initial condition used for the (241)-D case is then

E(z,y,0) = us(z,y) + €0 x ¢(2,9),0(,y,0) = 05(,y), (4.11)

where ug(x,y) and 04(x,y) are the thermal solitary wave solution found using the
Newton-CG method. The ¢ function generates a random normally distributed value
between 0 and 1 for all  and y. For the examples considered below, ¢, is taken as
0.01, or about 0.3% of the amplitude of the solitary wave in the (241)-D simulations
and about 0.5% of the amplitude of the solitary wave in the (1+1)-D case. The
numerical solution of the electric field equation is obtained using a hybrid numerical
method, where the spatial derivatives are discretized using central finite differences

and the fourth order Runge-Kutta method is used to advance in the time-like variable
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z. Gauss-Seidel iteration is used to solve for the temperature at each z-step |13]. The
spatial discretizations used are Az = 0.03 and Az = Ay = 0.682 for the (2+1)-D
case and Az = 0.33 for the (141)-D case.

4.2 (1+1)-D System Stability

Figure 4.2 shows the power P versus propagation constant p curve for (1+1)-D
ground state thermal solitary waves. The three curves correspond to 0z, = 0, 0.2
and 0.4. For non-zero ambient temperature 0p , the solitary wave solution branch
only exists over a finite range of p. All three curves are monotonic with positive
slope indicating that, for a given value of the ambient temperature, there is a single
stable solution branch. Figure 4.3 shows the power P versus propagation constant
o for ground and excited state thermal solitary waves, with 0z, = 0.2. The three
curves correspond to the ground state and the first two excited states. In all three
cases the curves are monotonic with positive slope, indicating MS across the entire
range of p values for both the ground and excited state solitary waves. Hence, it
is predicted that the thermal solitary waves are stable for all possible parameter
values.

Figure 4.4 shows the minimum eigenvalue, log(\?), versus boundary temperat-
ure 0p, for p = 1.0,0.7 and 0.5 for the (1+1)-D steady state solitary wave. All
eigenvalues are positive (where the solution exists), showing that the solitary wave
is stable for all values of 05, where the steady state solution is non-zero. In each
case, the minimum eigenvalue increases with increasing 6z, to a maximum value,
then decreases until the amplitude of the solitary wave becomes zero. For p = 0.5
with g, > 0.3 and p = 0.7 with 05, > 0.42 the steady state solution has zero
amplitude. For y = 1.0 the minimum eigenvalue reaches a maximum of 3.9 x 1074
at 0p, = 0.52, for g = 0.7 the maximum is 2.2 x 10~* at 0p = 0.38, and for = 0.5
the maximum is 1.3 x 107* at 0p. = 0.26.

Figure 4.5 shows the minimum eigenvalue, log(\?), versus propagation constant
p for g, = 0,0.1 and 0.2 for the (1+1)-D steady state solitary wave. The solitary
wave is stable for all values of 8z, where the steady state solution is non-zero. In

each case, the minimum eigenvalue increases with decreasing p to a maximum value,
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Figure 4.2: Power, P, versus propagation constant u, for (14+1)-D ground state
thermal solitary waves. Shown are 6z, = 0: blue (solid) line; #5, = 0.2: green
(dotted) line; 05, = 0.4: red (dashed) line.

then decreases until the amplitude of the solitary wave becomes zero for small pu.
For 0p, = 0.2 with p < 0.3125 the steady state solution has zero amplitude. For
0p. = 0.1 the smallest eigenvalue reaches a maximum of 2.9 x 107 at u = 0.2, and
for 6, = 0.2 the maximum is 8.5 X 107 at pu = 0.39.

Figure 4.6 shows the electric field amplitude, |F|, and temperature, 6, in the
(z, z) plane, as given by the full numerical solution of the thermal system (1.25).
Shown is the numerical evolution of a perturbed solitary wave, for z up to 10000. The
parameters are 0, = 0.2 and p = 1. The initial thermal solitary wave corresponds
to a non-symmetric case in Figure 3.1. In this case the thermal solitary wave is
a ground state beam centred at x = —3.19 with an amplitude of a = 0.833. The
positions of the peaks of the electric field amplitude |E| and temperature 6 both
remain steady out to z = 10000. The electric field amplitude oscillates between
|E| = 0.844 and 0.828, indicating a variation of around 1% about the mean. This

example corresponds to the parameter choice marked A on Figures 4.4 and 4.5, so
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Figure 4.3: Power, P, versus propagation constant, u, for (1+1)-D ground and
excited state thermal solitary waves, with 6z, = 0.2. Shown are the ground state:
red (dashed) line; first excited state: green (dotted) line; second excited state: blue
(solid) line.

the spectral analysis has a positive eigenvalue for this case, which implies stability.
The theoretical prediction of stability is consistent with the numerical solution.
Figure 4.7 shows the electric field amplitude, |F|, and temperature, 6, in the
(z,z) plane. Shown is the numerical evolution of a perturbed solitary wave for
z up to 10000. The parameters are 0, = 0.6 and g = 1. The initial thermal
solitary wave corresponds to the highly non-symmetric case in Figure 3.1. In this
example the thermal solitary wave is a ground state beam centred at x = —11.87,
which is very close to the cell boundary at x = —15. In this case, the electric field
peak amplitude is @ = 0.217, which is much lower than the example considered in
Figure 4.6 for which the solitary wave peak is near the center of the cell. This is
a more challenging example as the position offset is large and the solitary wave is
qualitatively quite different to near symmetric solitary waves or those in an infinite
domain. There is a variation in |F| of 2% about the mean, which is higher than for

the previous example. This example corresponds to the parameter choice marked B
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Figure 4.4: Minimum eigenvalue, log(\?), versus boundary temperature 65, for the
(141)-D steady state solitary wave. Shown are u = 1.0: red (solid) line; p = 0.7:
green (dashed) line; p = 0.5: blue (dotted) line.
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Figure 4.5: Minimum eigenvalue, log(A\?), versus propagation constant p for the
(1+1)-D steady state solitary wave. Shown are g, = 0: red (solid) line; 05, = 0.1:
green (dashed) line; 05, = 0.2: blue (dotted) line.
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Figure 4.6: Electric field amplitude, |E|, and temperature, 6, in the (z, z) plane, as
given by the full numerical solution of the thermal system (1.25), up to z = 10000.
The parameters are g = 1.0 and 65, = 0.2. Upper panel: |E|; Middle panel: 0;
Lower panel: Maximum value of |E| blue (solid) line and 6 red (dashed) line.

on Figure 4.4, so the spectral analysis has a positive eigenvalue for this case, which
implies stability. The theoretical prediction of stability is again consistent with the
numerical solution.

Figure 4.8 shows the electric field amplitude, |F|, and temperature, 6, in the
(z,z) plane. Shown is the numerical evolution of a perturbed solitary wave for z
up to 10000. The parameters are 0p, = 0.2 and g = 0.28. The initial thermal
solitary wave corresponds to a non-symmetric excited state. For this example, the
electric field amplitude has two peaks, one of |E| = 0.222 at + = —4.36 and the
other peak of |E| = 0.187 nearer to the boundary at x = —11.76. It is of interest to
determine whether excited state thermal solitary waves are numerically stable, as

excited state solitary waves tend to be unstable, particularly for local equations [62].
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Figure 4.7: Electric field amplitude, |E|, and temperature, 6, in the (z, z) plane, as
given by the full numerical solution of the thermal system (1.25), up to z = 10000.
The parameters are 0, = 0.6 and p = 1.0. Upper panel: |E|; Middle panel: 6;
Lower panel: Maximum value of |E| blue (solid) line).

The maximum value reached for the larger peak is |E| = 0.224, with a variation of
around 1%, which indicates that it is stable to perturbations.

Note that although the evolution is shown in all these figures up to z = 10000,
the initial conditions used were found to be stable for much longer z. Hence, the
numerical results confirm that (1+1)-D thermal solitary waves are MS, even for
higher-order waves and extremely non-symmetric cases, for which the wave is close
to one cell boundary. For each of the fundamental solitary wave cases the numerical
stability was also in agreement with the finding of stability implied by positive
eigenvalues in the spectral stability analysis and positive slope of the power versus

propagation constant curves.
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Figure 4.8: Electric field amplitude, |E|, and temperature, 6, in the (z, z) plane, as
given by the full numerical solution of the thermal system (1.25), up to z = 10000.
The parameters are 05, = 0.2 and p = 0.28. Upper panel: |E|; Middle panel: 6;
Lower panel: Maximum value of |E| blue (solid) line.

4.3 (2+1)-D System Stability

Figure 4.9a shows the power P versus propagation constant p for ground state
thermal solitary waves in (2+1)-D. The three curves correspond to fp, = 0, 0.2 and
0.4. For non-zero ambient temperature 65, the solitary wave solution branch only
exists over a finite range of p. All three curves are monotonic with positive slope
indicating that, for a given value of the ambient temperature, there is a single stable
solution branch. Figure 4.9b shows the power P versus propagation constant p for
ground and excited state thermal solitary waves for 05, = 0.2. The three curves
correspond to the ground state and the first two excited states. In all three cases
the curves are monotonic with positive slope, fulfilling the necessary condition for

MS across the entire range of i values for both the ground and excited state solitary
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Figure 4.9: a) Power, P, versus propagation constant u, for (2+1)-D ground state
thermal solitary waves. Shown are 6z, = 0: blue (solid) line; 65, = 0.2: green
(dash-dot-dot) line; 0, = 0.4: red (dash-dot) line. b) Power, P, versus propagation
constant, j, for (2-+1)-D ground and excited state thermal solitary waves with 6, =
0.2. Ground state wave: red (dash-dot) line; first excited state: green (dash-dot-dot)

line; second excited state: blue (solid) line.
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waves.

Figure 4.10(a) shows the minimum eigenvalue, log(|\?|), versus 05, for (4.10).
Shown are p = 0.5,0.7 and 1. Figure 4.10(b) shows amplitude a versus 0p ,, with
stable region shown as solid line and the unstable region shown as dashed lines. The
symbols A, B, C and D refer to the parameter choices used for Figures 4.12, 4.13,
4.14 and 4.15 respectively. In the case pu = 1.0, the smallest eigenvalue is negative
for values of 0p, up to 0.175, after which all the eigenvalues are positive. For the
case p = 0.5 the eigenvalues are positive for all values of g, up to 0.5, suggesting
stability for 0p, in this range. For 1 = 0.7 the threshold value for the sign change of
the minimum eigenvalue is 0, = 0.075, with stability for large values of 05 ,. The
figures show that higher amplitude solitary waves are generally unstable while lower
amplitude waves are generally stable. Increasing 0p, stabilizes the solitary waves,
as the amplitudes are lower for off-centred waves, while increasing p destabilizes the
waves, as their amplitude increases.

Figure 4.11(a) shows the minimum eigenvalue, log(|\?|), versus propagation con-
stant p for (4.10). Figure 4.11(b) shows the amplitude versus p for (4.10). Shown
are 0p, = 0.0,0.05 and 0.1. The symbols A, B, C and D refer to the parameter
choices used for Figures 4.12, 4.13, 4.14 and 4.15 respectively. The solitary wave
is not stable for larger values of the propagation constant, indicating that regions
of parameter space corresponding to large amplitude solitary waves are unstable,
according to linearized stability analysis. To assess whether the negative eigenvalue
is associated with an amplitude stability or a drift instability it is necessary to check
whether the associated eigenmode is symmetric or asymmetric [54]. In this case the
negative eigenvalues possess a symmetric eigenmode, indicating that for values of
w1 > 0.55 the solitary wave possesses an amplitude instability. For values of © < 0.55
the solitary wave is stable.

Figure 4.12 shows the electric field amplitude, |E|, and temperature, 6, in the
(y, z) plane, as given by the full numerical solution of the thermal equations (1.15)
with boundary conditions (1.19)-(1.22), with a profile taken along the x = 0 axis.
Shown is the numerical evolution of a perturbed solitary wave, for z up to 4000.
The parameters are 0p, = 0p, = 0.0 and p = 1. The initial thermal solitary

wave corresponds to the symmetric case in Figure 3.7. The thermal solitary wave is
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Figure 4.10: a) Minimum eigenvalue, plotted as log(]A\?|), versus 6z, for Equation
4.10. Shown are 1 = 1.0: red (right) line; = 0.7: green (middle) line; and p = 0.5:
blue (left) line. The dashed red line shows the discontinuity where the minimum
eigenvalue changes sign. b) Amplitude, a, versus 6z, with stable region shown as
solid line and the unstable region shown as dashed lines. Shown are g = 1.0: red
(top) line; p = 0.7: green (middle) line; and g = 0.5: blue (bottom) line
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Figure 4.11: a) Minimum eigenvalue, plotted as log(|]A?|), versus y for Equation 4.10.
Shown are 0p, = 0.0: red (left) line; §5, = 0.05: blue (middle) line; 65, = 0.1:
green (right) line. b) Amplitude, a, versus p, with stable region shown as solid line
and the unstable region shown as dashed lines. Shown are 65, = 0.0: red (top) line;
05, = 0.05: blue (middle) line; 05, = 0.1: green (bottom) line.
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Figure 4.12: Time evolution of centred thermal solitary wave, demonstrating amp-
litude modulational instability. Shown are |E| (top), and 6 (middle) both taken
along y = 0, along with the maximum value of | E| (bottom) from z = 0 to z = 4000.
The parameters are g, = 0 and p = 1.0.

initially a ground state beam centred on (z,y) = (0,0) with an amplitude of a = 2.86.
Instability develops from around z = 2000, before the numerical solution breaks
down completely after around z = 2500. This example corresponds to the parameter
choices marked A on Figures (4.10) and (4.11), so the spectral stability analysis
in this case has a negative eigenvalue, which implies instability. The theoretical
prediction of a slow rate of amplitude drift instability is consistent with the numerical
solutions.

Figure 4.13 shows the electric field amplitude, |E|, and temperature, 6, in the
(y, z) plane, as given by the full numerical solution of the thermal equations (1.15)
with boundary conditions (1.19)—(1.22), with a profile taken along the z = 0 axis,
for the case u = 0.5. This represents a case where all the eigenvalues are positive
(see Figure 4.11, for u = 0.5). Shown is the numerical evolution of a perturbed
solitary wave, for z up to 6000. The parameters are 0p, = 0, = 0 and u = 1. The
initial thermal solitary wave corresponds to the symmetric case in Figure 3.7. In
this case the thermal solitary wave is a ground state beam centred on (x,y) = (0, 0)

with an amplitude of a = 1.68, with the solitary wave remaining stable until at least
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Figure 4.13: Time evolution of centred thermal solitary wave, demonstrating sta-
bility of the solution. Shown are |E| (top), and 6 (middle) both taken along y =
0, along with the maximum value of |E| (bottom) from z = 0 to z = 6000. The
parameters are 0p, = 0 and p = 0.5.

z = 6000. This example corresponds to the parameter choices marked B on Figures
4.10 and 4.11, so the spectral analysis in this case has a positive minimum eigenvalue
which implies stability. The theoretical prediction of stability is consistent with the
numerical solution.

Figure 4.14 shows the electric field amplitude, |E|, and temperature, 6, in the
(y, z) plane, as given by the full numerical solution of the thermal equations (1.15)
with boundary conditions (1.19)—(1.22), with a profile taken along the z = 0 axis.
The other parameters are 0, = 0.1 and y = 1. The thermal solitary wave solution
is a ground state beam off-centred on (z,y) = (0, —3) with an amplitude a = 2.7.
Instability develops from around z = 600, before the numerical solution breaks
down completely after z = 800. This example corresponds to the parameter choices
marked C on Figures 4.10 and 4.11, so the spectral analysis in this case has a
negative minimum eigenvalue which implies instability, which is consistent with the
numerical solutions.

Figure 4.15 shows the electric field amplitude, |E|, and temperature, 6, in the

(y, z) plane, as given by the full numerical solution of the thermal equations (1.15)
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Figure 4.14: Time evolution of off-centre thermal solitary wave, demonstrating in-
stability of the solution. Shown are |E| (top), and 6 (middle) both taken along y
= 0, along with the maximum value of |F| (bottom) from z = 0 to z = 1000. The
parameters are g, = 0.1 and p = 1.0.

with boundary conditions (1.19)-(1.22), with a profile taken along the x = 0 axis.
The parameters are g, = 0.1 and = 0.5. The thermal solitary wave solution is a
ground state beam off-centred on (z,y) = (0, —6.18) with an amplitude of a = 1.55.
Here the beam is much closer to the boundary than the example considered in
Figure 4.14. For this case, no instability develops by z = 2000, although it seems
from the plot of max |E| that instability is beginning to develop by z = 2500 for
this off-centre case. This example corresponds to the parameter choices marked
D on Figures 4.10 and 4.11, so the spectral stability analysis in this case has a
positive minimum eigenvalue which implies stability. The correspondence between
the theoretical stability prediction and the numerical solutions is not clear cut.
Whilst this example exhibits numerical stability for a much longer z ~ 3000 than
does Figure 4.14 (which exhibits instability at z ~ 700), numerical instability does
eventually develop. This instability may be numerical, and due to difficulties in
a propagating off-centred wave, or perhaps an influence from the boundary, not
captured in our stability analysis.

It is known that stable higher order solitary waves are possible in (241)-D geo-
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Figure 4.15: Time evolution of off-centre thermal solitary wave, demonstrating sta-
bility of the solution. Shown are |E| (top), and 6 (middle) both taken along y =
0, along with the maximum value of |E| (bottom) from z = 0 to z = 3000. The
parameters are g, = 0.1 and p = 0.5.

metry for many NLS-type equations, where nonlocality permits a broad enough
waveguide. Figure 4.16 shows a higher order steady solitary wave solution with
electric field amplitude, |E|, and temperature, 6, in the (y, z) plane, given by the
full numerical solution of the thermal equations (1.15) with boundary conditions
(1.19)—(1.22), with a profile taken along the z = 0 axis (upper panels in Figure
3.13). The parameters are 0, = 6, = 0 and p = 0.1. The solitary wave initially
has a local maximum at the centre and an annular local minimum, which translates
to three local maxima of |u| along the cross section at y = 0. After around z = 500
the higher order solitary wave decays to a ground state solitary wave with amp-
litude of @ = 1.41 and a variation of around 1.3%, consistent with the behaviour
expected for solitary waves with topological charge > 3 [57]. The ground state wave

propagates stably until at least z = 12000 (not shown).
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Figure 4.16: Time evolution of higher order thermal solitary wave, demonstrating
decay into ground state solitary wave and subsequent stability. Shown are |E| (top),
and 6 (bottom) both taken along y = 0 from z = 0 to z = 3000. The parameters
are 0p, = 0 and p = 0.1.
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Chapter 5

Conclusions and Future Work

In this thesis we have considered optical solitary waves propagating through a non-
linear thermal medium, for both a line (14-1)-D cell geometry and a square (2+1)-D
cell geometry.

We have compared the performance of three different numerical schemes for
finding steady-state thermal solitary wave solutions. We found that the Newton-
CG method can be used to efficiently find the steady state solitary waves, including
cases where one or more of the cell boundaries is kept warmer than the ambient
temperature. We explored several options for implementation of the Newton-CG
scheme, including the order of the spatial discretizations and the use of precondi-
tioning matrices, and found that a fourth-order discretization with no precondition-
ing produced the best results. The Newton-CG method was shown to be able to
produce higher order solitary waves in both (1+1)-D and (2+1)-D.

The solutions derived in this thesis show that the location of an optical beam
within a cell migrates towards the warmer boundaries, and can be guided towards
the corner of the cell when more than one adjacent boundary is kept warm. Solitary
waves closer to the cell boundary tend to be lower in amplitude, in both the (1+1)-
D and (2+1)-D cases, and there was a limit to how close to the cell boundary a
solitary wave could be supported. Control of the solitary wave location via the
warm boundary can be achieved by either changing the ambient temperature at the
boundary or via a scenario with different Biot numbers at the boundaries, as in the
steady state a lower Biot number also produces a higher temperature at the cell

boundary. Excited state solitary waves also migrated towards the warmer boundary
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or boundaries, but experienced changes in the geometric structure of the electric
field in the (2+1)-D case.

It was shown that both (1+1)-D and (2+1)-D solitary waves met the VK cri-
terion for stability in the parameter space that we explored. As the VK stability
criterion is only a necessary condition for stability we also conducted a spectral
stability analysis, finding that the (1+1)-D thermal solitary waves are stable for
all parameter values, and that (2+1)-D waves are stable for some combinations of
boundary temperature and propagation constant. We checked these theoretical sta-
bility results by comparing with the numerical evolution of perturbed solitary waves,
finding agreement with the theoretical results in most cases.

There are many opportunities to extend the work of this thesis. We could in-

vestigate steady state solitary wave solutions for

e Defocussing thermal media. The propagation of stable solitary waves in defo-
cussing thermal media have been studied experimentally, e.g. [51, 107, 108].
This will generate families of dark and grey thermal solitary waves and we can
explore how these respond to different conditions at the cell boundary, and
whether these forms of solitary wave are stable in both (1+1)-D and (2+1)-D

geometries.

e Circular cell geometry including vortex modes. This would produce (2-+1)-
D solitary waves with radial symmetry, where the governing equation could
be reduced from a function in three variables (x,y,z) to a function in two
variables (r,z) though a variable transformation, e.g. [59]. While differential
temperature at the boundary may not be experimentally practical, we can
investigate the effect of boundary temperature and propagation constant on

the stability of the solitary waves in this geometry.

e Rectangular cell geometry to calculate elliptical thermal solitary wave solu-
tions, as found experimentally by [97], and the effect of differential temperat-
ure at the cell boundaries on these elliptical waves. We could also investigate
other irregular cell geometries to find the effect on the form of the solitary

wave.

e Other higher order solitary waves, including multipole types. e.g. [28] showed
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the effect of the boundary on non-steady state dynamics of quadrupole necklace
solitary waves. We could explore whether the Newton-CG method can produce
thermal solitary waves of this form, and the effect of differential temperature

of the cell boundaries.

In addition, further work is needed to investigate the sources of numerical errors
propagating in from the cell boundaries, as we have been unable to completely resolve
discrepancies arising between the spectral and numerical stability analyses in some
off-centred (2-+1)-D cases. In this thesis we have used the fact that information
from the boundary conditions is present in the steady state solution to undertake
the spectral stability analysis, but it may be worth investigating ways to explicitly
incorporate the boundary condition in this stability analysis. It would be of value to
calculate gain curves for modulational instabilities to better understand this mode
of instability in the off-centred case.

Another future component of work could be to identify candidate experimental
regimes, including details such as the type of thermal media and configuration at
the cell boundary, in which the boundary temperature effects identified in this thesis
could be tested.

This work, and suggested associated future work, may have direct applications
for experiments into the control and steering of light beams in photonic devices,

including experiments in optical switching and optical computing systems.
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Appendix

A Selected Code

Python code demonstrating the implementation of the Newton-CG method for the
(141)-D case is included below. The file fourthOrder.py contains the main pro-
gram loop for implementing the fourth order discretized version of the Newton-CG
method. The file conjGradOperators.py contains operators for performing the con-
jugate gradient solver, interpolating to find amplitude and location, and calculation
of one dimensional power. The file fourthOrderOperators.py contains constructors
for the fourth order L0 and L1 operators. The file parameters.py contains key para-

meters governing the cell geometry, boundary conditions, and numerical methods.

iaa
## Filename: fourthOrder.py

iia

from numpy import exp,copy,zeros ,arange,dot
import matplotlib

matplotlib.use( agg’)

import pylab as pl

from time import time

import fourthOrderOperators
import conjGradOperators
from parameters import Lx,Nx,dx,nmax,errormax , beta, \

thetaB ,mu, filename , errorfilename
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# Function to call fourth order discretized Newton—CG solver
def simulation ():

st = time ()

x=arange(—Lx/2,—Lx/2+Nxxdx , dx)

# Initial guess for steady state solution
E=2.0%xexp(—x*%2)

Theta=1.8xexp(—x**2)

Einit=copy (E)

Thetainit=copy ( Theta)

Eerror=zeros (nmax)

# Outside (Newton) iteration loop
for nn in arange(1,nmax):

Eold = copy (E)

Thetaold = copy(Theta)

Ll= fourthOrderOperators.Ll(Eold, Thetaold ,Nx, \
dx, beta ,thetaB ;mu)

LOE=_ fourthOrderOperators.LO(Eold, Thetaold ,Nx, \
dx, beta ,thetaB ;mu)

LOE=dot (L1.T,LOE)

Ll=dot(L1.T,L1)

# Inner (conjugate gradient) iteration loop
DX=_conjGradOperators.solver (LOE,L1)
E=Eold+DX|[0: Nx]|

Theta=Thetaold+DX|Nx:2xNx|

# Check error
Eerror [nn]=abs (DX[2:2+Nx—2]).max()
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if Eerror|[nn]| < errormax:
print "Iterations=_" ,nn
break
P=_ conjGradOperators.power(E,dx)

ft = time ()
print "Time_Taken=_",(ft—st)/60.0," _mins"
return x,E, Theta, Einit , Thetainit , Eerror ,P

# Run with custom parameters

def simulation p(beta,thetaB ,mu,errormax ,Nx,Ein, Tin):
st = time ()
dx=Lx/(Nx—1)
x=arange(—Lx/2,—Lx/2+Nxxdx , dx)

# Initial guess for steady state solution
E=Ein

Theta=Tin

Einit=copy (E)

Thetainit=copy ( Theta)

Eerror=zeros (nmax)

# Outside (Newton) iteration loop
for nn in arange (1,nmax):

Eold = copy (E)

Thetaold = copy(Theta)

L1=_ fourthOrderOperators.L1(Eold, Thetaold ,Nx, \
dx, beta ,thetaB ;mu)
LOE=_ fourthOrderOperators.LO(Eold, Thetaold ,Nx, \
dx, beta ,thetaB ;mu)
LOE=dot (L1.T,LOE)
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Li=dot (L1.T,L1)

# Inner (conjugate gradient) iteration loop
DX= conjGradOperators.solver (LOE,L1)
E=Eold+DX|[0: Nx|

Theta=Thetaold+DX|Nx:2xNx|

# Check error
Eerror [nn]=abs (DX[2:2+Nx—2]).max()
if Eerror|[nn]| < errormax:
break
P—_ fourthOrderOperators. Sint (ExE)

ft = time ()
print "Time_Taken=_",(ft—st),"_seconds"

return x.E, Theta, Einit , Thetainit , Eerror ,P

##
## Filename: conjGradOperators. py

aia

# Conjugate Gradient Iteration Solver
from numpy import zeros, dot, arange

from numpy.linalg import inv

def solver (LOE,L1):
DX=zeros (len (LOE))
R—=—L0OE
Rerr=dot (R,R)
RerrO=Rerr
D=R
while (Rerr > 10e—2xRerr0):
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q=dot (L1,D)
a=Rerr/dot (D, q)
DX=DX+axD
R=R—axq
RerrOld=Rerr
Rerr=dot (R,R)
b=Rerr/RerrOld
D-R+t+bxD

return DX

def midpointInterpolator (E,Nx):
Midpoint=E. argmax ()
if (Midpoint—1)>=0 and (Midpoint+1)<=(Nx—1):
X=(E|Midpoint|-E| Midpoint —1]) /(E[ Midpoint | \
—E[Midpoint +1])
if (E[Midpoint—1|>E[Midpoint +1]):
Adjusted Midpoint=Midpoint —0.5%(1—X)
elif (E[Midpoint—1|<E[Midpoint+1]):
Adjusted Midpoint=Midpoint+0.5%(1—1/X)
Adjusted Midpoint=(Adjusted Midpoint—Nx/2)
elif (Midpoint—1)<0:
Adjusted Midpoint=—Nx/2
else:

Adjusted Midpoint=Nx/2

return Adjusted Midpoint

def amplitudelnterpolator (x,v):
Xc=v.argmax ()
if Xc<len(v)—1:
mp=x | Xc|
mpl=x [ Xc—1]
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mpr=x | Xc+1]

A=[[mpl**2,mpl, 1] ,[mp**2 mp,1]|,[mpr**2 mpr,1]]|

b=[v[Xc—1],v[Xc],v[Xc+1]]

pcoeff=dot (inv(A),b)

xmax—pcoeff|[1]/(2xpcoeff[0])

ymax=pcoeff[0]*xmax**2+ pcoeff[1]*xxmaxtpcoeff[2]
else:

xmax=x | Xc |

ymax=v | Xc |

return xmax,ymax

def power(f, dx):
f2=1f%x2
mtot=f2 [0|+ {2 [len (f)—1]
for i in arange(1l,len(f2)/2—-1):
mtott—2+£2 [ i#2] L 4%£2 [i%2—1]
mtot=mtot*xdx /3.0

return mtot

##
## Filename: fourthOrderOperators. py

iia

from numpy import zeros, arange, hstack, vstack, \
dot, shape, diag,tril ,triu
from numpy.linalg import inv, eig

from parameters import nu, beta ,dx

# Conjugate Gradient operators
# Define fourth order nonlinear operator LO

def LO(E,T,Nx,dx,beta,thetaB mu):
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ETnew=zeros (2%Nx)

for i in arange(2,Nx—2):

ETnew | i|=(—E[i—2|+16+E[i —1]-30«E[i]+ \
G+E[1+1]-E[1+2])/(24xdx*x2)+ \
2%E[1]+T[i]-musE[ 1|

ETnew | i+Nx|=nus(—T[i—2]+16+T[i—1]— \
30«T[1]+16%T[i+1]-T[i+2]) \
/(12xdx*%2)+2xabs (E[1])**2

ETnew|[0]=E|0]

ETnew|[1]=(10«E[0] —15xE[1] —4xE[2]+14xE[3] — \
6+E[4]+E[5])/(24xdx**x2)+2xE[1]«T[1] \
—muxE[1]

ETnew | Nx—2] = (E [ Nx—6] —6+E [ Nx—5] + 14E [Nx—4]— \
4xE [ Nx—3]—15+E [ Nx—2] +10«E[Nx—1]) \
/(24xdx*x2)+2«E[Nx—2]«T[Nx—2] \
—muxE [ Nx—2]

ETnew | Nx—1|=E|[Nx—1]

ETnew | Nx|=(—3+T[4] + 16%T[3] —36+T[2] +48+T[1] \
—25«T[0]) +12«betaxdx*(T[0] — thetaB)

ETnew [Nx+1]=nu*(10«T[0] =15«T[1] —4«T[2]+ \
14%T[3] —=6*T[4]+T[5])/(12xdx*%2) \
+2xabs (E[1])*x2

ETnew|2 * Nx—2|—nu# (T [Nx—6]— 6T [ Nx—5| + 14+T[Nx—4] \
—4+T[Nx—3] = 15+T [ Nx—2]+10«T[Nx—1]) \
/(12xdx*%2)42xabs (E|Nx—2])*x*2

ETnew|[2*Nx—1|=T[Nx—1]

return ETnew
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# Define fourth order linearized operator Ll

def L1(E,T,Nx,dx,beta,thetaB mu):
Ll=zeros (|2*Nx,2xNx|)
L1[0,0]=1
L1[1,0]=10/(24xdx*%2)
L1[1,1]= —15/(24%dx*%2)
L1[1,2]= —4/(24%dx+#2)
L1[1,3]=14/(24xdx*%2)
L1[1,4]=—6/(24xdx*%2)
L1[1,5]=1/(24%dx*%2)
L1[Nx—2,Nx—6|=1/(24xdx*%2)
L1[Nx—2 ,Nx—5]=—6/(24xdx*%2)
L1[Nx—2 Nx—4|=14/(24xdx*xx2)
L1[Nx—2,Nx—3|=—4/(24%dx*%2)
L1[Nx—2,Nx—2]=—15/(24*dx*%2)
L1[Nx—2,Nx—1]=10/(24*%dx*%2)
L1[Nx—1,Nx—1]=1
L1[Nx,Nx|=12%betaxdx—25
L1[Nx,Nxt1]-48
L1[Nx,Nx+2]——36
L1[Nx,Nx|3]=16
L1[Nx, Nx4]——3
L1[Nx+1,Nx|=10*nu/(12xdx*x2)
L1[Nx+1,Nx+1]=—15*nu/(12xdx**2)
L1[Nx+1,Nx+2]=—4*nu/(12xdx*x2)
L1[Nx+1,Nx+3]=14*nu/(12xdx*x2)
L1[Nx+1,Nx+4]=—6*nu/(12xdx*x2)
L1[Nx+1,Nx+5]=nu/(12*dx**2)
L1[2%Nx—2,2%Nx—6]=nu/(12%dx*%2)
L1[2%Nx—2,2%Nx—5|=—6+nu/(12xdx%2)
L1[2%Nx—2,2«Nx—4|=14%nu/(12xdx**2)
L1[2%Nx—2,2%Nx—3|=—4%nu /(12xdx*%2)
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L1[2%Nx—2,2«Nx—2]=—15xnu/(12xdx**2)

L1[2%Nx—2,2%Nx—1]=10%nu/(12xdx*%2)

L1[2%Nx—1,2«Nx—1]=1

for i in arange(2,Nx—2):
L1[i,1—-2]=—1/(24xdx*%2)
L1[i,i—1]=16/(24xdx*x%2)
L1[i,i]=—-30/(24xdx*x2)+2%T[i]—mu
L1[i,i+1]=16/(24xdx*x%2)
L1[i,1+2]=—1/(24xdx*x%2)
L1[i, i tNx+2]=2+E[i]

for i in arange(Nx+2,2xNx—2):
L1[i,i—2]=—nu/(12xdx*%2)
L1[i,i—1]=nux16/(12*xdx*x*2)
L1]i,i]=—30%nu/(12xdx*%2)
L1[i,1+1]=nus16/(12%dx*2)
L1[i,i+2]=—nu/(12xdx*%2)
L1[i,i—Nx—2]=4%E[i—Nx—2]

return L1

# Define Simpsons numerical integration function
def Sint (f):
mtot=f [0]+ f[len (f)—1]
for i in arange(1l,len(f)/2-1):
mtot+=2xf [ i %2|+4xf[i%x2—1]
mtot=mtotxdx /3.0

return mtot

ia
Filename: parameters.p
Y

iia
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# Set up domain and parameters
Lx=30.0

Nx=90.0

nu=100

mu=0.05

beta=100.0

thetaB=0.0

errormax=1le—10

nmax=o00000

dx=Lx /(Nx—1)

#Used wn ITMs only
dt=0.005

c—1.5

#Fifth order Richardson extrapolation amplitude
reH=0.83425010458
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