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Abstract High-strength low-alloy (HSLA) steels often

comprise of Cu clusters and M2C (M: Mo, Cr) carbides as

strengthening particles. In this work, three new HSLA

steels with alternative strengthening phases, Fe2SiTi and

Ni3Ti, are investigated by using HSLA-115 steel as the

reference. To evaluate the weldability for potential fabri-

cation using casting, welding, and additive manufacturing,

freezing ranges are studied using differential thermal

analysis (DTA), and CALPHAD (Calculation of Phase

Diagrams) approach under equilibrium and nonequilibrium

conditions. While the cooling signals in the DTA analysis

are not pronounced enough for thermal analysis, the trend

of freezing range change based on the nonequilibrium and

equilibrium calculations are consistent with the heating

signals. High-throughput calculations are performed to

deduce the effect of variation of each alloying element on

the freezing range. Moreover, the experimental and cal-

culated phase fractions and compositions of the as-cast and

heat-treated alloys were compared. Though CALPHAD

model-prediction can provide valuable insights into the

phase stability of these new alloys, there is a remarkable

difference regarding phase fraction and composition of

individual phases. Therefore, this study indicates that the

application of the CALPHAD approach in new alloy dis-

covery requires a careful model-validation and database

calibration.

Keywords CALPHAD � Heusler phase � HSLA steels �
thermal analysis � thermodynamics

1 Introduction

Copper-bearing high strength low alloy (HSLA) steels with

low carbon content such as HSLA-80, HSLA-100, and

HSLA-115 (numbers denote the minimum tensile yield

strength in ksi) steels were developed for naval applica-

tions, owing to their high strength, excellent low-temper-

ature toughness and good weldability.[1] This class of steels

are cheap and involves low fabrication costs, and hence, it

is used in applications such as the construction of ship hulls

and offshore platforms.[2–4] The loss of strength due to the

low carbon content is compensated by the addition of Cu.

The high strength in Cu-bearing HSLA steels is attained

due to the co-precipitation of BCC-Cu clusters, concomi-

tantly with M2C (M: Mo as major species, Cr and Fe are

minor) precipitates during aging.[5] The superior weld-

ability is due to the very low carbon content

(B 0.06 wt.%). This ensures that the composition of these

steels is located in Zone I of the Graville weldability dia-

gram,[6] which indicates good resistance to hydrogen-in-

duced cracking. Excellent low-temperature impact

toughness can be attributed to the dissolution of the
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cementite, which provides carbon necessary for the pre-

cipitation of M2C.
[5] In addition, Nb is added in small

amounts to inhibit the grain growth during austenitization

by inducing the precipitation of carbides.[7] The superior

properties achieved due to the synergistic effects from the

above-mentioned precipitates and the alloy composition

has facilitated Cu-bearing HSLA steels to be a candidate

material for naval applications.

In recent years, there has been an increasing interest in

steels that can be hardened by the precipitation of inter-

metallic phases. Fe–Si-Ti based alloys received special

attention as it was found to be capable of forming a large

volume fraction of intermetallic precipitates.[8,9] It has

been reported that the addition of Si and Ti to low carbon

steels lead to the precipitation of ordered metastable inter-

metallic phase, Fe2SiTi in much higher fractions (* 6%)

than the usual amount of strengthening precipitates that

form in micro-alloyed steels such as HSLA-115 steels.[10]

The age hardening behavior of Fe-Si-Ti alloys was inves-

tigated initially by Wasmuth[11] and further by other

researchers,[12,13] and it was found that there is a fine dis-

persion of spherical coherent precipitates that were

responsible for the hardening of these alloys. Jack[14]

reported that these precipitates are Fe2SiTi, and the crystal

structure was determined to be an ordered L21 face-cen-

tered cubic (FCC) crystal structure, which is the same as

the Heusler phase. The resulting precipitation hardening

leads to extremely high mechanical properties such as yield

strength, strain hardening, and strain to fracture.[10] In

addition to this, these alloys can be solution treated with

ferrite as the matrix phase such that no allotropic trans-

formation occurs when quenched from the solution treat-

ment temperature, which also contributes to the

strengthening of this material.[15] Low carbon steels with

significant Si and Ti additions are expected to be promising

candidate materials for automotive as well as naval appli-

cations due to their hardening behavior and the presence of

solute elements with low density, leading to high strength

in conjunction with substantial weight reduction.

It is known that the currently available commercial

multicomponent thermodynamic databases for steels

developed using the CALPHAD (Calculation of Phase

Diagrams) method are efficient in predicting the phase

equilibria in conventional steels.[16–20] However, the

applicability of these databases for newly designed steels

with unconventional precipitates has not been explored

until now. Hence, steels with a composition close to the

conventional Cu-bearing HSLA-115 steels with strength-

ening precipitates other than M2C, were designed using a

high-throughput CALPHAD-based ICME (Integrated

Computational Materials Engineering) framework.[21,22]

The desired compositions were obtained by optimizing

material properties such as the amount of beneficial and

detrimental phases as well as the freezing range. These

attributes were determined using the CALPHAD method,

and high-throughput screening was performed using an in-

house ICME code.[22] In order to achieve the highest vol-

ume of the Fe2SiTi phase, 500 �C is chosen as the tem-

perature to optimize the composition. Further, to

understand the effect of Si, another composition (silicon-

and niobium-free steel) was designed with a silicon-free

strengthening phase such as Ni3Ti, as this phase is known

to act as a strengthening precipitate in several other

steels.[23–25] Further details about this optimization method

will be described elsewhere.[26]

In this study, the transition temperatures and phase

transformations for the steels designed with alternative

strengthening precipitates and the HSLA-115 steel are

investigated. The liquidus and solidus temperatures and the

freezing range as well as the microstructure of as-cast and

heat-treated alloys are determined using thermal analysis

and microstructure characterization, respectively. These

experimentally determined quantities are compared with

their corresponding values predicted using the CALPHAD

method (equilibrium and non-equilibrium calculations) to

evaluate the applicability of the existing commercial ther-

modynamic database for the design of new steels with

alternative strengthening precipitates.

2 Materials and Methods

2.1 Experimental Methods

Three different steels were designed using the aforemen-

tioned approach, and the composition of the designed

alloys and the HSLA-115 steel are listed in Table 1. The

Laves_C14 phase was found to be the only detrimental

phase in all the designed steels. The crystallographic

details about the beneficial and detrimental phases in the

designed steels are summarized in Table 2. In order to cast

the designed steels, pure metals (purity[ 99.95 wt.%, Alfa

Aeser, USA) were weighed in a high precision weighing

balance (uncertainty = ± 0.1 mg) according to the ele-

mental ratio for each steel as listed in Table 1. Button

alloys weighing 10 grams were cast in an arc melter (ABJ-

338 manufactured, Materials Research Furnaces Inc.,

USA) with a copper crucible and under argon atmosphere.

Pure Zirconium was used to remove the remnant oxygen

present in the chamber. Each alloy was re-melted five times

to ensure complete homogeneity with a total weight loss of

less than 0.1%. Similarly, a wrought plate of HSLA-115

steel (manufactured by Concurrent Technologies Corpo-

ration, USA), whose composition is listed in Table 1, was

melted in the arc-melter under the same conditions as the
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designed alloys in order to obtain the as-cast

microstructure.

Small disc-shaped samples weighing nearly 200 mg

were prepared from the cast button alloys and heat treated

at 600 �C for 24 h for the thermal analysis. Differential

thermal analysis (DTA) was performed using Netzsch DSC

404 F1 (Netzsch, Germany). The samples were placed

inside alumina crucible, and the instrument was evacuated

and backfilled with Argon prior to the tests. During the

experiment, the furnace and the sample chambers were

purged with high purity Argon gas with a flow rate of

20 ml/min. The temperature calibration was performed by

measuring the melting points of high purity metals

(99.999% otherwise explicitly mentioned) such as Bi, In,

Al, Au, Fe (99.99%), Ni using an S type thermal couple

(Pt–Pt/Rh) with a temperature range of 20–1650 �C. The

heating and cooling rates were 10 K/min, and the samples

were heated from room temperature to 800 �C and then

heated to 1580 �C and eventually cooled. The heating and

cooling cycles between 800 and 1580 �C were repeated

three times, and the curves obtained from the second run

were used for demonstrating how the liquidus and solidus

temperatures were determined. The solidus temperature

was taken as the onset of the first peak using the two

tangents method, and the liquidus temperature was taken as

the peak temperature of the last peak on the heating

curves.[27]

One part of the cast button alloy was cut and encapsu-

lated inside quartz tubes under vacuum and back-filled with

Argon for isothermal annealing at 600 �C for 480 h

(20 days), which are considered to be long enough for

equilibrium study. After annealing, the quartz tubes con-

taining the annealed samples were subjected to quenching

in ice-water to achieve rapid cooling to retain the phases

that formed at 600 �C to room temperature. The other part

of the cast button was utilized for characterizing the as-cast

microstructure. The as-cast and annealed samples were hot-

mounted in a thermosetting resin for mechanical polishing.

All the sample surfaces were ground from 400 to 1200 grit

SiC emery papers. Further, cloth polishing was done using

diamond and alumina suspensions comprising of 1 and

0.05 lm particles to obtain a surface with a mirror finish.

The as-polished surfaces were etched with 2% Nital (2 ml

HNO3 ? 98 ml ethanol) by immersing in the etchant for

10-30 s.

Extensive microstructure characterization was per-

formed to understand the phase transformations in the as-

cast and annealed samples. The phase evolution was

determined by viewing the etched as-cast and annealed

samples under ZEISS Sigma 500 VP scanning electron

microscope (SEM) in backscattered electron (BSE) mode

operating at 20 kV. The elemental composition for each

phase was determined using Oxford Aztec energy disper-

sive spectroscope (EDS) attached to the SEM. The reported

values are an average of the compositions determined using

EDS from 30 different points for each phase measured in 5

different regions. It is to be noted that the composition of

carbon was not considered during the EDS measurements

due to its limited sensitivity for light elements (atomic

number\ 11), preventing it from measuring the carbon

content accurately from the constituent phases. The frac-

tion of each phase was estimated from the two-dimensional

microstructure images obtained from SEM using the Ima-

geJ software. The reported phase fractions are an average

of the fractions determined from 10 different SEM images

captured in backscattered electron mode (SEM/BSE).

Table 1 Composition (in wt.%) of the designed alloys and conventional HSLA-115 steels

Alloy Strengthening phases Composition, wt.%

Ti Al Si Nb Ni C Cr Cu Mn Mo Fe

D1 Cu and Fe2SiTi 3 3.4 2.1 0.63 0.3 0.06 0.8 1.45 0.95 0.8 Bal.

D2 Cu and Fe2SiTi 2 2.6 1.6 0.63 0.3 0.06 0.8 1.45 0.95 0.8 Bal.

D3 Cu and Ni3Ti 2 0.3 0 0 8 0.06 0.4 1.45 0.95 0.8 Bal.

HSLA-115 Cu and M2C 0 0.03 0.23 0.03 3.43 0.053 0.66 1.27 0.98 0.57 Bal.

Table 2 Crystallographic

information for the secondary

phases predicted to form in the

designed steels

Phase Structure Space group Pearson symbol Strukturbericht notation Effect

Fe2SiTi FCC Fm �3 m cF16 L21 Beneficial

Laves_C14 Hexagonal P63/mmc hP12 C14 Detrimental

Ni3Ti Hexagonal P63/mmc hP16 D024 Beneficial

(Nb, Ti)C/TiC FCC Fm �3 m cF8 B1 Beneficial

806 J. Phase Equilib. Diffus. (2020) 41:804–818

123



2.2 Computational Methods

The thermodynamic calculations for the designed and

HSLA-115 steels were carried out using the Thermo-Calc

software[28] with the TCFE (v10) commercial database for

steels. The equilibrium phase fraction as a function of

temperature and the composition of phases at isothermal

annealing temperature were calculated. Similarly, the non-

equilibrium Scheil-Gulliver[29,30] model was implemented

to predict the solidification paths as well as the phase

compositions of the as-cast designed and HSLA-115 steels.

As carbon is an interstitial atom, its back-diffusion was

taken into account in this calculation. These predicted

values were utilized for comparison with the experimen-

tally determined quantities to validate the applicability of

the thermodynamic database for the designed and HSLA-

115 steels. In order to estimate the equilibrium freezing

ranges for a large number of compositions, high-through-

put calculations were performed using TC-API (Thermo-

Calc Application Programming Interface) toolkit, namely,

TC-Python, which is based on the Python programming

language.

3 Results and Discussion

3.1 Thermal Analysis

The freezing range, liquidus and solidus temperatures

determined using DTA measurements as well as their

counterparts calculated using the CALPHAD method

(equilibrium and non-equilibrium) are presented in Fig. 1.

Figure 1(a) and (b) shows the second heating and cooling

curves along with the transition temperatures marked for

each alloy, respectively. The two endothermic peaks in

heating curves and exothermic peaks in cooling curves are

found to be overlapping in D1-D3 alloys, and hence, it is

hard to distinguish between the peaks for all the alloys. In

the heating curves, the first visible onset of melting is

solidus, and the peak corresponding to the last thermal

event is the liquidus.[27] It is easy to identify those two

temperatures with heating curves, which is shown in

Fig. 1(a). However, as shown in Fig. 1(b), the solidus

temperature is the second onset temperature of the

exothermic peak in the cooling curve, which is invisible for

D1-D3 alloys. Thus, we will adopt the liquidus and solidus

temperatures from heating curves, and the average values

and standard deviations from the three measurements are

listed in Table 3 and plotted in Fig. 1(c), (d) and (e). It is

found that the deviation of liquidus, solidus, and the

freezing range of the three times measurements are small.

From Fig. 1(c), it is clear that the assumption considered in

Scheil simulations[29,30] and Lever rule, i.e., infinite

diffusion in the liquid phase, always leads to the same

liquidus temperature for the equilibrium and non-equilib-

rium calculations. However, the predicted temperature is

found to be lower in comparison with the liquidus tem-

perature determined from heating curves from DTA mea-

surements, which is due to the time-dependent delay in

heat transfer of the DTA instrument.[31,32] There is a good

agreement between the calculated and measured liquidus

temperatures for D1 and D2 alloys, which consists of a

lower amount of Ni and a higher amount of Ti, Al, and Si.

On the other hand, there is a significant difference between

the predicted and measured liquidus temperatures for alloy

D3 and HSLA-115 steel that contains less Al and Si and

higher amount of Nb.

It is clear from Fig. 1(d) that the predicted solidus

temperatures using Scheil simulations are much lower than

that obtained using the Lever rule and DTA measurements

because negligible diffusion in the solid phase is assumed

in the Scheil simulations.[29,30] On the contrary, a complete

diffusion is assumed in the solid phase during the equi-

librium calculations. Moreover, the values predicted using

Lever rule are in good agreement with that measured using

DTA, as the solidus temperatures obtained using DTA are

in the near-equilibrium state. It is known that for cooling

DTA curves, the supercooling and rapid solidification will

lead to the change of measured phase transformation

temperature. Moreover, the characteristic response time for

heat flow between the sample, crucible, thermal couple,

furnace, wall will cause the deviation of solidus and liq-

uidus in heating DTA curves, which has been verified by

experiments.[31] According to the discussion by Meco

et al.[31] and Boettinger et al.,[32] the temperature offset

between the sample and thermocouple caused by the time-

dependent delay in heat transfer can be expressed by the

following equations:

T liq
measure ¼ T

liq
sample þ

ffiffiffi

a

p 2t2S;CmS Lþ CS
p Tu � TLð Þ

� �

mSCc
p tS;C þ tW ;C

� �

0

@

1

A

0:5

ðEq 1Þ

T sol
measure ¼ Tsol

sample þ a

tS;C tS;CR
0 þ tW;CR

0 þ tW ;C

� �

tW ;C þ tS;C

ðEq 2Þ

where T liq
measure and Tsol

measure are the measured liquidus and

solidus temperature, respectively, T
liq
sample and T sol

sample are the

true liquidus and solidus temperature of the sample, a is the

heating rate, m is the weight, Cp is the heat capacity, ta;b is

the instrument time constant between component a and b, L

is the latent heat of phase transformation, Tu and TL are the

upper and lower boundaries of the solid–liquid coexist

region, and the notation S is the sample, C is the crucible,

W is the furnace wall. It is clearly that for a given system,
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the measured liquidus and solidus will be higher than the

true liquidus and solidus, and the amount of deviation is

positively related to the heating rate. This is in accordance

with our results that DTA measured liquidus and solidus

temperatures are higher than the calculated values using

Lever rule.

From Fig. 1(e), it is evident that the freezing range of

HSLA-115 steel and alloy D1 is the lowest and highest,

respectively. The freezing ranges of the other alloys are

similar. It can also be observed that the Lever rule shows a

good agreement with the value from the DTA heating

curves. This indicates that the Lever rule calculation can

predict the freezing range accurately in comparison with

the Scheil calculations, possibly because of the small

sample size and the low heating rate of DTA measurement

is closer to the equilibrium state. Moreover, the freezing

ranges obtained using all the three methods show a similar

tendency with different compositions. The freezing range is

crucial in alloy design for casting, welding, and additive

manufacturing. As a smaller freezing range indicates a

better resistance to hot cracking during welding,[33] few

reasons are possibly responsible for the change of freezing

range. Firstly, melting of alloys D1-D3 involves complete

dissolution of MX (M: (Nb, Ti) or Ti only) phase into the

matrix that will occur at a higher temperature (\ 1400 �C,

from Fig. 5) in comparison with the other intermetallic

phases. This phenomenon is expected to raise the liquidus

temperature and, eventually, increase the freezing range.

Fig. 1 (a) Heat flow versus

temperature heating curves

obtained from DTA of the

second run (b) Heat flow versus

temperature cooling curves

obtained from DTA of the

second run, the comparison of

the (c) Liquidus temperatures,

(d) Solidus temperatures and

(e) Freezing ranges for the

designed and HSLA-115 steels

measured by DTA and

calculated using Scheil and

Lever rule
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Secondly, various alloying elements have a different

impact on the transition temperatures, which will be dis-

cussed below.

In order to understand the influence of alloying elements

on the liquidus, solidus and freezing range, high-through-

put calculations were performed by considering the com-

position of the HSLA-115 steel as the base. The amount of

each element was varied from 0 to 10 wt.% (Carbon con-

tent changes from 0 to 1 wt.%), while the contents of other

alloying elements were held constant for each set of cal-

culations. In this high-throughput calculation, the 1010

compositions were calculated. The calculated liquidus,

solidus and freezing range as a function of the content of

each alloying element is illustrated in Fig. 2. It is evident

that the addition of carbon will lead to a decrease in both

liquidus and solidus temperatures, while the decrease in

solidus temperature is more pronounced. As a result,

addition of carbon will significantly increase the freezing

range leading to poor weldability. Analysis of the effect of

other alloying elements was also performed using similar

strategy. Figure 2 shows that the liquidus temperature of

HSLA-115 is higher. Because it has small amount of C, Si,

Ti and Nb that leads to a decrease in the liquidus

temperature, and it contains significant amount of Ni that

has a minor effect on lowering the solidus and liquidus

temperatures. Further, the ability of the alloying elements

to increase the freezing range can be arranged in decreasing

order as follows: C, Nb, Ti, Si, Mo, Al, Cu, Mn, and Cr.

Elements such as Nb, Ti, and Al will increase the freezing

range initially and subsequently, decrease after reaching a

threshold value. Ni is the only alloying element that can

decrease the freezing range according to these calculations.

Since the HSLA-115 steel has a low content of alloying

elements that increase the freezing range such as C, Nb, Ti,

Si and Al, and has a large amount of Ni that can lead to the

decrease in freezing range, it has the lowest freezing range

amongst all the alloys considered in the present work. On

the other hand, D1 has the highest amount of Ti, Al, Si, and

C, the lowest amount of Ni. As a result, it has the highest

freezing range and may not be a suitable material for

manufacturing processes such as additive manufacturing

and welding.

In a nutshell, our results indicate that the equilibrium

calculations using the Lever rule approach is capable of

predicting the freezing ranges, liquidus and solidus tem-

peratures accurately in comparison with the non-

Table 3 Transition

temperatures determined from

DTA experiments as well as

predicted from equilibrium and

non-equilibrium Scheil

calculations

Method Sample Liquidus, �C Solidus, �C Freezing range, K

Equilibrium calculation D1 1459 1356 103

D2 1477 1395 82

D3 1462 1373 90

HSLA 1506 1486 20

Scheil calculation D1 1459 1201 258

D2 1477 1227 250

D3 1462 1215 248

HSLA 1506 1428 78

DTA measurement

1st heating curve D1 1458 1365 93

D2 1479 1406 73

D3 1477 1401 76

HSLA 1527 1496 31

2nd heating curve D1 1461 1365 96

D2 1481 1406 75

D3 1479 1406 73

HSLA 1531 1491 40

3rd heating curve D1 1462 1364 98

D2 1482 1410 72

D3 1481 1410 71

HSLA 1531 1494 37

Average ± standard deviation D1 1460 ± 2.1 1364 ± 0.6 96 ± 2.5

D2 1481 ± 1.5 1407 ± 2.3 73 ± 2.5

D3 1479 ± 2 1406 ± 4.5 73 ± 2.5

HSLA 1530 ± 2.3 1493 ± 2.5 36 ± 4.6
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equilibrium Scheil simulations while using the DTA heat-

ing signals as reference. In addition, it is observed that

many cooling signals are too weak to assist in freezing

range estimation for comparison with the Scheil-Gulliver

non-equilibrium simulations, while analysis from DTA

heating signals matches the calculated results. Therefore,

the DTA heating signal and CALPHAD-based calculations

are useful for guiding the design of new alloys and also

prove helpful in identifying whether a newly designed

composition is suitable for welding and additive

manufacturing processes.

3.2 Validation of Phase Transformations

3.2.1 As-Cast Designed and Conventional HSLA-115

Steels

The calculated Scheil solidification diagrams and the SEM/

BSE images of the designed alloys and HSLA-115 steel in

the as-cast state are shown in Fig. 3 and 4, respectively.

According to the Scheil solidification diagrams for alloys

D1 and D2 (Fig. 3a and b), the as-cast microstructure of D1

and D2 alloys should consist of Laves_C14 (Fe2Ti) and

(Nb,Ti)C phases dispersed in a ferrite matrix. However,

from the SEM/BSE images (Fig. 4a and b), it is evident

that the as-cast microstructure of alloy D1 consists of

Fe2SiTi and Laves_C14 phases. D2 alloy only comprises of

the Laves_C14 within the ferrite matrix. The presence of

the carbide phase (Nb,Ti)C was not detected under the

SEM, probably due to its small size and fraction. Some of

the Fe2SiTi precipitates within the grains of alloy D1 are

found to be coarsened and surrounded by a denuded zone

without any small precipitates. In alloy D2, the fine

Laves_C14 phase is scarcely distributed within the grains.

Continuous precipitates of Fe2SiTi/Laves_C14 phase in

alloy D1, as well as Laves_C14 phase in alloy D2, are

found to form in the grain boundaries of these alloys.

Table 4 summarizes the composition and fraction of

each phase determined experimentally and calculated using

Scheil simulations at the end of solidification for the as-cast

designed alloys and HSLA-115 steel. Fe2SiTi is considered

to be a thermodynamically metastable phase.[34] It is to be

noted that the prediction of metastable phases is possible

only if a constrained Scheil simulation is performed after

suspending the equilibrium phases that are responsible for

suppressing the metastable phase formation.[35] Since the

phases to be suspended to allow the formation of Fe2SiTi is

unknown, its formation is not predicted from the non-

equilibrium Scheil simulations for alloy D1. Moreover, the

calculated Si composition of the Laves_C14 phase for alloy

D1 is moderately high ([ 10 at.%). It has also been

reported that an extended solid solubility of Si (* 27%

from 800 to 1150 �C) into the Fe sublattice of Fe2Ti Laves

phase ((Fe,Si)2Ti) has been observed using experiments in

Fe-Si-Ti alloys.[36,37] The Si-rich Fe2Ti phase might have

possibly transformed into the Fe2SiTi phase due to inter-

diffusion. This can be postulated since both Laves_C14 and

Fe2SiTi phases are found to be coexisting in the SEM/BSE

images for D1 alloys (the encircled region in Fig. 4a), with

the former in the core and the latter forming a shell around

it. A similar observation has been reported for the Ni-Al-Ta

system, where the (Ni, Al)2Ta Laves_C14 phase transforms

to the Ni2TaAl Heusler phase with L21 structure due to

interdiffusion.[38] From the experimentally determined

compositions for the Laves_C14 and Fe2SiTi phases, it is

evident that there is a dissolution of Nb into these phases,

possibly into the Ti sublattice due to their chemical simi-

larities. It can also be observed that the measured compo-

sition of Fe is higher in the Fe2SiTi phase. This is because

the precipitates are small and the minimum electron beam

diameter for EDS measurement is larger than the precipi-

tate size. Hence, it is possible that some of the character-

istic X-rays from the matrix could have been detected

along the X-rays from the precipitates leading to detection

Fig. 2 The influence of each element on the (a) liquidus, (b) solidus and (c) freezing range (each element is varied from 0 to 10 wt.%, carbon is

varied from 0 to 1 wt.%, while other element contents are the same as the HSLA-115 steel)
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of increased Fe content in these precipitates. Moreover, the

formation of significant amount of Fe2SiTi in as-cast D1

alloy, reduces the amount of Laves_C14 phase that forms

during the solidification. However, the formation of

Fe2SiTi phase is not predicted in the non-equilibrium

Scheil simulation for D1 alloy. Hence, the experimental

and calculated phase fractions do not correlate well for D1

alloy. On the contrary, a good correlation is observed

Fig. 3 Calculated Scheil

solidification diagram for

(a) D1, (b) D2, (c) D3, and

(d) HSLA-115 steels

Fig. 4 SEM/BSE micrographs

of as-cast (a) D1 (encircled

region indicate precipitates with

coexisting Fe2SiTi and Laves

phase), (b) D2, (c) D3 (inset

image showing small sized

Laves_C14 phase particles

forming clusters), and

(d) HSLA-115 steels
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between the predicted and experimental phase fractions in

the as-cast D2 alloy since the minor amounts of (Nb, Ti)C

cannot be resolved using SEM.

From the Scheil-Gulliver solidification diagram

(Fig. 3c) and SEM/BSE image (Fig. 4c), it is clear that

there is only a minor difference between the model-pre-

dicted and experimentally determined phase evolution in

alloy D3 since the phases in smaller fractions are hard to be

resolved. The as-cast microstructure consists of clusters of

small Laves_C14 phase particles (average size & 2 lm)

dispersed in an austenite matrix as shown in the inset of

Fig. 4(c). The as-cast microstructure of HSLA-115 steel

(Fig. 4d) is completely martensitic. However, Scheil-Gul-

liver simulation (Fig. 3d) predicts that the primary phase to

solidify from the liquid is ferrite, followed by the solidi-

fication of austenite. It is expected that the high tempera-

ture ferrite that forms during the initial stage of

solidification can transform to austenite through a non-

equilibrium transformation along with the formation of

austenite from liquid. This results in a completely

martensitic microstructure due to the rapid cooling of

austenite. As a result of the poor correlation between the

predicted and observed phase evolution, the experimentally

determined and calculated phase compositions are also not

in agreement with each other, as it can be observed from

the values listed in Table 4 for alloy D3 and HSLA-115

steel, respectively. However, there is a fairly good agree-

ment between the experimental and calculated fraction of

phases for as-cast alloy D3 as the minor fractions of TiC

and ferrite are not possible to be resolved using SEM and a

poor correlation is observed for as-cast HSLA-115 steel.

3.2.2 Long-Term Heat-Treated Designed

and Conventional HSLA-115 Steels

The calculated equilibrium phase fraction as a function of

temperature using the CALPHAD method and the SEM/

BSE micrographs after long-term heat treatment for the

designed alloys and HSLA-115 steel are shown in Fig. 5

and 6, respectively. From the equilibrium phase fraction

plots for D1 and D2 alloys (Fig. 5a and b), it is evident that

the equilibrium microstructure at 600 �C should comprise

of Fe2SiTi and Laves_C14 phase as the major secondary

phases with minor amounts of Cu and (Nb, Ti)C phases,

dispersed in a ferrite matrix. According to the SEM/BSE

observation, the microstructure after long-term heat treat-

ment at 600 �C consists of Fe2SiTi and Laves phase in a

ferrite matrix for alloys D1 and D2 (Fig. 6a and b). Similar

to the HSLA-115 steels, the fraction and size of the minor

phases such as Cu and (Nb, Ti)C are too small to be visible

under a scanning electron microscope.[39–41] Hence, there

is a good correlation between the experimentally observed

and predicted phase evolution of these alloys at 600 �C.

From Fig. 6(a) and (b), it can be observed that the

Fe2SiTi and Laves_C14 phase form in the grain boundaries

as well as within the grains. The Laves phase co-exists only

within the blocky Fe2SiTi particles (encircled regions in

Fig. 6a), similar to the as-cast alloys. Since D1 alloy

consists of a higher fraction of blocky Fe2SiTi precipitates

(Fig. 6a), the amount of the Laves_C14 phase is found to

be higher. Moreover, the thickness of the continuous pre-

cipitates of the Fe2SiTi phase along the grain boundaries is

larger. The higher fraction of precipitates in the D1 alloy is

possibly due to the presence of a higher amount of Ti, Si,

and Al in comparison with the D2 alloy. On the other hand,

D2 alloy consists of thin and continuous Fe2SiTi precipi-

tates along the grain boundaries and scarcely dispersed fine

precipitates of Fe2SiTi as well as the slightly bigger pre-

cipitates of Fe2SiTi/Laves_C14 phase within the grains

(Fig. 6b).

The experimentally determined and calculated phase

fractions and compositions using equilibrium thermody-

namic calculations for the designed alloys and HSLA-115

steel are summarized in Table 5. It is evident that there is

an unsatisfactory agreement between the experimental and

model-predicted fractions and compositions of the con-

stituent phases. Compared with experimental results, the

calculated fractions of the Fe2SiTi phase are underesti-

mated, and the fractions of the Laves_C14 phase are

overestimated for both D1 and D2 alloys. However, the

predicted and experimentally measured phase fraction of

Fe2SiTi shows the same trend, i.e., D1[D2, indicating

that the CALPHAD method can be used to guide the alloy

design more qualitatively rather than quantitatively in this

case. It can also be observed that there is a significant

dissolution of Nb into the Laves_C14 phase (* 9 to 13

at.%) and dissolution of Nb and Al into the Fe2SiTi phase

(* 2 to 3 at.%), possibly into the Ti sublattice of both the

phases due to their chemical similarities. However, the

dissolution of Nb and Al into the Fe2SiTi phase has not

been taken into account in the currently available com-

mercial thermodynamic database for steels.

The calculated equilibrium phase fractions as a function

of temperature for D3 alloy (Fig. 5c) shows that at 600 �C,

the equilibrium phases are ferrite, austenite, Cu, TiC, and

Laves_C14 phase. However, from the SEM/BSE micro-

graph (Fig. 6c), it is evident that the microstructure con-

sists of clusters of Laves_C14 phase and fine needle-shaped

Ni3Ti phase dispersed in an austenite matrix. The Ni3Ti

phase is found to be stable at the heat treatment tempera-

ture, which is higher than the dissolution temperature (570

�C) estimated using the thermodynamic calculation

(Fig. 5c). Therefore, there is a poor correlation between the

experimentally observed phase evolution and the equilib-

rium phases predicted for the D3 alloy. This proves that

computational predictions are not exact in all the cases and
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Fig. 5 Calculated equilibrium

phase fraction plots for (a) D1,

(b) D2, (c) D3, and (d) HSLA-

115 steels as a function of

temperature

Fig. 6 SEM/BSE micrographs

of (a) D1 (encircled region

indicate precipitates with

coexisting Fe2SiTi and Laves

phase), (b) D2, (c) D3, and

(d) HSLA-115 steels after long

term heat treatment at 600 �C
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also necessitates the importance of calibration experiments

for materials design using computational methods in

practice. Ni3Ti has been reported as a strengthening phase

in some of the austenitic steels.[23,24] Hence, due to the

presence of this phase in needle-shaped morphology in the

austenite matrix, this alloy is expected to exhibit excellent

mechanical properties due to the strengthening effects

achieved by precipitation hardening. In addition, from

Table 5, it is obvious that there is a marked difference

between the calculated and experimentally measured

fractions and compositions of the constituent phases for

alloy D3. It can also be observed that the measured com-

position of Fe in Ni3Ti precipitate is high, similar to Fe2-
SiTi precipitates in D1 and D2 alloys which is due to the

larger diameter of electron beam in comparison with the

precipitate size. Hence, the Fe content is high, although the

ratio between the measured compositions of Ni and Ti is

close to the stoichiometry of Ni3Ti.

The predicted equilibrium phases for the HSLA-115

steel (Fig. 5d) at 600 �C are ferrite, austenite, Cu, Mo2C,

and M23C6 (M: Cr, Fe). The SEM/BSE micrograph

(Fig. 6d) shows the presence of very small precipitates

of Mo2C dispersed in a martensitic matrix after long-

term heat treatment at 600 �C. Since the phase fraction

of Cu and NbC precipitates are small, other sophisticated

characterization techniques are required to detect these

phases.[39,41] The calculated driving force using the

Thermo-Calc software for the formation of Mo2C,

M23C6, and austenite were 24378, 7313, and 2631 J/mol,

respectively. Hence, it is clearly evident that the for-

mation of Mo2C is more favorable in comparison with

M23C6 and austenite, which is in accordance with the

microstructure obtained after long-term heat treatment at

600 �C (Fig. 6d). Therefore, there is a good correlation

between the experimentally observed and predicted

phase evolution for HSLA-115 steel. Besides, there is a

fairly good agreement between the experimental and

predicted phase fractions and composition for the indi-

vidual phases for the HSLA-115 steel, as it can be seen

from Table 5.

From the experimentally observed and predicted phase

evolution as well as fraction and composition of the con-

stituent phases for the as-cast and long-term heat-treated

alloys, it is obvious that there is a need to improve the

multicomponent thermodynamic database, and thus,

achieve reliable predictions for steels designed with

unconventional strengthening precipitates. An accurate

prediction by equilibrium thermodynamic calculations and

non-equilibrium Scheil simulations will be helpful in

reducing the efforts involved in alloy design and process

optimization. Moreover, it will increase the efficiency of

screening the compositions using high-throughput calcu-

lations to design new alloys. This will be helpful in

achieving the desired microstructure with fewer experi-

mental attempts leading to lower costs.

4 Summary and Conclusions

In this work, the transition temperatures and phase trans-

formations in HSLA steels designed with alternative

strengthening precipitates such as Fe2SiTi and Ni3Ti as

well as conventional HSLA-115 steel were investigated

and compared with the predictions from equilibrium ther-

modynamic calculations and non-equilibrium simulations

using the Scheil-Gulliver model. Based on the analysis

presented above, the significant outcomes from the present

study can be summarized as follows:

• A good correlation was observed for the liquidus and

solidus temperatures as well as the freezing ranges

measured using DTA heating signals and the corre-

sponding values calculated using the Lever rule

method. The freezing range from Scheil simulations

were overestimated due to the underlying assumptions

used in the Scheil-Gulliver model.

• The freezing range of D1 alloy was the largest because

of the presence of a higher amount of alloying elements

such as Ti, Si, Al, and C. The lowest freezing range was

observed for HSLA-115 steel owing to the higher Ni

content and low content of other alloying elements. The

freezing ranges for other alloys were similar.

• A poor correlation was observed between the phase

evolution and composition of constituent phases deter-

mined experimentally for the as-cast alloys and

predicted quantities using the non-equilibrium Scheil

simulations for the designed alloys and the HSLA-115

steel.

• There is a good agreement between the phase evolution

determined from microstructure characterization, and

the equilibrium phases predicted using the thermody-

namic calculations only for alloys with Fe2SiTi

precipitates and HSLA-115 steel. However, a

notable difference can be observed between the exper-

imental and calculated phase fractions and composi-

tions for the steel designed with the Ni3Ti precipitates.

• These observations indicate that further improvement is

required for the multicomponent CALPHAD database

to guide the design of microstructure engineering of

steels with unconventional strengthening precipitates in

as-cast and heat-treated conditions.
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