# THOMAS-FERMI PROFILE OF A FAST ROTATING BOSE-EINSTEIN CONDENSATE 
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#### Abstract

We study the minimizers of a magnetic 2D non-linear Schrödinger energy functional in a quadratic trapping potential, describing a rotating Bose-Einstein condensate. We derive an effective Thomas-Fermi-like model in the rapidly rotating limit where the centrifugal force compensates the confinement, and available states are restricted to the lowest Landau level. The coupling constant of the effective Thomas-Fermi functional is linked to the emergence of vortex lattices (the Abrikosov problem). We define it via a low density expansion of the energy of the corresponding homogeneous gas in the thermodynamic limit.
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## 1. Introduction and main results

The remarkably versatile experimental conditions of cold atoms physics allow to emulate several condensed matter phenomena in a well-controlled fashion. A very interesting direction is to simulate the effect of an external magnetic field on a coherent matter wave, in analogy with the rich physics of superconductors, in particular of type II. Several experiments have observed quantized vortices in rotating Bose-Einstein condensates [1, 47, 14, 57, 17]. In such systems, all the atoms of a Bose gas occupy the same quantum state, whence the phase coherence. The particles under consideration are neutral. Making them rotate allows to imitate the effect of a magnetic field by relying on the well-known analogy "Coriolis force $\Leftrightarrow$ Lorentz force".

For a Bose-Einstein condensate in fast rotation, the centrifugal force spreads the gas in the plane perpendicular to the rotation axis. A 2D model is then appropriate [6, 18, 32] and the relevant energy is [3, 21]

$$
\begin{equation*}
\mathcal{G}_{\Omega}^{\mathrm{GP}}[\psi]=\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\left(-\mathrm{i} \nabla-\Omega \mathbf{x}^{\perp}\right) \psi\right|^{2}+G|\psi|^{4}+\left(1-\Omega^{2}\right)|\mathrm{x}|^{2}|\psi|^{2}, \tag{1.1}
\end{equation*}
$$

[^0]where $\mathbf{x}=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \mathbf{x}^{\perp}=\left(-x_{2}, x_{1}\right), G>0$ measures repulsive interactions between the gas' atoms and $\Omega>0$ is the rotational velocity. Note that we need $\Omega<1$ in order for the energy to be bounded below. The rapidly rotating regime corresponds to the limit $\Omega \nearrow 1$.

The model based on the Gross-Pitaevskii (GP) energy (1.1) is an approximation of the quantum mechanical many-body problem for $N$ bosons [42, 51, 31, 12, 56]. The rigorous derivation was first performed by Lieb and Seiringer [41] in the case of fixed rotation and by Lieb, Seiringer, and Yngvason [43] in the case of no rotation. Concerning the rapidly rotating regime, see [44, 39, 15]. The above 2D-GP model was rigorously derived from 3D-GP by Aftalion and Blanc [4] in the limit $\Omega \nearrow 1$.

In order to study the asymptotics of the problem when $\Omega \nearrow 1$, it is more convenient to make the change of variables

$$
u(\mathbf{x})=\frac{1}{\sqrt{\Omega}} \psi\left(\frac{\mathbf{x}}{\sqrt{\Omega}}\right)
$$

The Gross-Pitaevskii energy functional gets rescaled as $\mathcal{G}_{\Omega}^{\mathrm{GP}}[\psi]=\Omega \mathcal{E}_{\Omega}^{\mathrm{GP}}[u]$ where

$$
\begin{equation*}
\mathcal{E}_{\Omega}^{\mathrm{GP}}[u]=\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right) u\right|^{2}+G|u|^{4}+\frac{1-\Omega^{2}}{\Omega^{2}}|\mathbf{x}|^{2}|u|^{2} \tag{1.2}
\end{equation*}
$$

The corresponding minimization problem is

$$
\begin{equation*}
E_{\Omega}^{\mathrm{GP}}=\inf \left\{\mathcal{E}_{\Omega}^{\mathrm{GP}}[u]: u \in H^{1}\left(\mathbb{R}^{2}\right), \int_{\mathbb{R}^{2}}|u|^{2}=1\right\} \tag{1.3}
\end{equation*}
$$

The first term of the energy functional in (1.2) is reminiscent of type II superconductors near the second critical field $H_{c_{2}}$. It is well-known (see [36, 46, 53]) that the eigenvalues of the operator

$$
\begin{equation*}
\frac{1}{2}\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right)^{2} \tag{1.4}
\end{equation*}
$$

are $2 k+1(k \in \mathbb{N})$. The first eigenspace is called the lowest Landau level (LLL) as used in 30, 8. It is of infinite dimension and is given by

$$
\begin{equation*}
\mathcal{L} \mathcal{L} \mathcal{L}:=\left\{u(\mathbf{x})=f(z) e^{-|z|^{2} / 2}: f \text { analytic (holomorphic) }\right\} \cap L^{2}\left(\mathbb{R}^{2}\right) \tag{1.5}
\end{equation*}
$$

Here we used complex coordinates $\mathbb{R}^{2} \ni \mathbf{x}=\left(x_{1}, x_{2}\right) \leftrightarrow z=x_{1}+\mathrm{i} x_{2} \in \mathbb{C}$. For such a $u \in \mathcal{L} \mathcal{L} \mathcal{L}$, we find that $\mathcal{E}_{\Omega}^{\mathrm{GP}}[u]$ is equal to

$$
\begin{equation*}
\mathcal{E}_{\Omega}^{\mathrm{LLL}}[u]:=1+\frac{1}{2} \int_{\mathbb{R}^{2}} G|u|^{4}+\frac{1-\Omega^{2}}{\Omega^{2}}|\mathbf{x}|^{2}|u|^{2} \tag{1.6}
\end{equation*}
$$

In the fast rotating limit $\Omega \nearrow 1$, it is easy to see that the minimization of the last two terms yields a small quantity. Since the gap of the Landau operator (1.4) is fixed, it makes sense to simplify the problem by projecting it in the ground eigenspace (1.5). This approximation has motivated numerous studies, e.g., [30, 16, 32, 6, 4, 8, 7, 13, 50], and has been mathematically justified in [5]. The corresponding evolution equation [48] also attracted attention recently [28, 29, 58].

In [4], it was proved that

$$
\begin{equation*}
E_{\Omega}^{\mathrm{LLL}}=1+\mathcal{O}\left(G^{\frac{1}{2}}\left(1-\Omega^{2}\right)^{\frac{1}{2}}\right) \tag{1.7}
\end{equation*}
$$

provided that $G\left(1-\Omega^{2}\right)^{-1} \rightarrow \infty$ as $\Omega \nearrow 1$. Here $E_{\Omega}^{\mathrm{LLL}}$ is the minimization of $\mathcal{E}_{\Omega}^{\mathrm{GP}}$, restricted to $\mathcal{L} \mathcal{L} \mathcal{L}$, i.e.,

$$
\begin{equation*}
E_{\Omega}^{\mathrm{LLL}}=\inf \left\{\mathcal{E}_{\Omega}^{\mathrm{GP}}[u]: u \in \mathcal{L} \mathcal{L} \mathcal{L}, \int_{\mathbb{R}^{2}}|u|^{2}=1\right\}=\inf \left\{\mathcal{E}_{\Omega}^{\mathrm{LLL}}[u]: u \in \mathcal{L} \mathcal{L} \mathcal{L}, \int_{\mathbb{R}^{2}}|u|^{2}=1\right\} \tag{1.8}
\end{equation*}
$$

Clearly, $E_{\Omega}^{\mathrm{LLL}}$ gives an upper bound to $E_{\Omega}^{\mathrm{GP}}$. For the energy lower bound, Aftalion and Blanc [5] proved that (1.3) is well approximated by (1.8) in the sense that, as $\Omega$ tends to 1 ,

$$
\begin{equation*}
E_{\Omega}^{\mathrm{GP}}-E_{\Omega}^{\mathrm{LLL}}=o\left(G^{\frac{1}{2}}\left(1-\Omega^{2}\right)^{\frac{1}{2}}\right) \tag{1.9}
\end{equation*}
$$

for a fixed $G>0$.

The aim of this paper is to better characterize $E_{\Omega}^{\mathrm{GP}}$ as well as $E_{\Omega}^{\mathrm{LLL}}$ in the limit $\Omega \nearrow 1$. Without the constraint $u \in \mathcal{L} \mathcal{L}$, the minimization problem (1.8) is exactly soluble and gives a density profile of the Thomas-Fermi (TF) type. A conjecture made for example in [7] is as follows: in the limit $\Omega \nearrow 1$ the leading order effect of the constraint $u \in \mathcal{L} \mathcal{L} \mathcal{L}$ is to renormalize the interaction coefficient $G$. To calculate an approximation to the energy and matter density, one may thus solve a problem of Thomas-Fermi type. Mathematically, it is expected that the problem (1.8) simplifies to

$$
\begin{equation*}
E_{\Omega}^{\mathrm{LLL}}-1 \underset{\Omega \nearrow 1}{\sim} E_{\Omega}^{\mathrm{TF}}:=\inf \left\{\mathcal{E}_{\Omega}^{\mathrm{TF}}[\rho]: \rho \in L^{1} \cap L^{2}\left(\mathbb{R}^{2} ; \mathbb{R}^{+}\right), \int_{\mathbb{R}^{2}} \rho=1\right\} \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{E}_{\Omega}^{\mathrm{TF}}[\rho]:=\frac{1}{2} \int_{\mathbb{R}^{2}} e^{\mathrm{Ab}}(1) G \rho^{2}+\frac{1-\Omega^{2}}{\Omega^{2}}|\mathbf{x}|^{2} \rho \tag{1.11}
\end{equation*}
$$

The parameter $e^{\mathrm{Ab}}(1)$ in (1.11) describes the contribution of a lattice of quantized vortices, which is related to the Abrikosov problem [11, 26, 9, 2, 35, 61, 55] for a type II superconductor. In Section 2, we will define $e^{\mathrm{Ab}}(1)$ using the thermodynamic energy per unit area at low density, i.e.,

$$
\begin{equation*}
e^{\mathrm{Ab}}(1)=\frac{2}{G} \lim _{\varrho \rightarrow 0} \lim _{L \rightarrow \infty} \frac{E^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right) / L^{2}-\varrho}{\varrho^{2}} \tag{1.12}
\end{equation*}
$$

Here $K_{L}$ is the square

$$
K_{L}=\left[-\frac{L}{2}, \frac{L}{2}\right]^{2}
$$

and $E^{\mathrm{GP}}(\mathcal{D}, M)$ is the Neumann energy in the domain $\mathcal{D} \subset \mathbb{R}^{2}$ with mass $M>0$,

$$
\begin{equation*}
E^{\mathrm{GP}}(\mathcal{D}, M)=\inf \left\{\mathcal{E}_{\mathcal{D}}^{\mathrm{GP}}[u]: u \in H^{1}(\mathcal{D}), \int_{\mathcal{D}}|u|^{2}=M\right\} \tag{1.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{E}_{\mathcal{D}}^{\mathrm{GP}}[u]=\frac{1}{2} \int_{\mathcal{D}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) u\right|^{2}+G|u|^{4} \tag{1.14}
\end{equation*}
$$

A major open conjecture is that $e^{\mathrm{Ab}}(1)$ coincides with the Abrikosov value $\sim 1.1596$ obtained [4, [7] by using a $\mathcal{L L} \mathcal{L}$ trial state with a hexagonal lattice of singly-quantized vortices. This remains an problem [37], linked to cristallization questions (Abrikosov lattices). Our (more modest) goal will be to prove that (1.10) is true for the value of $e^{\mathrm{Ab}}(1)$ implicitly defined as in (1.12) (see Theorem 2.9 below for more details on the definition). Our point is thus to justify rigorously a certain local density approximation (LDA). We are particularly interested in proving that the density profile of the full GP/LLL model is of Thomas-Fermi type when $\Omega \nearrow 1$, for this can be interpreted as a signature of vortex lattice inhomogeneities [6].

Let $\rho_{\Omega}^{\mathrm{TF}}$ be the (unique) minimizer for $E_{\Omega}^{\mathrm{TF}}$ in (1.10). By scaling

$$
\begin{equation*}
\rho_{\Omega}^{\mathrm{TF}}(\mathbf{x})=G^{-\frac{1}{2}}\left(1-\Omega^{2}\right)^{\frac{1}{2}} \Omega^{-1} \rho_{1}^{\mathrm{TF}}\left(G^{-\frac{1}{4}}\left(1-\Omega^{2}\right)^{\frac{1}{4}} \Omega^{-\frac{1}{2}} \mathbf{x}\right) \tag{1.15}
\end{equation*}
$$

we obtain that

$$
\begin{equation*}
E_{\Omega}^{\mathrm{TF}}=G^{\frac{1}{2}}\left(1-\Omega^{2}\right)^{\frac{1}{2}} \Omega^{-1} \inf \left\{\frac{1}{2} \int_{\mathbb{R}^{2}} e^{\mathrm{Ab}}(1) \rho^{2}+|\mathbf{x}|^{2} \rho: \rho \in L^{1} \cap L^{2}\left(\mathbb{R}^{2} ; \mathbb{R}^{+}\right), \int_{\mathbb{R}^{2}} \rho=1\right\} \tag{1.16}
\end{equation*}
$$

where the minimization problem in (1.16) is attained at the (unique) minimizer $\rho_{1}^{\mathrm{TF}}$. Clearly, the above considerations imply

$$
\begin{equation*}
\operatorname{supp}\left(\rho_{\Omega}^{\mathrm{TF}}\right) \subset B_{C L_{\Omega}^{\mathrm{TF}}}(0) \quad \text { with } \quad L_{\Omega}^{\mathrm{TF}} \sim G^{\frac{1}{4}}\left(1-\Omega^{2}\right)^{-\frac{1}{4}} \tag{1.17}
\end{equation*}
$$

for some fixed constant $C>0$, where $B_{R}(x)$ stands for a ball of radius $R$ centered at $x$. Furthermore, (1.7) and (1.16) suggest that, as $\Omega$ tends to 1 , the behavior of the LLL energy (1.8) is captured correctly at leading order by the Thomas-Fermi type theory. This was conjectured in [6, 4, 7].

The limit $\Omega \nearrow 1$ has mostly been considered at fixed $G$ in the literature. However, the conclusions we aim at must (in view of (1.9)) stay valid and physically relevant for $G \gg 1$ as long as $0 \leq G(1-\Omega) \ll 1$.

We will choose accordingly an interaction strength $G=G_{\Omega}$ depending on $\Omega$. For technical reasons (see below) we must impose that $G \rightarrow \infty$ fast enough. Our main result is the following:

## Theorem 1.1 (Local density approximation for the rotating gas).

Let \# denote either GP or LLL. Assume $G=G_{\Omega}=\left(1-\Omega^{2}\right)^{-\delta}$ with $\frac{3}{5}<\delta<1$. In the limit $\Omega \nearrow 1$ we have the energy convergence

$$
\begin{equation*}
\lim _{\Omega \nearrow 1} \frac{E_{\Omega}^{\#}-1}{E_{\Omega}^{\mathrm{TF}}}=1 \tag{1.18}
\end{equation*}
$$

Moreover, for any $L^{2}$-normalized function $u^{\#}$ being such that $\mathcal{E}_{\Omega}^{\#}\left[u^{\#}\right]=E_{\Omega}^{\#}$, with $\rho^{\#}:=\left|u^{\#}\right|^{2}$, we have for any $R>0$,

$$
\begin{equation*}
\lim _{\Omega \nearrow 1}\left\|G_{\Omega}^{\frac{1}{2}}\left(1-\Omega^{2}\right)^{-\frac{1}{2}} \rho^{\#}\left(G_{\Omega}^{\frac{1}{4}}\left(1-\Omega^{2}\right)^{-\frac{1}{4}} .\right)-\rho_{1}^{\mathrm{TF}}\right\|_{W^{-1,1}\left(B_{R}(0)\right)}=0 \tag{1.19}
\end{equation*}
$$

where $W^{-1,1}\left(B_{R}(0)\right)$ is the dual space of Lipschitz functions on the ball $B_{R}(0)$.
A few comments:

1. We conjecture the above conclusions to stay true under the optimal conditions that

$$
(1-\Omega) \ll G \ll(1-\Omega)^{-1}
$$

The upper bound $G \ll(1-\Omega)^{-1}$ is needed to ensure that $E_{\Omega}^{\mathrm{TF}} \ll 1$, the gap of the Landau operator. Then the $\mathcal{L} \mathcal{L}$ projection is energetically relevant, which is our starting point. The lower bound $(1-\Omega) \ll G$ ensures that the length scale $L_{\Omega}^{\mathrm{TF}}$ of the Thomas-Fermi problem satisfies $L_{\Omega}^{\mathrm{TF}} \gg 1$, i.e. is much larger than the magnetic length (fixed in our units) associated to (1.4). Such a scale decoupling is necessary to rigorously justify a local density approximation (LDA).

The more stringent condition $G \gg(1-\Omega)^{-\frac{3}{5}}$ we impose is dictated by our method of proof, and cannot be relaxed within it. Indeed, it is necessary to be able to justify the LDA via Dirichlet-Neumann bracketing, as we discuss in more details in Remarks 2.6 and 3.2 below.
2. Results related to the above have been obtained in the context of Ginzburg-Landau theory [11, 9, 26, 34, 54. The main differences are that we have to consider problems with fixed total density, and deal with inhomogeneous systems. Our proof is inspired by the recent study of the local density approximation for the almost-bosonic anyon gas [19, 20. The thermodynamic energy considered therein however has an exact scaling property, responsible for the occurence of a TF profile in the inhomogeneous problem. We recover the analogue of this scaling law (namely, the fact that the limit $\varrho \rightarrow 0$ in (1.12) exists and is non-zero) only in the low density limit, using elliptic estimates.
3. Energy minimizers for the LLL problem we study provide stationary solutions for the LLL evolution equation

$$
\mathrm{i} \partial_{t} u=\Pi_{0}\left(|u|^{2} u\right), u \in \mathcal{L} \mathcal{L} \mathcal{L}
$$

studied in [28, 29, 48], where $\Pi_{0}$ is the orthogonal projector on $\mathcal{L L} \mathcal{L}$. This is because the latter equation conserves interaction energy and angular momentum, and the action of the latter on the lowest Landau level is equivalent to multiplication by $|\mathrm{x}|^{2}$ (see [52, Lemma 2.1] or [5, Lemma 3.1]). Our theorem thus provides detailed asymptotic information on some stationary solutions with large angular momentum. Other stationary solutions are investigated and classified in [28].

The above result can be interpreted as a signature of vortex lattice inhomogeneities as follows. An ansatz for a $\mathcal{L L} \mathcal{L}$ wave-function can be written in the form

$$
u(\mathbf{x})=c \prod_{j=1}^{J}\left(z-a_{j}\right) e^{-\frac{|z|^{2}}{2}}
$$

by identifying $\mathbb{R}^{2} \ni \mathrm{x} \leftrightarrow z \in \mathbb{C}$. Here $c$ is a $L^{2}$ normalization constant and $a_{1}, \ldots, a_{J} \in \mathbb{C}$ are the locations of the zeros of the analytic function associated to $u$, cf (1.5). It is proved in [7, 28] that, for $\Omega$ sufficiently close to 1 , minimizers are indeed of this form, with $J=\infty$.

Physically, the points $a_{1}, \ldots, a_{J} \in \mathbb{C}$ correspond to quantized vortices: zeros in the density accompanied by a phase circulation. A remarkable feature of lowest Landau level wave-functions is a one-to-one (somewhat formal) correspondance [32, 6] between the matter density $|u|^{2}$ and the vortex empirical density

$$
\begin{equation*}
\mu:=\sum_{j=1}^{J} \delta_{a_{j}} . \tag{1.20}
\end{equation*}
$$

Namely, using that $(\mathbf{x}, \mathbf{y}) \mapsto-(2 \pi)^{-1} \log |\mathbf{x}-\mathbf{y}|$ is the Green function of the Laplace operator, we obtain 1

$$
\begin{equation*}
\mu=\frac{1}{4 \pi}\left(4+\Delta\left(\log |u|^{2}\right)\right) . \tag{1.21}
\end{equation*}
$$

Inserting the TF approximation for the density of the $\mathcal{L} \mathcal{L}$ minimizer derived above leads to conjectural expressions for the latter's vortex density, see the aforementioned references for details. Putting this heuristic on rigorous grounds, even in a weak sense, seems a hard problem, in that asymptotics for the $\log$ of the density should be derived. In any event, the precision of these density asymptotics would probably be sufficient to derive only the leading, constant, bulk contribution to the vortex density, not the edge inhomogeneities numerically observed [6, 13] and used in [4, 7] to construct trial states with the correct energy.

Organization of the paper. In Section 2, we prove the existence of the thermodynamic limit of the homogeneous energy at fixed density. We will show the independence of such a limit from the shape of the domain although we do not need it. The proof of Theorem 1.1 is concluded in Section 3, In Appendix $\mathbb{A}$, we prove the boundedness of the projector onto the finite-dimensional lowest Landau level. This will be used together with elliptic estimates to compute the thermodynamic energy in the low density regime. Appendix B contains the estimates between the GP and LLL energies.
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## 2. The homogeneous gas in the thermodynamic limit

We start by putting the definition (1.12) on rigorous ground. The existence of the thermodynamic limit $L \rightarrow \infty$ is proved in Subsection 2.1 and the low density regime $\varrho \rightarrow 0$ is considered in Subsection 2.2. In both cases we need precise quantitative estimates as input in our analysis of the inhomogeneous problem.
2.1. Existence of the thermodynamic limit. We first discuss the large-volume limit for the homogeneous gas. Let $\mathcal{D}$ be a fixed bounded domain in $\mathbb{R}^{2}$, with the associated Neumann energy $E^{\mathrm{GP}}(\mathcal{D}, M)$ given by (1.13). We also define the following energy with homogeneous Dirichlet boundary condition

$$
\begin{equation*}
E_{0}^{\mathrm{GP}}(\mathcal{D}, M)=\inf \left\{\mathcal{E}_{\mathcal{D}}^{\mathrm{GP}}[u]: u \in H_{0}^{1}(\mathcal{D}), \int_{\mathcal{D}}|u|^{2}=M\right\} \tag{2.1}
\end{equation*}
$$

where $\mathcal{E}_{\mathcal{D}}^{\mathrm{GP}}[u]$ is defined by (1.14).
In this subsection, we show that the thermodynamic limit exists and does not depend on boundary conditions. This is a crucial ingredient in our study of the trapped case.
Theorem 2.1 (Thermodynamic limit for the homogeneous gas).
Let $\mathcal{D} \subset \mathbb{R}^{2}$ be a bounded simply connected domain with Lipschitz boundary, $G>0$ and $\varrho>0$ be fixed parameters. Then, the limits

$$
\begin{equation*}
e^{\mathrm{GP}}(\varrho):=\lim _{L \rightarrow \infty} \frac{E^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)}{|L \mathcal{D}|}=\lim _{L \rightarrow \infty} \frac{E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)}{|L \mathcal{D}|} \tag{2.2}
\end{equation*}
$$

[^1]exist and coincide.
We prove the existence of the thermodynamic limit for the case of squares. Although this is enough for the proof of our main results, it is of interest to extend the result to general domains. We need the following lemmas.

## Lemma 2.2 (Uniform bounds on the GP energy per area).

For any fixed bounded domain $\mathcal{D}$ and $G, \varrho>0$, there exists a constant $C>0$ such that

$$
\frac{E^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)}{|L \mathcal{D}|} \leq \frac{E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)}{|L \mathcal{D}|} \leq C
$$

for all $L \geq 1$.
Proof. Since $H_{0}^{1} \subseteq H^{1}$, we obviously have the first inequality. Let us prove the second one. We fill the domain $L \mathcal{D}$ with $N \sim L^{2}$ disks on which we use fixed trial states with Dirichlet boundary conditions. Let $f \in C_{c}^{\infty}\left(B_{1}(0) ; \mathbb{R}^{+}\right)$be a radial function with $\int_{B_{1}(0)}|f|^{2}=1$. Here $C_{c}^{\infty}$ stands for the space of compactly supported, smooth functions. Let

$$
u_{j}(\mathbf{x}):=\sqrt{\omega_{N}} f\left(\mathbf{x}-\mathbf{x}_{j}\right) \in C_{c}^{\infty}\left(B_{1}\left(\mathbf{x}_{j}\right)\right) \quad \text { with } \quad \omega_{N}=\frac{\varrho|L \mathcal{D}|}{N}
$$

Here the points $\mathbf{x}_{j}, j=1, \ldots, N$, are distributed in $L \mathcal{D}$ in such a way that the disks $B_{1}\left(\mathbf{x}_{j}\right)$ are contained in $L \mathcal{D}$ and disjoint, with $N \sim c|L \mathcal{D}|$ as $L \rightarrow \infty$ for some $c>0$. Hence

$$
\lim _{N \rightarrow \infty} \omega_{N}=\frac{\varrho}{c}
$$

We note that

$$
\operatorname{curl}\left(\mathrm{x}^{\perp}-\left(\mathrm{x}-\mathrm{x}_{j}\right)^{\perp}\right)=0 .
$$

Thus there exists a gauge phase $\phi_{j}=\mathbf{x}_{j}^{\perp} \cdot \mathbf{x}$ on $B_{1}\left(\mathbf{x}_{j}\right)$ such that

$$
\mathbf{x}^{\perp}-\left(\mathbf{x}-\mathbf{x}_{j}\right)^{\perp}=\nabla \phi_{j} \quad \text { in } \quad B_{1}\left(\mathbf{x}_{j}\right) .
$$

Take then the trial state

$$
u:=\sum_{j=1}^{N} e^{i \phi_{j}} u_{j} \in C_{c}^{\infty}(L \mathcal{D})
$$

Note that

$$
\int_{\mathbb{R}^{2}}|u|^{2}=\sum_{j=1}^{N} \int_{B_{1}\left(\mathbf{x}_{j}\right)}\left|u_{j}\right|^{2}=N \omega_{N} \int_{B_{1}(0)}|f|^{2}=\varrho|L \mathcal{D}| .
$$

Then

$$
\begin{align*}
E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|) \leq \mathcal{E}_{L \mathcal{D}}^{\mathrm{GP}}[u] & =\sum_{j=1}^{N} \frac{1}{2} \int_{B_{1}\left(\mathbf{x}_{j}\right)}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) e^{\mathrm{i} \phi_{j}} u_{j}\right|^{2}+G\left|e^{\mathrm{i} \phi_{j}} u_{j}\right|^{4} \\
& =\sum_{j=1}^{N} \frac{1}{2} \int_{B_{1}\left(\mathbf{x}_{j}\right)}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}+\nabla \phi_{j}\right) u_{j}\right|^{2}+G\left|u_{j}\right|^{4} \\
& =\sum_{j=1}^{N} \frac{1}{2} \int_{B_{1}\left(\mathbf{x}_{j}\right)}\left|\left(-\mathrm{i} \nabla-\left(\mathbf{x}-\mathbf{x}_{j}\right)^{\perp}\right) u_{j}\right|^{2}+G\left|u_{j}\right|^{4} \\
& =\frac{N \omega_{N}}{2} \int_{B_{1}(0)}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) f\right|^{2}+G \omega_{N}|f|^{4} \\
& \leq C \varrho(1+G \varrho)|L \mathcal{D}| \tag{2.3}
\end{align*}
$$

for some large enough constant $C>0$ independent of $L$.

Remark 2.3 (Bounds on GP energy).
Although the bound in Lemma 2.2 is enough for our proof of Theorem 2.1, we need to better bound the GP energy in order to perform the LDA in Section 3. In Theorem 2.9 below, by estimating $E^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)$ via the GP energy with "periodic" boundary condition, we obtain

$$
\begin{equation*}
E^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|) \leq \varrho(1+C G \varrho)|L \mathcal{D}|, \tag{2.4}
\end{equation*}
$$

for some constant $C>0$ independent of $L$.
In order to show that the thermodynamic limit does not depend on boundary conditions, we need to perform energy localizations using an IMS type formula.

## Lemma 2.4 (IMS formula).

Let $\mathcal{D} \subseteq \mathbb{R}^{2}$ be a domain with Lipschitz boundary and $\chi^{2}+\eta^{2}=1$ be a partition of unity such that $\chi$ and $\eta$ are real valued, $\chi \in C_{c}^{\infty}(\mathcal{D})$ and supp $\chi$ is simply connected. Then, for any $u \in H^{1}(\mathcal{D})$, we have

$$
\begin{equation*}
\mathcal{E}_{\mathcal{D}}^{\mathrm{GP}}[u]=\mathcal{E}_{\mathcal{D}}^{\mathrm{GP}}[\chi u]+\mathcal{E}_{\mathcal{D}}^{\mathrm{GP}}[\eta u]+G \int_{\mathcal{D}} \chi^{2} \eta^{2}|u|^{4}-\int_{\mathcal{D}}\left(|\nabla \chi|^{2}+|\nabla \eta|^{2}\right)|u|^{2} \tag{2.5}
\end{equation*}
$$

Proof. We expand

$$
\mathcal{E}_{\mathcal{D}}^{\mathrm{GP}}[u]=\frac{1}{2} \int_{\mathcal{D}}|\nabla u|^{2}+\mathbf{x}^{\perp} \cdot J[u]+|\mathbf{x}|^{2}|u|^{2}+G|u|^{4}
$$

where

$$
J[u]=i(u \overline{\nabla u}-\bar{u} \nabla u) .
$$

For the first term we use the standard IMS formula [23, Theorem 3.2], while for the term involving $J$ we have, using that $\chi$ and $\eta$ are real valued,

$$
\begin{aligned}
\frac{1}{i}(J[\chi u]+J[\eta u]) & =u \chi \nabla(\chi \bar{u})+u \eta \nabla(\eta \bar{u})-\bar{u} \chi \nabla(\chi u)-\bar{u} \eta \nabla(\eta u) \\
& =u\left(\chi^{2}+\eta^{2}\right) \nabla \bar{u}-\bar{u}\left(\chi^{2}+\eta^{2}\right) \nabla u=\frac{1}{i} J[u] .
\end{aligned}
$$

Finally, for the last term we use the identity

$$
1=\left(\chi^{2}+\eta^{2}\right)^{2}
$$

We can then recollect the terms to obtain (2.5).

## Lemma 2.5 (Dirichlet-Neumann comparison).

Let $\mathcal{D}$ be a bounded simply connected domain with Lipschitz boundary. Then, for any fixed positive parameters $G$ and $\varrho$, there exists a constant $C>0$ such that

$$
\begin{align*}
E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|) & \geq E^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|) \\
& \geq E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)-C(1+G \varrho)\left(L G^{-1}+\varrho L^{\frac{3}{2}}\right) \tag{2.6}
\end{align*}
$$

Proof. The first inequality in the statement is trivial. It remains to prove the second inequality. We need to make an IMS localization on a small enough region, and therefore consider a division of $L \mathcal{D}$ into a bulk region surrounded by a thin shell close to the boundary. For this purpose, we will use the length scale

$$
\ell \ll L
$$

Let $Q_{\ell}$ be a shell of width $\ell>0$ closest to the boundary of $L \mathcal{D}$, i.e.,

$$
Q_{\ell}:=\{x \in L \mathcal{D}: \operatorname{dist}(x, \partial(L \mathcal{D}))<\ell\} .
$$

Let $u \in H^{1}(L \mathcal{D})$ be a minimizer for $E^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)$. We now perform an IMS localization on $Q_{\ell}$. We pick a partition $\chi^{2}+\eta^{2}=1$, such that $\chi$ varies smoothly from 1 to 0 outwards on $Q_{\ell}$, so that $\chi=1$ (resp. $\eta=1$ ) on the inner (resp. outer) component of $Q_{\ell}^{c}$. By Lemma [2.4, we have

$$
\begin{equation*}
\mathcal{E}_{L \mathcal{D}}^{\mathrm{GP}}[u]=\mathcal{E}_{L \mathcal{D}}^{\mathrm{GP}}[\chi u]+\mathcal{E}_{L \mathcal{D}}^{\mathrm{GP}}[\eta u]+G \int_{L \mathcal{D}} \chi^{2} \eta^{2}|u|^{4}-\int_{Q_{\ell}}\left(|\nabla \chi|^{2}+|\nabla \eta|^{2}\right)|u|^{2} \tag{2.7}
\end{equation*}
$$

$$
\geq \int_{L \mathcal{D}} \chi^{2}|u|^{2}+\frac{G}{2} \int_{L \mathcal{D}}|u|^{4}-C \ell^{-2} \int_{Q_{\ell}}|u|^{2}
$$

Choosing $\ell \sim 1$ and using (2.4), we obtain

$$
C G \varrho^{2} L^{2}+C \int_{Q_{\ell}}|u|^{2} \geq \frac{G}{2} \int_{Q_{\ell}}|u|^{4} \geq C G L^{-1}\left(\int_{Q_{\ell}}|u|^{2}\right)^{2}
$$

This implies that we must have

$$
\begin{equation*}
\int_{Q_{\ell}}|u|^{2} \leq C\left(L G^{-1}+\varrho L^{\frac{3}{2}}\right) \tag{2.8}
\end{equation*}
$$

The above implies that the mass of $\chi^{2}|u|^{2}$ is very close to $\varrho|L \mathcal{D}|=\int_{L \mathcal{D}}|u|^{2}$.
On the other hand, we denote

$$
v=\left(\frac{\varrho|L \mathcal{D}|}{\int_{L \mathcal{D}} \chi^{2}|u|^{2}}\right)^{\frac{1}{2}} \chi u
$$

Then $v \in H_{0}^{1}(L \mathcal{D})$ with $\int_{L \mathcal{D}}|v|^{2}=\varrho|L \mathcal{D}|$ and we have

$$
\begin{align*}
\mathcal{E}_{L \mathcal{D}}^{\mathrm{GP}}[\chi u] & =\frac{1}{2} \int_{L \mathcal{D}} \frac{\int_{L \mathcal{D}} \chi^{2}|u|^{2}}{\varrho|L \mathcal{D}|}\left|\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right) v\right|^{2}+\left(\frac{\int_{L \mathcal{D}} \chi^{2}|u|^{2}}{\varrho|L \mathcal{D}|}\right)^{2} G|v|^{4} \\
& \geq \min \left\{\frac{\int_{L \mathcal{D}} \chi^{2}|u|^{2}}{\varrho|L \mathcal{D}|},\left(\frac{\int_{L \mathcal{D}} \chi^{2}|u|^{2}}{\varrho|L \mathcal{D}|}\right)^{2}\right\} \mathcal{E}_{L \mathcal{D}}^{\mathrm{GP}}[v] \\
& \geq\left(\frac{\int_{L \mathcal{D}} \chi^{2}|u|^{2}}{\varrho|L \mathcal{D}|}\right)^{2} E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|) \tag{2.9}
\end{align*}
$$

Now we use (2.3), (2.7), (2.8) and (2.9) to obtain that

$$
\begin{aligned}
E^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)=\mathcal{E}_{L \mathcal{D}}^{\mathrm{GP}}[u] & \geq\left(1-2 \frac{\int_{L \mathcal{D}} \eta^{2}|u|^{2}}{\varrho|L \mathcal{D}|}\right) E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)-C \int_{Q_{\ell}}|u|^{2} \\
& \geq E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)-C(1+G \varrho)\left(L G^{-1}+\varrho L^{\frac{3}{2}}\right)
\end{aligned}
$$

This completes the proof.
Remark 2.6 (Dirichlet-Neumann comparison).
There is probably room for improvement in our bounds, but we certainly expect that the Dirichlet and Neumann energy must differ by at least a $O\left(L G^{-1}\right)$ for low densities (a regime we will focus on in the next subsection). Here is why.

Consider the magnetic Laplacian

$$
\frac{1}{2}(-\mathrm{i} \nabla+\mathbf{A})^{2}
$$

for constant magnetic field $B=-\operatorname{curl} \mathbf{A}=2$. Low kinetic energies are obtained by localizing trial states on the order of the magnetic length, fixed in these units. Localization away from the boundary leads to an energy $\sim M$ at mass $M$, as one would obtain from the full space Landau Hamiltonian (1.4). Localization close to the boundary however leads to an energy $\sim \Theta_{0} M<M$ with $\Theta_{0}$ being the de Gennes constant, connected to the realization of (1.4) on a half-plane with Neumann conditions on the boundary. We refer to [25] for background and theorems on these well-known facts. Note that they immediately impose conditions on $G$ for Dirichlet and Neumann energies to coincide: the theorem is certainly wrong for $G=0$.

To get a heuristic estimate on the difference between Dirichlet and Neumann energies, start from a fully homogeneous system with density $\varrho$ and consider increasing the density in a shell of thickness $\sim 1$ close to the boundary by moving some mass $M$ from the bulk. If

$$
\varrho L \ll M \ll \varrho L^{2}
$$

we barely change the bulk density, but increase a lot the boundary density, at a cost of roughly

$$
G M^{2} L^{-1}
$$

in interaction energy. If we use Dirichlet conditions such a move is forbidden. But if we use Neumann boundary conditions, it is not only authorized but it can bring a gain of

$$
M\left(1-\Theta_{0}\right) \propto M
$$

in magnetic kinetic energy, as per the above discussion. Choosing $M \sim L G^{-1}$ to balance gain and loss we expect that the Neumann energy must include a negative term of order $\sim L G^{-1}$, absent from the Dirichlet energy. This is due to a larger boundary density in the Neumann case, favored by the spectral properties of the Landau Hamiltonian recalled above.

The error $O\left(L G^{-1}\right)$ is the most severe obstacle to improve our main result Theorem 1.1] It leads to the constraint $G \gg(1-\Omega)^{-\frac{3}{5}}$ when performing the LDA, as further discussed in Remark 3.2 below. $\diamond$
Lemma 2.7 (Thermodynamic limit for the Dirichlet energy in a square).
Let $K_{L}$ be a square of side length $L>0$, centered at the origin, $G>0$ and $\varrho>0$ be fixed parameters. The limit

$$
e^{\mathrm{GP}}(\varrho)=\lim _{L \rightarrow \infty} \frac{E_{0}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)}{L^{2}}
$$

exists and is finite.
Proof. Let $\left(L_{n}\right)_{n \in \mathbb{N}}$ and $\left(L_{m}\right)_{m \in \mathbb{N}}$ be two increasing sequences of positive real numbers such that $L_{n} \rightarrow \infty, L_{m} \rightarrow \infty$ and

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{E_{0}^{\mathrm{GP}}\left(K_{L_{n}}, \varrho L_{n}^{2}\right)}{L_{n}^{2}} & =\liminf _{L \rightarrow \infty} \frac{E_{0}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)}{L^{2}} \\
\lim _{m \rightarrow \infty} \frac{E_{0}^{\mathrm{GP}}\left(K_{L_{m}}, \varrho L_{m}^{2}\right)}{L_{m}^{2}} & =\limsup _{L \rightarrow \infty} \frac{E_{0}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)}{L^{2}} .
\end{aligned}
$$

For each $n$, there must exist a sequence of integers

$$
q_{n m} \rightarrow+\infty \quad \text { as } \quad m \rightarrow \infty
$$

such that, for $m$ large enough, e.g., $m \gg n$,

$$
L_{m}=q_{n m} L_{n}+k_{n m}, \quad 0 \leq k_{n m}<L_{n} .
$$

We build a trial state for $E_{0}^{\mathrm{GP}}\left(K_{L_{m}}, \varrho L_{m}^{2}\right)$ as follows. The square $K_{L_{m}}$ must contain $q_{n m}^{2}$ disjoint squares of side length $L_{n}$ that we denote by $K_{L_{n j}}, j=1, \ldots, q_{n m}^{2}$. On the remaining part of the domain we can construct, as in the proof of Lemma 2.2, a function $\tilde{u}_{0}$ of mass $\varrho\left(L_{m}^{2}-q_{n m}^{2} L_{n}^{2}\right)$ with compact support in $K_{L_{m}} \backslash \bigcup_{j=1}^{q_{n m}^{2}} K_{L_{n j}}$, satisfying

$$
\mathcal{E}_{K_{L_{m}}^{\mathrm{GP}}}^{\mathrm{GP}}\left[\tilde{u}_{0}\right] \leq C\left(L_{m}^{2}-q_{n m}^{2} L_{n}^{2}\right) \leq C L_{m} k_{n m} .
$$

We define an admissible trial state

$$
u:=\sum_{j=1}^{q_{n m}^{2}} e^{\mathrm{i} \phi_{j}} u_{j}+\tilde{u}_{0}
$$

where

$$
u_{j}(\mathbf{x})=u_{0}\left(\mathbf{x}-\mathbf{x}_{j}\right)
$$

with $u_{0}$ a minimizer for $E_{0}^{\mathrm{GP}}\left(K_{L_{n}}, \varrho L_{n}^{2}\right)$, and $\mathbf{x}_{j}$ the center points of $K_{L_{n j}}$. The phases $\phi_{j}$ are chosen in such a way that

$$
\mathbf{x}^{\perp}-\left(\mathbf{x}-\mathbf{x}_{j}\right)^{\perp}=\nabla \phi_{j} \quad \text { in } \quad K_{L_{n j}}
$$

Computing the energy, we have

$$
\mathcal{E}_{K_{L_{m}}}^{\mathrm{GP}}[u]=\sum_{j=1}^{q_{n m}^{2}} \mathcal{E}_{K_{L_{n j}}}^{\mathrm{GP}}\left[e^{\mathrm{i} \phi_{j}} u_{j}\right]+\mathcal{E}_{K_{L_{m}}}^{\mathrm{GP}}\left[\tilde{u}_{0}\right]=\sum_{j=1}^{q_{n m}^{2}} \mathcal{E}_{K_{L_{n}}}^{\mathrm{GP}}\left[u_{0}\right]+\mathcal{E}_{K_{L_{m}}}^{\mathrm{GP}}\left[\tilde{u}_{0}\right]
$$

$$
=q_{n m}^{2} E_{0}^{\mathrm{GP}}\left(K_{L_{n}}, \varrho L_{n}^{2}\right)+\mathcal{O}\left(L_{m} k_{n m}\right)
$$

Since $\int_{K_{L_{m}}}|u|^{2}=\varrho L_{m}^{2}$, it follows from the variational principle that

$$
\frac{E_{0}^{\mathrm{GP}}\left(K_{L_{m}}, \varrho L_{m}^{2}\right)}{L_{m}^{2}} \leq \frac{E_{0}^{\mathrm{GP}}\left(K_{L_{n}}, \varrho L_{n}^{2}\right)}{L_{n}^{2}}\left(1+\mathcal{O}\left(\frac{k_{n m}}{L_{m}}\right)\right)+\mathcal{O}\left(\frac{k_{n m}}{L_{m}}\right)
$$

where we have used the fact that

$$
q_{n m}^{2}=\frac{L_{m}^{2}}{L_{n}^{2}}\left(1-\frac{k_{n m}}{L_{m}}\right)^{2}
$$

Passing to the limit $m \rightarrow \infty$ first and then $n \rightarrow \infty$ yields

$$
\limsup _{L \rightarrow \infty} \frac{E_{0}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)}{L^{2}} \leq \liminf _{L \rightarrow \infty} \frac{E_{0}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)}{L^{2}}
$$

and thus the limit exists.
Now we are in the position to construct the thermodynamic limit in the general case.
Proof of Theorem 2.1. The result is proven as usual by comparing suitable upper and lower bounds to the energy.

Upper bound. We cover $L \mathcal{D}$ with squares $K_{j}, j=1, \ldots, N_{\ell}$, of side length $\ell=L^{\eta}, 0<\eta<1$, retaining only the squares completely contained in $L \mathcal{D}$. One can estimate the area not covered by such squares as

$$
\begin{equation*}
\left|L \mathcal{D} \backslash\left(\bigcup_{j=1}^{N_{\ell}} K_{j}\right)\right| \leq C \ell L=o\left(L^{2}\right) \tag{2.10}
\end{equation*}
$$

Then we define the trial state

$$
u:=\sum_{j=1}^{N_{\ell}} e^{\mathrm{i} \phi_{j}} u_{j}
$$

where

$$
u_{j}(\mathbf{x}):=u_{0}\left(\mathbf{x}-\mathbf{x}_{j}\right) \mathbb{1}_{K_{j}},
$$

with $u_{0}$ a minimizer for the Dirichlet problem with mass $\varrho|L \mathcal{D}| N_{\ell}^{-1}$ in a square $K_{\ell}$ of side length $\ell$, centered at the origin, and $\mathbf{x}_{j}$ the center point of $K_{j}$. The phases $\phi_{j}$ are chosen in such a way that

$$
\mathrm{x}^{\perp}-\left(\mathrm{x}-\mathrm{x}_{j}\right)^{\perp}=\nabla \phi_{j} \quad \text { in } \quad K_{j} .
$$

Note that

$$
\int_{L \mathcal{D}}|u|^{2}=\sum_{j=1}^{N_{\ell}} \int_{K_{j}}\left|u_{j}\right|^{2}=N_{\ell} \int_{K_{\ell}}\left|u_{0}\right|^{2}=\varrho|L \mathcal{D}| .
$$

Hence, it follows from the variational principle that

$$
E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|) \leq \mathcal{E}_{L \mathcal{D}}^{\mathrm{GP}}[u]=\sum_{j=1}^{N_{\ell}} \mathcal{E}_{K_{j}}^{\mathrm{GP}}\left[e^{\mathrm{i} \phi_{j}} u_{j}\right]=\sum_{j=1}^{N_{\ell}} \mathcal{E}_{K_{\ell}}^{\mathrm{GP}}\left[u_{0}\right]=N_{\ell} E_{0}^{\mathrm{GP}}\left(K_{\ell}, \varrho|L \mathcal{D}| N_{\ell}^{-1}\right)
$$

By changing variables

$$
v=\left(\frac{\ell^{2} N_{\ell}}{|L \mathcal{D}|}\right)^{\frac{1}{2}} u
$$

we obtain

$$
\begin{aligned}
& E_{0}^{\mathrm{GP}}\left(K_{\ell}, \varrho|L \mathcal{D}| N_{\ell}^{-1}\right) \\
= & \inf \left\{\frac{1}{2} \int_{K_{\ell}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) u\right|^{2}+G|u|^{4}: u \in H_{0}^{1}\left(K_{\ell}\right), \int_{K_{\ell}}|u|^{2}=\varrho|L \mathcal{D}| N_{\ell}^{-1}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\inf \left\{\frac{1}{2} \int_{K_{\ell}} \frac{|L \mathcal{D}|}{\ell^{2} N_{\ell}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) v\right|^{2}+\left(\frac{|L \mathcal{D}|}{\ell^{2} N_{\ell}}\right)^{2} G|v|^{4}: v \in H_{0}^{1}\left(K_{\ell}\right), \int_{K_{\ell}}|v|^{2}=\varrho \ell^{2}\right\} \\
& \leq \max \left\{\frac{|L \mathcal{D}|}{\ell^{2} N_{\ell}},\left(\frac{|L \mathcal{D}|}{\ell^{2} N_{\ell}}\right)^{2}\right\} \inf \left\{\frac{1}{2} \int_{K_{\ell}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) v\right|^{2}+G|v|^{4}: v \in H_{0}^{1}\left(K_{\ell}\right), \int_{K_{\ell}}|v|^{2}=\varrho \ell^{2}\right\} \\
& =\max \left\{\frac{|L \mathcal{D}|}{\ell^{2} N_{\ell}},\left(\frac{|L \mathcal{D}|}{\ell^{2} N_{\ell}}\right)^{2}\right\} E_{0}^{\mathrm{GP}}\left(K_{\ell}, \varrho \ell^{2}\right) .
\end{aligned}
$$

Thus, we conclude that

$$
\begin{equation*}
\frac{E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)}{|L \mathcal{D}|} \leq \frac{\ell^{2} N_{\ell}}{|L \mathcal{D}|} \max \left\{\frac{|L \mathcal{D}|}{\ell^{2} N_{\ell}},\left(\frac{|L \mathcal{D}|}{\ell^{2} N_{\ell}}\right)^{2}\right\} \frac{E_{0}^{\mathrm{GP}}\left(K_{\ell}, \ell^{2}\right)}{\ell^{2}} \tag{2.11}
\end{equation*}
$$

Notice that

$$
\ell^{2} N_{\ell}=\left|\bigcup_{j=1}^{N_{\ell}} K_{j}\right|=\left(1+o(1)_{L \rightarrow \infty}\right)|L \mathcal{D}|,
$$

by (2.10), and $\ell=L^{\eta} \rightarrow \infty$. Thus, taking the limit $L \rightarrow \infty$ in (2.11) and using Lemma 2.7 we obtain the desired upper bound in (2.2).

Lower bound. We cover $L \mathcal{D}$ with squares $K_{j}, j=1, \ldots, N_{\ell}$ again, this time keeping the full covering but still having $\ell^{2} N_{\ell}|L \mathcal{D}|^{-1} \rightarrow 1$ as $L \rightarrow \infty$. Denote by $M_{\ell}$ the integer part of $N_{\ell}^{\frac{1}{2}}$, i.e.,

$$
M_{\ell}=\left\lfloor N_{\ell}^{\frac{1}{2}}\right\rfloor,
$$

where we used the notation $\lfloor x\rfloor=\max \{m \in \mathbb{Z}: m \leq x\}$. By definition, we have

$$
N_{\ell}^{\frac{1}{2}}-1 \leq M_{\ell} \leq N_{\ell}^{\frac{1}{2}}
$$

We pick any $M_{\ell}^{2}$ squares $K_{j}, j=1, \ldots, M_{\ell}^{2}$, among the $N_{\ell}$ squares. The area not covered said squares can be estimated as

$$
\begin{equation*}
\left|\left(\bigcup_{j=M_{\ell}^{2}+1}^{N_{\ell}} K_{j}\right)\right|=\left(N_{\ell}-M_{\ell}^{2}\right) \ell^{2} \leq\left(N_{\ell}^{\frac{1}{2}}+M_{\ell}\right) \ell^{2} \leq 2 N_{\ell}^{\frac{1}{2}} \ell^{2}=o\left(L^{2}\right) \tag{2.12}
\end{equation*}
$$

Next, we pick a minimizer $u^{\mathrm{GP}}=u_{L}^{\mathrm{GP}} \in H_{0}^{1}(L \mathcal{D})$ for $E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)$, and set

$$
\varrho_{j}:=\frac{1}{\ell^{2}} \int_{K_{j}}\left|u^{\mathrm{GP}}\right|^{2} .
$$

Note that

$$
\begin{equation*}
\sum_{j=1}^{N_{\ell}} \varrho_{j} \ell^{2}=\int_{L \mathcal{D}}\left|u^{\mathrm{GP}}\right|^{2}=\varrho|L \mathcal{D}| \tag{2.13}
\end{equation*}
$$

and the mass concentrated outside $M_{\ell}^{2}$ squares is relatively small. Indeed, by Lemma 2.2 and (2.12), we have

$$
\begin{equation*}
\sum_{j=M_{\ell}^{2}+1}^{N_{\ell}} \varrho_{j} \ell^{2} \leq\left|\left(\bigcup_{j=M_{\ell}^{2}+1}^{N_{\ell}} K_{j}\right)\right|^{\frac{1}{2}}\left(\int_{L \mathcal{D}}\left|u^{\mathrm{GP}}\right|^{4}\right)^{\frac{1}{2}} \leq C N_{\ell}^{\frac{1}{4}} \ell L=o\left(L^{2}\right) \tag{2.14}
\end{equation*}
$$

Now we can estimate the energy. The idea of the proof is reminiscent of that in the upper bound part. We gauge away the rotation interaction between the $M_{\ell}^{2}$ squares, and this leads to a lower bound in terms of the Neumann energy in the square $K_{\ell M_{\ell}}$ of side length $\ell M_{\ell}$, centered at the origin. To bound
the latter from below, we cover the square $K_{\ell M_{\ell}}$ with squares $\tilde{K}_{j}, j=1, \ldots, M_{\ell}^{2}$, of side length $\ell$, centered at $\tilde{x}_{j}$. We now estimate, using the gauge covariance of the functional on each $K_{j}$ and $\tilde{K}_{j}$,

$$
\begin{align*}
\mathcal{E}_{L \mathcal{D}}^{\mathrm{GP}}\left[u^{\mathrm{GP}}\right] \geq \sum_{j=1}^{M_{\ell}^{2}} \mathcal{E}_{K_{j}}^{\mathrm{GP}}\left[u^{\mathrm{GP}}\right] & =\sum_{j=1}^{M_{\ell}^{2}} \mathcal{E}_{\tilde{K}_{j}}^{\mathrm{GP}}\left[e^{\mathrm{i} \tilde{\phi}_{j}\left(\cdot-\tilde{\mathbf{x}}_{j}\right)} e^{-\mathrm{i} \phi_{j}\left(\cdot+\mathbf{x}_{j}-\tilde{\mathbf{x}}_{j}\right)} u^{\mathrm{GP}}\left(\cdot+\mathbf{x}_{j}-\tilde{x}_{j}\right)\right] \\
& \geq \sum_{j=1}^{M_{\ell}^{2}} E^{\mathrm{GP}}\left(\tilde{K}_{j}, \varrho_{j} \ell^{2}\right), \tag{2.15}
\end{align*}
$$

where $\phi_{j}$ and $\tilde{\phi}_{j}$ satisfy

$$
\left\{\begin{array}{lll}
\mathrm{x}^{\perp}-\left(\mathrm{x}-\mathrm{x}_{j}\right)^{\perp}=\nabla \phi_{j} & \text { in } \quad K_{j}, \\
\left(\mathrm{x}+\tilde{\mathbf{x}}_{j}\right)^{\perp}-\mathrm{x}^{\perp}=\nabla \tilde{\phi}_{j} & \text { in } \quad \tilde{K}_{j} .
\end{array}\right.
$$

By (2.6), we have

$$
\begin{equation*}
E^{\mathrm{GP}}\left(\tilde{K}_{j}, \varrho_{j} \ell^{2}\right) \geq E_{0}^{\mathrm{GP}}\left(\tilde{K}_{j}, \varrho_{j} \ell^{2}\right)-C\left(1+G \varrho_{j}\right)\left(\ell G^{-1}+\varrho_{j} \ell^{\frac{3}{2}}\right) \tag{2.16}
\end{equation*}
$$

Now we consider $\tilde{u}_{j}, j=1, \ldots, M_{\ell}^{2}$, a minimizer for $E_{0}^{\mathrm{GP}}\left(\tilde{K}_{j}, \varrho_{j} \ell^{2}\right)$. We use $\sum_{j=1}^{M_{\ell}^{2}} \tilde{u}_{j}$ as a trial state for the Dirichlet problem of mass $\sum_{j=1}^{M_{\ell}^{2}} \varrho_{j} \ell^{2}$ in a square $K_{\ell M_{\ell}}$ with side length $\ell M_{\ell}$ centered at the origin. We finally obtain from (2.15) and (2.16) that

$$
\begin{align*}
\frac{E_{0}^{\mathrm{GP}}(L \mathcal{D}, \varrho|L \mathcal{D}|)}{|L \mathcal{D}|} \geq & \frac{E_{0}^{\mathrm{GP}}\left(K_{\ell M_{\ell}}, \sum_{j=1}^{M_{\ell}^{2}} \varrho_{j} \ell^{2}\right)}{|L \mathcal{D}|}-C \frac{\sum_{j=1}^{M_{\ell}^{2}}\left(1+G \varrho_{j}\right)\left(\ell G^{-1}+\varrho_{j} \ell^{\frac{3}{2}}\right)}{|L \mathcal{D}|} \\
\geq & \frac{\ell^{2} M_{\ell}^{2}}{|L \mathcal{D}|} \min \left\{\frac{\sum_{j=1}^{M_{\ell}^{2}} \varrho_{j} \ell^{2}}{\varrho^{2} M_{\ell}^{2}},\left(\frac{\sum_{j=1}^{M_{\ell}^{2}} \varrho_{j} \ell^{2}}{\varrho \ell^{2} M_{\ell}^{2}}\right)^{2}\right\} \frac{E_{0}^{\mathrm{GP}}\left(K_{\ell M_{2}}, \varrho^{2}{M_{\ell}^{2}}^{2}\right)}{\ell^{2} M_{\ell}^{2}} \\
& -C \frac{G^{-1} \ell M_{\ell}^{2}+\sum_{j=1}^{M_{\ell}^{2}} \varrho_{j} \ell+\varrho_{j} \ell^{\frac{3}{2}}+G \varrho_{j}^{2} \ell^{\frac{3}{2}}}{|L \mathcal{D}|} \tag{2.17}
\end{align*}
$$

For the main term in (2.17), we have, by (2.12), (2.13) and (2.14),

$$
\ell^{2} M_{\ell}^{2}=\ell^{2} N_{\ell}+o\left(L^{2}\right)=|L \mathcal{D}|+o\left(L^{2}\right)
$$

and

$$
\sum_{j=1}^{M_{\ell}^{2}} \varrho_{j} \ell^{2}=\varrho|L \mathcal{D}|+o\left(L^{2}\right)
$$

For the error term in (2.17), if we assume that $\ell=L^{\eta}$ with $\eta>\frac{4}{5}$ then

$$
\sum_{j=1}^{M_{\ell}^{2}} \varrho_{j}^{2} \ell^{\frac{3}{2}}=\ell^{-\frac{5}{2}} \sum_{j=1}^{M_{\ell}^{2}}\left(\varrho_{j} \ell^{2}\right)^{2} \leq \ell^{-\frac{5}{2}}\left(\sum_{j=1}^{M_{\ell}^{2}} \varrho_{j} \ell^{2}\right)^{2} \leq \ell^{-\frac{5}{2}}(\varrho|L \mathcal{D}|)^{2}=o\left(L^{2}\right)
$$

Note that $\ell M_{\ell}=L^{\eta} M_{\ell} \rightarrow \infty$. Thus, taking the limit $L \rightarrow \infty$ in (2.17) and using Lemma 2.7, we obtain the desired lower bound in (2.2).
2.2. Low density regime. Now that we have proved that the thermodynamic limit of the homogeneous energy is the same with Neumann or Dirichlet conditions, it makes sense that the limit with periodic boundary conditions also coincides. Some care must be taken to define the latter, for the magnetic Laplacian does not commute with translations. The remedy is well-known (see e.g., [33, Section 3.13] or the discussion in [49]): we impose so-called magnetic periodic boundary conditions on squares containing a quantized magnetic flux. The Abrikosov constant (1.12) is best defined in terms
of the low-density limit of the so-obtained problem, for there is then a well-defined, explicit, analogue [9, 11, 26] of the lowest Landau level (1.5).

Let $L>0$ and denote by $K_{L}$ the unit square of the lattice $L(\mathbb{Z} \oplus i \mathbb{Z})$. We assume the quantization condition that $(2 \pi)^{-1}\left|K_{L}\right|$ is an integer, i.e., there exists $d \in \mathbb{N}$ such that

$$
\begin{equation*}
L^{2}=2 \pi d \tag{2.18}
\end{equation*}
$$

Let us introduce the following space

$$
\begin{align*}
H_{\mathrm{per}}^{1}\left(K_{L}\right)=\left\{u \in H^{1}\left(K_{L}\right):\right. & u\left(x_{1}+L, x_{2}\right)
\end{align*}=e^{i \frac{\pi d x_{2}}{L}} u\left(x_{1}, x_{2}\right) .\left\{\begin{array}{l}
\left.u\left(x_{1}, x_{2}+L\right)=e^{-i \frac{\pi d x_{1}}{L}} u\left(x_{1}, x_{2}\right)\right\} . \tag{2.19}
\end{array}\right.
$$

The operator $\frac{1}{2}\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right)^{2}$ in $L^{2}\left(K_{L}\right)$ is self-adjoint positive over the subspace $H_{\mathrm{per}}^{1}\left(K_{L}\right)$. Properties of this operator were studied by Aftalion and Serfaty [9] (see also Almog [11]). The following proposition is essentially [9, Proposition 3.1].

## Proposition 2.8 (Finite dimensional lowest Landau level).

Assume $L$ is such that $\left|K_{L}\right| \in 2 \pi \mathbb{N}$. We have the following spectral properties:
(i) The lowest eigenvalue of $\frac{1}{2}\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right)^{2}$ is equal to 1 , and the associated eigenspace, called $\mathcal{L} \mathcal{L} \mathcal{L}_{L}$, has complex dimension $d$ given by (2.18).
(ii) The second eigenvalue of $\frac{1}{2}\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right)^{2}$ is greater than 3 .

The space $\mathcal{L} \mathcal{L} \mathcal{L}_{L}$ is the finite-dimensional analogue of the lowest Landau level in (1.5). Let us now define the following energy with magnetic-periodic boundary conditions

$$
E_{\text {per }}^{\mathrm{GP}}(\mathcal{D}, M)=\inf \left\{\mathcal{E}_{\mathcal{D}}^{\mathrm{GP}}[u]: u \in H_{\text {per }}^{1}(\mathcal{D}), \int_{\mathcal{D}}|u|^{2}=M\right\}
$$

Since $H_{0}^{1}\left(K_{L}\right)$ can be viewed as a subspace of $H_{\mathrm{per}}^{1}\left(K_{L}\right)$ (conditions (2.19) are satisfied), we have

$$
\begin{equation*}
E^{\mathrm{GP}}\left(K_{L}, M\right) \leq E_{\mathrm{per}}^{\mathrm{GP}}\left(K_{L}, M\right) \leq E_{0}^{\mathrm{GP}}\left(K_{L}, M\right) \tag{2.20}
\end{equation*}
$$

Then Lemma 2.5implies that, for fixed $G>0$ and $\varrho>0$,

$$
\begin{equation*}
e^{\mathrm{GP}}(\varrho)=\lim _{L \rightarrow \infty} \frac{E_{\mathrm{per}}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)}{L^{2}} \tag{2.21}
\end{equation*}
$$

Using (2.21), we derive an asymptotic formula for the thermodynamic limit $e^{\mathrm{GP}}(\varrho)$ as $\varrho \rightarrow 0$. This will be an important ingredient in the proof of our main result.
Theorem 2.9 (Energy in the low density limit).
Let $G>0$ be fixed and $\varrho \ll 1$. We have, as $L \rightarrow \infty$,

$$
\begin{align*}
\varrho L^{2}+(1+o(1)) \frac{e^{\mathrm{Ab}}(1)}{2} G \varrho^{2} L^{2} & \geq E_{\mathrm{per}}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)  \tag{2.22}\\
& \geq \varrho L^{2}+\left(1+o(1) \frac{e^{\mathrm{Ab}}(1)}{2}\left(G \varrho^{2}-C G^{\frac{3}{2}} \varrho^{\frac{5}{2}}-C G^{2} \varrho^{3}\right) L^{2}\right.
\end{align*}
$$

for a constant $C>0$. Here

$$
e^{\mathrm{Ab}}(\varrho):=\lim _{L \rightarrow \infty} \frac{1}{L^{2}} \inf \left\{\int_{K_{L}}|u|^{4}: u \in \mathcal{L} \mathcal{L} \mathcal{L}_{L}, \int_{K_{L}}|u|^{2}=\varrho L^{2}\right\} .
$$

Remark 2.10 (Thermodynamic limit at low density).
As a consequence of (2.21) and (2.22), we have

$$
\begin{equation*}
\frac{2}{G} \lim _{\varrho \rightarrow 0} \frac{e^{\mathrm{GP}}(\varrho)-\varrho}{\varrho^{2}}=e^{\mathrm{Ab}}(1) \tag{2.23}
\end{equation*}
$$

One can see immediately from the definition that $e^{\mathrm{Ab}}(1) \geq 1$. The minimization of $f_{K_{L}}|u|^{4}$ over $u \in \mathcal{L} \mathcal{L} \mathcal{L}_{L}$ is another formulation of the Abrikosov problem in finite domains [7, 11]. Part of the proof of Theorem 2.9 is similar to that of [5] for the reduction of the Gross-Pitaevskii energy to the infinitedimensional lowest Landau level. By using the Euler-Lagrange equation and elliptic estimates, we check that the periodic Gross-Pitaevskii minimizer and its projection onto the space $\mathcal{L} \mathcal{L} \mathcal{L}_{L}$ are close. In [9], the projection onto the finite-dimensional lowest Landau level is also used, but with different elliptic estimates. By arguments similar to those in [5, 9, an analogue of (2.23) is obtained in the regime

$$
\begin{equation*}
G^{\frac{1}{2}} \varrho^{\frac{1}{2}} L^{2} \rightarrow 0 \quad \text { where } \quad L \rightarrow \infty \tag{2.24}
\end{equation*}
$$

We will not be at liberty to assume (2.24) when performing the local density approximation in the proof of our main theorem. In the following, we use elliptic estimates based on work by Fournais and Helffer [24] to circumvent the condition (2.24). This is reminiscent of considerations from [27], see in particular Theorem 2.12 and Remark 2.13 therein.

Proof of Theorem 2.9. Let $u$ be a minimizer for the variational problem

$$
E^{\mathrm{Ab}}\left(K_{L}, \varrho L^{2}\right):=\inf \left\{\int_{K_{L}}|u|^{4}: u \in \mathcal{L} \mathcal{L} \mathcal{L}_{L}, \int_{K_{L}}|u|^{2}=\varrho L^{2}\right\}
$$

By a simple scaling,

$$
e^{\mathrm{Ab}}(\varrho)=\lim _{L \rightarrow \infty} \frac{E^{\mathrm{Ab}}\left(K_{L}, \varrho L^{2}\right)}{L^{2}}=e^{\mathrm{Ab}}(1) \varrho^{2}
$$

By the variational principle, we have

$$
E_{\mathrm{per}}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right) \leq \mathcal{E}_{K_{L}}^{\mathrm{GP}}[u]=\varrho L^{2}+\frac{e^{\mathrm{Ab}}(1)}{2} G \varrho^{2} L^{2}\left(1+o(1)_{L \rightarrow \infty}\right)
$$

This is the desired upper bound in (2.22).
In order to obtain the lower bound in (2.22), we denote by $u$ a minimizer for $E_{\text {per }}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)$. Such $u$ solves the Ginzburg-Landau type equation

$$
\begin{equation*}
\frac{1}{2}\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right)^{2} u+G|u|^{2} u=\lambda u \quad \text { in } \quad K_{L} \tag{2.25}
\end{equation*}
$$

where $\lambda$ is the Euler-Lagrange multiplier. It follows from the above equation that

$$
\begin{equation*}
\lambda \int_{K_{L}}|u|^{2}=\frac{1}{2} \int_{K_{L}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) u\right|^{2}+G \int_{K_{L}}|u|^{4} . \tag{2.26}
\end{equation*}
$$

The lowest eigenvalue of $\frac{1}{2}\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right)^{2}$ is equal to 1 , by Proposition 2.8. We then infer from (2.26) that $\lambda \geq 1$. On the other hand, it follows from (2.26) and the upper bound on $E_{\text {per }}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)$ in (2.22) that

$$
(\lambda+1) \varrho L^{2}=(\lambda+1) \int_{K_{L}}|u|^{2} \leq 2 \mathcal{E}_{K_{L}}^{\mathrm{GP}}[u] \leq 2 \varrho L^{2}+e^{\mathrm{Ab}}(1) G \varrho^{2} L^{2}\left(1+o(1)_{L \rightarrow \infty}\right)
$$

This implies that

$$
\begin{equation*}
\lambda-1 \leq e^{\mathrm{Ab}}(1) G \varrho\left(1+o(1)_{L \rightarrow \infty}\right) \tag{2.27}
\end{equation*}
$$

Next, we define $v=\left(\frac{G}{\lambda}\right)^{\frac{1}{2}} u$. Then $v$ solves the equation

$$
\begin{equation*}
\frac{1}{2}\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right)^{2} v=\lambda\left(1-|v|^{2}\right) v \quad \text { in } \quad K_{L} \tag{2.28}
\end{equation*}
$$

It follows from [24, Theorem 3.1] and (2.27) that

$$
\begin{equation*}
\|v\|_{L^{\infty}\left(K_{L}\right)} \leq \min \left\{1, C_{\max }(\lambda-1)^{\frac{1}{2}}\right\} \tag{2.29}
\end{equation*}
$$

for a universal constant $C_{\max }>0$. We remark that Fournais and Helffer [24] derived a uniform bound for Ginzburg-Landau type solutions on the whole space $\mathbb{R}^{2}$. This result is also true for "periodic"
solutions of the equation (2.25) in a bounded domain. Indeed, we tile the plane with squares $K_{j}$, $j=1,2, \ldots$, centered at $\mathbf{x}_{j}$ and of the side length $L$. We obtain from (2.28) that

$$
\frac{1}{2}\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right)^{2} v_{j}=\lambda\left(1-\left|v_{j}\right|^{2}\right) v_{j} \quad \text { in } \quad K_{j}
$$

where $v_{j}=e^{i \phi_{j}} v\left(\cdot+\mathbf{x}_{j}\right)$ and the phase $\phi_{j}$ are chosen in such a way that

$$
\mathbf{x}^{\perp}-\left(\mathbf{x}+\mathbf{x}_{j}\right)^{\perp}=\nabla \phi_{j} \quad \text { in } \quad K_{j} .
$$

The function $v_{0}:=\sum_{j} v_{j} \mathbb{1}_{K_{j}}$ is a solution of the equation

$$
\frac{1}{2}\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right)^{2} v_{0}=\lambda\left(1-\left|v_{0}\right|^{2}\right) v_{0} \quad \text { in } \quad \mathbb{R}^{2} .
$$

Then [24, Theorem 3.1] implies that

$$
\left\|v_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq \min \left\{1, C_{\max }(\lambda-1)^{\frac{1}{2}}\right\},
$$

and hence (2.29). Now, (2.29) and (2.27) imply that

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(K_{L}\right)}=\left(\frac{\lambda}{G}\right)^{\frac{1}{2}}\|v\|_{L^{\infty}\left(K_{L}\right)} \leq C\left(\frac{\lambda}{G}\right)^{\frac{1}{2}}(\lambda-1)^{\frac{1}{2}} \leq C \varrho^{\frac{1}{2}}\left(1+o(1)_{L \rightarrow \infty}\right), \tag{2.30}
\end{equation*}
$$

for a universal constant $C$ independent of $L$.
Let $\Pi_{L}$ be the orthogonal projector on $\mathcal{L} \mathcal{L} \mathcal{L}_{L}$. We show in Appendix $A$ that it is bounded on $L^{2} \cap L^{\infty}\left(K_{L}\right)$, independently of $L$. Hence

$$
\begin{equation*}
\left\|\Pi_{L} u\right\|_{L^{\infty}\left(K_{L}\right)} \leq C\|u\|_{L^{\infty}\left(K_{L}\right)} \leq C \varrho^{\frac{1}{2}}\left(1+o(1)_{L \rightarrow \infty}\right) \tag{2.31}
\end{equation*}
$$

follows from (2.30) for some constant $C$ independent of $L$. Let

$$
\Pi_{L}^{\perp} u:=u-\Pi_{L} u
$$

Recall that the second eigenvalue of $\frac{1}{2}\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right)^{2}$ is at least 3, by Proposition [2.8. Consequently,

$$
\frac{1}{2} \int_{K_{L}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) \Pi_{L}^{\perp} u\right|^{2} \geq 3 \int_{K_{L}}\left|\Pi_{L}^{\perp} u\right|^{2}
$$

Therefore,

$$
\begin{aligned}
E_{\mathrm{per}}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)=\mathcal{E}_{K_{L}}^{\mathrm{GP}}[u] & =\frac{1}{2} \int_{K_{L}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) \Pi_{L} u\right|^{2}+\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) \Pi_{L}^{\perp} u\right|^{2}+G|u|^{4} \\
& \geq \int_{K_{L}}\left|\Pi_{L} u\right|^{2}+3\left|\Pi_{L}^{\perp} u\right|^{2}+\frac{G}{2}|u|^{4} \\
& \geq \varrho L^{2}+2 \int_{K_{L}}\left|\Pi_{L}^{\perp} u\right|^{2} .
\end{aligned}
$$

Then the upper bound on $E_{\text {per }}^{\mathrm{GP}}\left(K_{L}, \varrho L^{2}\right)$ in (2.22) implies that

$$
\begin{equation*}
\left\|\Pi_{L}^{\perp} u\right\|_{L^{2}\left(K_{L}\right)} \leq C G^{\frac{1}{2}} \varrho L\left(1+o(1)_{L \rightarrow \infty}\right) \tag{2.32}
\end{equation*}
$$

Next, we expand the quartic term of the energy as in [5], and find

$$
\begin{align*}
\mathcal{E}_{K_{L}}^{\mathrm{GP}}[u]= & \mathcal{E}_{K_{L}}^{\mathrm{GP}}\left[\Pi_{L} u\right]+\mathcal{E}_{K_{L}}^{\mathrm{GP}}\left[\Pi_{L}^{\perp} u\right]-\frac{G}{2} \int_{K_{L}}\left|\Pi_{L}^{\perp} u\right|^{4} \\
& +G \int_{K_{L}}\left|\Pi_{L} u\right|^{2}\left|\Pi_{L}^{\perp} u\right|^{2}+2\left(\Re\left(\Pi_{L} u \overline{\Pi_{L}^{\perp} u}\right)+\frac{1}{2}\left|\Pi_{L}^{\perp} u\right|^{2}\right)^{2}+2\left|\Pi_{L} u\right|^{2} \Re\left(\Pi_{L} u \overline{\Pi_{L}^{\perp} u}\right) \\
\geq & \mathcal{E}_{K_{L}}^{\mathrm{GP}}\left[\Pi_{L} u\right]+\mathcal{E}_{K_{L}}^{\mathrm{GP}}\left[\Pi_{L}^{\perp} u\right]-\frac{G}{2} \int_{K_{L}}\left|\Pi_{L}^{\perp} u\right|^{4}-2 G \int_{K_{L}}\left|\Pi_{L} u\right|^{3}\left|\Pi_{L}^{\perp} u\right| . \tag{2.33}
\end{align*}
$$

On the one hand, it follows from Hölder' inequality and (2.31), (2.32) that

$$
\begin{equation*}
G \int_{K_{L}}\left|\Pi_{L} u\right|^{3}\left|\Pi_{L}^{\perp} u\right| \leq G\left\|\Pi_{L} u\right\|_{L^{\infty}\left(K_{L}\right)}^{2}\left\|\Pi_{L} u\right\|_{L^{2}\left(K_{L}\right)}\left\|\Pi_{L}^{\perp} u\right\|_{L^{2}\left(K_{L}\right)} \leq C G^{\frac{3}{2}} \varrho^{\frac{5}{2}} L^{2}\left(1+o(1)_{L \rightarrow \infty}\right) . \tag{2.34}
\end{equation*}
$$

On the other hand, let $v=\Pi_{L} u\left\|\Pi_{L} u\right\|_{L^{2}\left(K_{L}\right)}^{-1} L$. Since $v \in \mathcal{L} \mathcal{L} \mathcal{L}_{L}$ and $\|v\|_{L^{2}\left(K_{L}\right)}^{2}=L^{2}$ we have

$$
\begin{equation*}
G \int_{K_{L}}\left|\Pi_{L} u\right|^{4}=G \frac{\left\|\Pi_{L} u\right\|_{L^{2}}^{4}}{L^{4}} \int_{K_{L}}|v|^{4} \geq e^{\mathrm{Ab}}(1) G\left(\varrho-C G \varrho^{2}\right)^{2} L^{2}\left(1+o(1)_{L \rightarrow \infty}\right) \tag{2.35}
\end{equation*}
$$

where we have used (2.32). Inserting (2.34), (2.35) into (2.33) and using again Proposition 2.8, we thus obtain

$$
\mathcal{E}_{K_{L}}^{\mathrm{GP}}[u] \geq \varrho L^{2}+\frac{e^{\mathrm{Ab}}(1)}{2}\left(G \varrho^{2}-C G^{\frac{3}{2}} \varrho^{\frac{5}{2}}-C G^{2} \varrho^{3}\right) L^{2}\left(1+o(1)_{L \rightarrow \infty}\right)
$$

This is the desired lower bound in (2.22).

## 3. LOCAL DENSITY APPROXIMATION

In this section, we prove the energy convergence of $E_{\Omega}^{\mathrm{GP}}$ to $E_{\Omega}^{\mathrm{TF}}$ presented in Theorem [1.1, The asymptotic behavior of $E_{\Omega}^{L L L}$ then follows from that of $E_{\Omega}^{G P}$ and the comparison between the GP and LLL energies in Appendix B. We choose $G=G_{\Omega}=\left(1-\Omega^{2}\right)^{-\delta}$ with $-1<\delta<1$. In this case, we have, by (1.16) and (1.17),

$$
\begin{equation*}
E_{\Omega}^{\mathrm{TF}} \propto\left(1-\Omega^{2}\right)^{\frac{1-\delta}{2}} \quad \text { and } \quad L_{\Omega}^{\mathrm{TF}} \sim\left(1-\Omega^{2}\right)^{-\frac{1+\delta}{2}} \tag{3.1}
\end{equation*}
$$

3.1. Energy upper bound. Here we prove the upper bound corresponding to (1.18), i.e.,

$$
\begin{equation*}
E_{\Omega}^{\mathrm{GP}}-1 \leq(1+o(1)) E_{\Omega}^{\mathrm{TF}} \tag{3.2}
\end{equation*}
$$

Let $\rho_{\Omega}^{\mathrm{TF}}$ be a minimizer for $E_{\Omega}^{\mathrm{TF}}$. We start by covering the support of $\rho_{\Omega}^{\mathrm{TF}}$ with squares $K_{j}, j=1, \ldots, N_{L}$, centered at points $\mathbf{x}_{j}$ and of side length $L$ with

$$
\begin{equation*}
L=\left(1-\Omega^{2}\right)^{-\eta} \quad \text { where } \quad 0<\eta<\frac{1+\delta}{4} \tag{3.3}
\end{equation*}
$$

We choose the tiling in such a way that $K_{j} \cap \operatorname{supp}\left(\rho_{\Omega}^{\mathrm{TF}}\right) \neq \varnothing$, for any $j=1, \ldots, N_{L}$. The upper bound on $L$ indicates that the length scale of the tiling is much smaller than the size of the Thomas-Fermi support. Our trial state is defined much as in the proof of Lemmas 2.2 and 2.7,

$$
\begin{equation*}
u^{\mathrm{test}}:=\sum_{j=1}^{N_{L}} e^{\mathrm{i} \phi_{j}} u_{j}\left(\cdot-\mathbf{x}_{j}\right) \tag{3.4}
\end{equation*}
$$

Here $u_{j}$ realizes the Dirichlet infimum

$$
E_{0}^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right):=\inf \left\{\mathcal{E}_{K_{L}, \Omega}^{\mathrm{GP}}[u]: u \in H_{0}^{1}\left(K_{L}\right), \int_{K_{L}}|u|^{2}=\varrho_{j} L^{2}\right\}
$$

where

$$
\mathcal{E}_{K_{L}, \Omega}^{\mathrm{GP}}[u]=\frac{1}{2} \int_{K_{L}}\left|\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right) u\right|^{2}+G_{\Omega}|u|^{4}
$$

and we set

$$
\varrho_{j}=\frac{1}{L^{2}} \int_{K_{L}}\left|u_{j}\right|^{2}:=\frac{1}{L^{2}} \int_{K_{j}} \rho_{\Omega}^{\mathrm{TF}}
$$

The phase factors in (3.4) are chosen in such a way that

$$
\mathbf{x}^{\perp}-\left(\mathbf{x}-\mathbf{x}_{j}\right)^{\perp}=\nabla \phi_{j} \quad \text { in } \quad K_{j}
$$

This construction yields an admissible trial state since $u^{\text {test }}$ is locally in $H^{1}\left(\mathbb{R}^{2}\right)$, continuous across squares by being zero on the boundaries, and clearly

$$
\int_{\mathbb{R}^{2}}\left|u^{\mathrm{test}}\right|^{2}=\sum_{j=1}^{N_{L}} \int_{K_{L}}\left|u_{j}\right|^{2}=\sum_{j=1}^{N_{L}} \int_{K_{j}} \rho_{\Omega}^{\mathrm{TF}}=1 .
$$

Much as in the proofs of Lemmas 2.2 and 2.7 we thus obtain

$$
\begin{align*}
E_{\Omega}^{\mathrm{GP}} \leq \mathcal{E}_{\Omega}^{\mathrm{GP}}\left[u^{\mathrm{test}}\right] & =\sum_{j=1}^{N_{L}} \mathcal{E}_{K_{L}, \Omega}^{\mathrm{GP}}\left[u_{j}\right]+\frac{1-\Omega^{2}}{2 \Omega^{2}} \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\mathrm{test}}\right|^{2} \\
& =\sum_{j=1}^{N_{L}} E_{0}^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right)+\frac{1-\Omega^{2}}{2 \Omega^{2}} \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\text {test }}\right|^{2} \tag{3.5}
\end{align*}
$$

By (2.6) we have

$$
E_{0}^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right) \leq E^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right)+C\left(L G_{\Omega}^{-1}+\varrho_{j} L^{\frac{3}{2}}\right)
$$

Therefore,

$$
\begin{equation*}
\sum_{j=1}^{N_{L}} E_{0}^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right) \leq \sum_{j=1}^{N_{L}} E^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right)+C N_{L} L G_{\Omega}^{-1}+C L^{-\frac{1}{2}} \tag{3.6}
\end{equation*}
$$

By (3.1) and (3.3), the error term $N_{L} L G_{\Omega}^{-1}$ which is proportional to $\left(L_{\Omega}^{\mathrm{TF}}\right)^{2} L^{-1} G_{\Omega}^{-1}$ is of order o $\left(E_{\Omega}^{\mathrm{TF}}\right)$ when

$$
\eta>1-\delta
$$

Together with the upper bound on $\eta$ in (3.3), one needs

$$
\begin{equation*}
\delta>\frac{3}{5} . \tag{3.7}
\end{equation*}
$$

Furthermore, the error term $L^{-\frac{1}{2}}$ is also of order $o\left(E_{\Omega}^{\mathrm{TF}}\right)$ under the same condition (3.7). On the other hand, note that

$$
\varrho_{j} \leq L^{-2}=\left(1-\Omega^{2}\right)^{2 \eta} \rightarrow 0
$$

as $\Omega \nearrow 1$, uniformly with respect to $j=1,2, \ldots, N_{L}$. We thus deduce from (2.20) and (2.22) that

$$
E^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right) \leq \varrho_{j} L^{2}+(1+o(1)) \frac{e^{\mathrm{Ab}}(1)}{2} G_{\Omega} \varrho_{j}^{2} L^{2}
$$

Therefore,

$$
\begin{equation*}
\sum_{j=1}^{N_{L}} E^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right) \leq \sum_{j=1}^{N_{L}} \varrho_{j} L^{2}+(1+o(1)) \frac{e^{\mathrm{Ab}}(1)}{2} G_{\Omega} \sum_{j=1}^{N_{L}} \varrho_{j}^{2} L^{2} \tag{3.8}
\end{equation*}
$$

By Hölder' inequality, we have

$$
\begin{equation*}
\sum_{j=1}^{N_{L}} \varrho_{j}^{2} L^{2}=\sum_{j=1}^{N_{L}} L^{-2}\left(\int_{K_{j}} \rho_{\Omega}^{\mathrm{TF}}\right)^{2} \leq \sum_{j=1}^{N_{L}} \int_{K_{j}}\left(\rho_{\Omega}^{\mathrm{TF}}\right)^{2}=\int_{\mathbb{R}^{2}}\left(\rho_{\Omega}^{\mathrm{TF}}\right)^{2} \tag{3.9}
\end{equation*}
$$

Finally, we estimate the quadratic term in (3.5). We note that

$$
|\mathbf{x}| \leq C L_{\Omega}^{\mathrm{TF}}
$$

for any $\mathbf{x} \in \operatorname{supp}\left(\rho_{\Omega}^{\mathrm{TF}}\right)$, by (1.17). Then

$$
\int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\text {test }}\right|^{2}=\sum_{j=1}^{N_{L}} \int_{K_{j}}|\mathbf{x}|^{2}\left|u_{j}\left(\mathbf{x}-\mathbf{x}_{j}\right)\right|^{2}
$$

$$
\begin{aligned}
& \leq \sum_{j=1}^{N_{L}} \int_{K_{j}}\left|\mathbf{x}_{j}\right|^{2}\left|u_{j}\left(\mathbf{x}-\mathbf{x}_{j}\right)\right|^{2}+L \sum_{j=1}^{N_{L}} \int_{K_{j}}\left(|\mathbf{x}|+\left|\mathbf{x}_{j}\right|\right)\left|u_{j}\left(\mathbf{x}-\mathbf{x}_{j}\right)\right|^{2} \\
& \leq \sum_{j=1}^{N_{L}} \int_{K_{j}}\left|\mathbf{x}_{j}\right|^{2} \rho_{\Omega}^{\mathrm{TF}}+C L L_{\Omega}^{\mathrm{TF}} \sum_{j=1}^{N_{L}} \int_{K_{j}}\left|u_{j}\left(\mathbf{x}-\mathbf{x}_{j}\right)\right|^{2} \\
& \leq \sum_{j=1}^{N_{L}} \int_{K_{j}}|\mathbf{x}|^{2} \rho_{\Omega}^{\mathrm{TF}}+L \sum_{j=1}^{N_{L}} \int_{K_{j}}\left(|\mathbf{x}|+\left|\mathbf{x}_{j}\right|\right) \rho_{\Omega}^{\mathrm{TF}}+C L L_{\Omega}^{\mathrm{TF}} \\
& \leq \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2} \rho_{\Omega}^{\mathrm{TF}}+C L L_{\Omega}^{\mathrm{TF}} \sum_{j=1}^{N_{L}} \int_{K_{j}} \rho_{\Omega}^{\mathrm{TF}}+C L L_{\Omega}^{\mathrm{TF}} \\
& \leq \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2} \rho_{\Omega}^{\mathrm{TF}}+C L L_{\Omega}^{\mathrm{TF}} .
\end{aligned}
$$

The above implies that

$$
\begin{equation*}
\frac{1-\Omega^{2}}{\Omega^{2}} \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\text {test }}\right|^{2} \leq \frac{1-\Omega^{2}}{\Omega^{2}} \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2} \rho_{\Omega}^{\mathrm{TF}}+C L G_{\Omega}^{\frac{1}{4}}\left(1-\Omega^{2}\right)^{\frac{3}{4}} \tag{3.10}
\end{equation*}
$$

The error term $L G_{\Omega}^{\frac{1}{4}}\left(1-\Omega^{2}\right)^{\frac{3}{4}}$ is of order $o\left(E_{\Omega}^{\mathrm{TF}}\right)$, by (3.1) and (3.3). The desired upper bound (3.2) follows from (3.8), (3.9) and (3.10).
3.2. Energy lower bound. Let us now complement (3.2) by proving the lower bound

$$
\begin{equation*}
E_{\Omega}^{\mathrm{GP}}-1 \geq(1+o(1)) E_{\Omega}^{\mathrm{TF}} \tag{3.11}
\end{equation*}
$$

thus completing the proof of (1.18).
Let $u^{\mathrm{GP}}$ be a minimizer for $E_{\Omega}^{\mathrm{GP}}$. The associated Euler-Lagrange equation takes the form

$$
\begin{equation*}
\frac{1}{2}\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right)^{2} u^{\mathrm{GP}}+G_{\Omega}\left|u^{\mathrm{GP}}\right|^{2} u^{\mathrm{GP}}+\frac{1-\Omega^{2}}{2 \Omega^{2}}|\mathbf{x}|^{2} u^{\mathrm{GP}}=\lambda u^{\mathrm{GP}} \tag{3.12}
\end{equation*}
$$

with the Lagrange multiplier $\lambda$ given by

$$
\lambda=E_{\Omega}^{\mathrm{GP}}+\frac{G_{\Omega}}{2} \int_{\mathbb{R}^{2}}\left|u^{\mathrm{GP}}\right|^{4}
$$

Using that $\lambda \geq 1$ we shall obtain uniform decay estimates à la Agmon [10] for $u^{\mathrm{GP}}$. We will need the following exponential decay estimate in order to obtain that the GP mass outside the ball of TF radius $L_{\Omega}^{\mathrm{TF}}$ decays fast enough.

## Lemma 3.1 (Exponential decay of GP minimizers).

Let $u^{\mathrm{GP}}$ be $L^{2}$-normalized and solve (2.26) for some $\lambda>1$. There is a universal constant $C>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} e^{\sqrt{\lambda-1}|\mathbf{x}|}\left|u^{\mathrm{GP}}\right|^{2} \leq C \exp \left(C(\lambda-1)^{\frac{3}{2}}\left(1-\Omega^{2}\right)^{-\frac{1}{2}}\right) \tag{3.13}
\end{equation*}
$$

Proof. We use that (see e.g., [38, Lemma 3.2])

$$
-\Re\left\langle u^{\mathrm{GP}}, e^{\alpha|\mathbf{x}|} \Delta u^{\mathrm{GP}}\right\rangle=\int_{\mathbb{R}^{2}}\left|\nabla e^{\frac{\alpha}{2}|\mathbf{x}|} u^{\mathrm{GP}}\right|^{2}-\frac{\alpha^{2}}{4} \int_{\mathbb{R}^{2}} e^{\alpha|\mathbf{x}|}\left|u^{\mathrm{GP}}\right|^{2}
$$

Then, we integrate the Euler-Lagrange equation (3.12) against $e^{\alpha|x|} \mid \overline{u^{\mathrm{GP}}}$ and obtain
$\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right) e^{\frac{\alpha}{2}|\mathbf{x}|} u^{\mathrm{GP}}\right|^{2}+2 G_{\Omega} e^{\alpha|\mathbf{x}|}\left|u^{\mathrm{GP}}\right|^{4}+\frac{1-\Omega^{2}}{\Omega^{2}} e^{\alpha|\mathbf{x}|}|\mathbf{x}|^{2}\left|u^{\mathrm{GP}}\right|^{2}=\left(\lambda+\frac{\alpha^{2}}{4}\right) \int_{\mathbb{R}^{2}} e^{\alpha|\mathbf{x}|}\left|u^{\mathrm{GP}}\right|^{2}$.
Using the operator inequality

$$
\begin{equation*}
\frac{1}{2}\left(-\mathrm{i} \nabla-x^{\perp}\right)^{2} \geq 1 \tag{3.14}
\end{equation*}
$$

choosing $\alpha=\sqrt{\lambda-1}$ and dropping the quartic term, we obtain that

$$
\frac{1-\Omega^{2}}{2 \Omega^{2}} \int_{\mathbb{R}^{2}} e^{\sqrt{\lambda-1} \mid \mathbf{x}}|\mathbf{x}|^{2}\left|u^{\mathrm{GP}}\right|^{2} \leq \frac{5}{4}(\lambda-1) \int_{\mathbb{R}^{2}} e^{\sqrt{\lambda-1}|\mathbf{x}|}\left|u^{\mathrm{GP}}\right|^{2}
$$

Taking $R=C(\lambda-1)^{\frac{1}{2}}\left(1-\Omega^{2}\right)^{-\frac{1}{2}}$, for some fixed large constant $C>0$, and noticing that $u^{\mathrm{GP}}$ is of unit mass, the above inequality yields

$$
\int_{|\mathbf{x}| \geq R} e^{\sqrt{\lambda-1}|\mathbf{x}|}\left|u^{\mathrm{GP}}\right|^{2} \leq C e^{\sqrt{\lambda-1} R}, \quad \forall|\mathbf{x}| \geq R
$$

This proves the desired exponential decay estimate.
We now turn back to the energy lower bound (3.11). We again tile the plane with squares $K_{j}$, $j=1, \ldots, N_{L}$, of side length $L=\left(1-\Omega^{2}\right)^{-\eta}$ satisfying

$$
\begin{equation*}
1-\delta<\eta<\frac{1+\delta}{4} \tag{3.15}
\end{equation*}
$$

and taken to cover the finite disk $B_{C L_{\Omega}^{\mathrm{TF}}}(0)$ (the support of $\rho_{\Omega}^{\mathrm{TF}}$ ). Let

$$
\begin{equation*}
\varrho_{j}:=\frac{1}{L^{2}} \int_{K_{j}}\left|u^{\mathrm{GP}}\right|^{2} . \tag{3.16}
\end{equation*}
$$

Define the piecewise constant function

$$
\begin{equation*}
\bar{\rho}_{\Omega}^{\mathrm{GP}}:=\sum_{j=1}^{N_{L}} \varrho_{j} \mathbb{1}_{K_{j}} \tag{3.17}
\end{equation*}
$$

We first claim that we have, as $\Omega \nearrow 1$,

$$
\begin{equation*}
\sum_{j=1}^{N_{L}} \varrho_{j} L^{2}=\int_{\mathbb{R}^{2}} \bar{\rho}_{\Omega}^{\mathrm{GP}}=1-o\left(E_{\Omega}^{\mathrm{TF}}\right) \tag{3.18}
\end{equation*}
$$

Indeed, using the exponential decay of the GP minimizer in (3.13) we obtain

$$
\begin{equation*}
\int_{B_{L_{\Omega}^{c}}^{c}(0)}\left|u^{\mathrm{GP}}\right|^{2} \leq C \exp \left(-(\lambda-1)^{\frac{1}{2}} L_{\Omega}^{\mathrm{TF}}+C(\lambda-1)^{\frac{3}{2}}\left(1-\Omega^{2}\right)^{-\frac{1}{2}}\right) \tag{3.19}
\end{equation*}
$$

From the operator inequality (3.14) and the upper bound on $E_{\Omega}^{\mathrm{GP}}$ in (3.2), we have

$$
\begin{equation*}
\lambda-1 \sim G_{\Omega}^{\frac{1}{2}}\left(1-\Omega^{2}\right)^{\frac{1}{2}}=\left(1-\Omega^{2}\right)^{\frac{1-\delta}{2}} \tag{3.20}
\end{equation*}
$$

with $\frac{3}{5}<\delta<1$. Then one can easily check that, as $\Omega \nearrow 1$, the right hand side of (3.19) is extremely small. Hence

$$
\int_{B_{L_{\Omega}^{c}}^{c}(0)}\left|u^{\mathrm{GP}}\right|^{2}=o\left(E_{\Omega}^{\mathrm{TF}}\right)
$$

which yields (3.18).
Now we can estimate the energy. Dropping some positive terms we get

$$
\begin{align*}
E_{\Omega}^{\mathrm{GP}}=\mathcal{E}_{\Omega}^{\mathrm{GP}}\left[u^{\mathrm{GP}}\right] & \geq \sum_{j=1}^{N_{L}} \mathcal{E}_{K_{j}, \Omega}^{\mathrm{GP}}\left[u^{\mathrm{GP}}\right]+\frac{1-\Omega^{2}}{2 \Omega^{2}} \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\mathrm{GP}}\right|^{2} \\
& =\sum_{j=1}^{N_{L}} \mathcal{E}_{K_{L}, \Omega}^{\mathrm{GP}}\left[e^{-\mathrm{i} \phi_{j}\left(\cdot+\mathbf{x}_{j}\right)} u^{\mathrm{GP}}\left(\cdot+\mathbf{x}_{j}\right)\right]+\frac{1-\Omega^{2}}{2 \Omega^{2}} \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\mathrm{GP}}\right|^{2} \\
& \geq \sum_{j=1}^{N_{L}} E^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right)+\frac{1-\Omega^{2}}{2 \Omega^{2}} \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\mathrm{GP}}\right|^{2} \tag{3.21}
\end{align*}
$$

Here the local gauge phase factors are defined as in previous arguments by demanding that

$$
\mathrm{x}^{\perp}-\left(\mathrm{x}-\mathrm{x}_{j}\right)^{\perp}=\nabla \phi_{j} \quad \text { in } \quad K_{j}
$$

On one hand, we deduce from (3.6) that

$$
\begin{equation*}
\sum_{j=1}^{N_{L}} E^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right) \geq \sum_{j=1}^{N_{L}} E_{0}^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right)-o\left(E_{\Omega}^{\mathrm{TF}}\right) \tag{3.22}
\end{equation*}
$$

provided that (3.15) is satisfied. Furthermore, note that

$$
\varrho_{j} \leq L^{-2}=\left(1-\Omega^{2}\right)^{2 \eta} \rightarrow 0
$$

as $\Omega \nearrow 1$, uniformly with respect to $j=1,2, \ldots, N_{L}$. We thus deduce from (2.20) and (2.22) that

$$
E_{0}^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right) \geq \varrho_{j} L^{2}+(1+o(1)) \frac{e^{\mathrm{Ab}}(1)}{2}\left(G_{\Omega} \varrho_{j}^{2}-C G_{\Omega}^{\frac{3}{2}} \varrho_{j}^{\frac{5}{2}}-C G_{\Omega}^{2} \varrho_{j}^{3}\right) L^{2}
$$

Note that (2.22) was proved when $G>0$ is fixed. But the same result is obtained when $G=G_{\Omega}=$ $\left(1-\Omega^{2}\right)^{-\delta}$ with $-1<\delta<1$. The arguments are the same with notice that $G_{\Omega} \varrho_{j} \leq G_{\Omega} L^{-2} \ll 1$. We deduce from the above that

$$
\begin{equation*}
\sum_{j=1}^{N_{L}} E_{0}^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right) \geq \sum_{j=1}^{N_{L}} \varrho_{j} L^{2}+(1+o(1)) \frac{e^{\mathrm{Ab}}(1)}{2} \sum_{j=1}^{N_{L}}\left(G_{\Omega} \varrho_{j}^{2}-C G_{\Omega}^{\frac{3}{2}} \varrho_{j}^{\frac{5}{2}}-C G_{\Omega}^{2} \varrho_{j}^{3}\right) L^{2} \tag{3.23}
\end{equation*}
$$

The error terms in (3.23) can be estimated as follows

$$
\sum_{j=1}^{N_{L}}\left(G_{\Omega}^{\frac{3}{2}} \varrho_{j}^{\frac{5}{2}}+G_{\Omega}^{2} \varrho_{j}^{3}\right) L^{2} \leq\left(G_{\Omega}^{\frac{3}{2}} L^{-3}+G_{\Omega}^{2} L^{-4}\right) \sum_{j=1}^{N_{L}} \varrho_{j} L^{2} \leq G_{\Omega}^{\frac{3}{2}} L^{-3}+G_{\Omega}^{2} L^{-4}
$$

They are of order $o\left(E_{\Omega}^{\mathrm{TF}}\right)$ when

$$
\eta>\max \left\{\frac{2 \delta+1}{6}, \frac{3 \delta+1}{8}\right\}=\frac{2 \delta+1}{6} .
$$

Combining (3.22), (3.23) and using (3.18) we obtain

$$
\begin{equation*}
\sum_{j=1}^{N_{L}} E^{\mathrm{GP}}\left(K_{L}, \Omega, \varrho_{j} L^{2}\right) \geq 1+(1+o(1)) \frac{e^{\mathrm{Ab}}(1)}{2} G_{\Omega} \sum_{j=1}^{N_{L}} \varrho_{j}^{2} L^{2}+o\left(E_{\Omega}^{\mathrm{TF}}\right) \tag{3.24}
\end{equation*}
$$

On the other hand, let

$$
V_{1}(\mathbf{x}):=\sum_{j=1}^{N_{L}}\left|\mathbf{x}_{j}\right|^{2} \mathbb{1}_{K_{j}}(\mathbf{x}) \quad \text { and } \quad V_{2}(\mathbf{x}):=\sum_{j=1}^{N_{L}}\left|\mathbf{x}_{j}\right| \mathbb{1}_{K_{j}}(\mathbf{x})
$$

Then we have, by the triangle inequality,

$$
\begin{align*}
\int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\mathrm{GP}}\right|^{2} \geq \sum_{j=1}^{N_{L}} \int_{K_{j}}|\mathbf{x}|^{2}\left|u^{\mathrm{GP}}\right|^{2} & \geq \sum_{j=1}^{N_{L}} \int_{K_{j}}\left|\mathbf{x}_{j}\right|^{2}\left|u^{\mathrm{GP}}\right|^{2}-L \sum_{j=1}^{N_{L}} \int_{K_{j}}\left(|\mathbf{x}|+\left|\mathbf{x}_{j}\right|\right)\left|u^{\mathrm{GP}}\right|^{2} \\
& \geq \int_{\mathbb{R}^{2}} V_{1} \bar{\rho}_{\Omega}^{\mathrm{GP}}-L \sum_{j=1}^{N_{L}} \int_{K_{j}}(2|\mathbf{x}|+L)\left|u^{\mathrm{GP}}\right|^{2} \\
& =\int_{\mathbb{R}^{2}} V_{1} \bar{\rho}_{\Omega}^{\mathrm{GP}}-2 L \int_{\mathbb{R}^{2}}|\mathbf{x}|\left|u^{\mathrm{GP}}\right|^{2}-L^{2} \tag{3.25}
\end{align*}
$$

In the very same way however we can put back $|\mathbf{x}|^{2}$ in place of $V_{1}(\mathbf{x})$, obtaining

$$
\int_{\mathbb{R}^{2}} V_{1} \bar{\rho}_{\Omega}^{\mathrm{GP}}=\sum_{j=1}^{N_{L}} \int_{K_{j}}\left|\mathbf{x}_{j}\right|^{2} \varrho_{j} \geq \sum_{j=1}^{N_{L}} \int_{K_{j}}|\mathbf{x}|^{2} \varrho_{j}-L \sum_{j=1}^{N_{L}} \int_{K_{j}}\left(|\mathbf{x}|+\left|\mathbf{x}_{j}\right|\right) \varrho_{j}
$$

$$
\begin{align*}
& \geq \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2} \bar{\rho}_{\Omega}^{\mathrm{GP}}-\sum_{j=1}^{N_{L}} L \int_{K_{j}}(2|\mathbf{x}|+L) \varrho_{j} \\
& =\int_{\mathbb{R}^{2}}|\mathbf{x}|^{2} \bar{\rho}_{\Omega}^{\mathrm{GP}}-2 L \int_{\mathbb{R}^{2}}|\mathbf{x}| \bar{\rho}_{\Omega}^{\mathrm{GP}}-L^{2} \tag{3.26}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
\int_{\mathbb{R}^{2}}|\mathbf{x}| \bar{\rho}_{\Omega}^{\mathrm{GP}}=\sum_{j=1}^{N_{L}} \int_{K_{j}}|\mathbf{x}| \varrho_{j} & \leq \sum_{j=1}^{N_{L}} \int_{K_{j}}\left|\mathbf{x}_{j}\right| \varrho_{j}+L \sum_{j=1}^{N_{L}} \int_{K_{j}} \varrho_{j} \\
& =\sum_{j=1}^{N_{L}} \int_{K_{j}}\left|\mathbf{x}_{j}\right|\left|u^{\mathrm{GP}}\right|^{2}+L \\
& \leq \sum_{j=1}^{N_{L}} \int_{K_{j}}|\mathbf{x}|\left|u^{\mathrm{GP}}\right|^{2}+L \sum_{j=1}^{N_{L}} \int_{K_{j}}\left|u^{\mathrm{GP}}\right|^{2}+L \\
& =\int_{\mathbb{R}^{2}}|\mathbf{x}|\left|u^{\mathrm{GP}}\right|^{2}+2 L \tag{3.27}
\end{align*}
$$

Combining (3.25), (3.26) and (3.27) yields

$$
\begin{align*}
\frac{1-\Omega^{2}}{\Omega^{2}} \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\mathrm{GP}}\right|^{2} & \geq \frac{1-\Omega^{2}}{\Omega^{2}}\left(\int_{\mathbb{R}^{2}}|\mathbf{x}|^{2} \bar{\rho}_{\Omega}^{\mathrm{GP}}-4 L \int_{\mathbb{R}^{2}}|\mathbf{x}|\left|u^{\mathrm{GP}}\right|^{2}-6 L^{2}\right) \\
& =\frac{1-\Omega^{2}}{\Omega^{2}} \int_{\mathbb{R}^{2}}|\mathbf{x}|^{2} \bar{\rho}_{\Omega}^{\mathrm{GP}}+o\left(E_{\Omega}^{\mathrm{TF}}\right) \tag{3.28}
\end{align*}
$$

The last assertion follows from (3.1) and (3.3). Indeed, by (3.1), Holder's inequality and the upper bound on $E_{\Omega}^{\mathrm{GP}}$ in (3.2), we have

$$
\int_{\mathbb{R}^{2}}|\mathbf{x}|\left|u^{\mathrm{GP}}\right|^{2} \leq\left(\int_{\mathbb{R}^{2}}|\mathbf{x}|^{2}\left|u^{\mathrm{GP}}\right|^{2}\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{2}}\left|u^{\mathrm{GP}}\right|^{2}\right)^{\frac{1}{2}} \leq C\left(1-\Omega^{2}\right)^{-\frac{1}{4}} G_{\Omega}^{\frac{1}{4}}
$$

Putting together (3.24), (3.28) and using (3.18), one obtains

$$
\begin{align*}
E_{\Omega}^{\mathrm{GP}} & \geq 1+(1+o(1)) \frac{e^{\mathrm{Ab}}(1)}{2} G_{\Omega} \int_{\mathbb{R}^{2}}\left(\bar{\rho}_{\Omega}^{\mathrm{GP}}\right)^{2}+\frac{1-\Omega^{2}}{2 \Omega^{2}} \int_{\mathbb{R}^{2}}|\mathrm{x}|^{2} \bar{\rho}_{\Omega}^{\mathrm{GP}}+o\left(E_{\Omega}^{\mathrm{TF}}\right) \\
& \geq 1+(1+o(1)) \mathcal{E}_{\Omega}^{\mathrm{TF}}\left[\bar{\rho}_{\Omega}^{\mathrm{GP}}\right]+o\left(E_{\Omega}^{\mathrm{TF}}\right) \\
& \geq 1+(1+o(1)) \min \left\{\int_{\mathbb{R}^{2}} \bar{\rho}_{\Omega}^{\mathrm{GP}},\left(\int_{\mathbb{R}^{2}} \bar{\rho}_{\Omega}^{\mathrm{GP}}\right)^{2}\right\} \mathcal{E}_{\Omega}^{\mathrm{TF}}\left[\frac{\bar{\rho}_{\Omega}^{\mathrm{GP}}}{\int_{\mathbb{R}^{2}} \bar{\rho}_{\Omega}^{\mathrm{GP}}}\right]+o\left(E_{\Omega}^{\mathrm{TF}}\right) \\
& \geq 1+(1+o(1)) E_{\Omega}^{\mathrm{TF}} . \tag{3.29}
\end{align*}
$$

This completes the proof of (3.11).
Remark 3.2 (Limitations of the local density approximation).
We now explain why the limitation $G \gg(1-\Omega)^{-\frac{3}{5}}$ is necessary with our scheme of proof. We used repeatedly comparisons between Dirichlet and Neumann energies in squares of side length $L \ll L_{\Omega}^{\mathrm{TF}}$. As per the considerations of Remark 2.6, this brings about an error of order $L G^{-1}$ per square. Summed over all squares the total error cannot be less than

$$
\frac{L}{G}\left(\frac{L_{\Omega}^{\mathrm{TF}}}{L}\right)^{2} \gg \frac{L_{\Omega}^{\mathrm{TF}}}{G}
$$

Recalling that $E_{\Omega}^{\mathrm{TF}} \propto G^{\frac{1}{2}}(1-\Omega)^{\frac{1}{2}}$ while $L_{\Omega}^{\mathrm{TF}} \sim G^{\frac{1}{4}}(1-\Omega)^{-\frac{1}{4}}$ (see (1.17)), the error being smaller than the main term requires $G \gg(1-\Omega)^{-\frac{3}{5}}$.

Thus, we expect that extending the validity of the local density approximation of Theorem 1.1 to smaller values of $G$ should rely on another idea than Dirichlet-Neumann bracketing.
3.3. Density convergence. Let $u^{\mathrm{GP}}$ be a minimizer for $E_{\Omega}^{\mathrm{GP}}$ and $\bar{\rho}_{\Omega}^{\mathrm{GP}}$ in (3.17) be the piecewise constant approximation of $\rho^{\mathrm{GP}}:=\left|u^{\mathrm{GP}}\right|^{2}$ on scale $L=\left(1-\Omega^{2}\right)^{-\eta}$ with

$$
\begin{equation*}
\max \left\{\frac{1+2 \delta}{6}, 1-\delta\right\}<\eta<\frac{1+\delta}{4} \quad \text { where } \quad 1>\delta>\frac{3}{5} . \tag{3.30}
\end{equation*}
$$

The energy estimates (3.2) and (3.11) imply that $\bar{\rho}_{\Omega}^{\mathrm{GP}}$ is close to the Thomas-Fermi minimizer $\rho_{\Omega}^{\mathrm{TF}}$ in strong $L^{2}$ sense. We have the following lemma.

## Lemma 3.3 (Convergence of the piecewise approximation).

Let $\bar{\rho}_{\Omega}^{\mathrm{GP}}$ be defined as in (3.17) and $\rho_{\Omega}^{\mathrm{TF}}$ be the minimizer for (1.11). Then, in the limit $\Omega \nearrow 1$,

$$
\begin{equation*}
\left\|\bar{\rho}_{\Omega}^{\mathrm{GP}}-\rho_{\Omega}^{\mathrm{TF}}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}=o\left(\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1}\right) . \tag{3.31}
\end{equation*}
$$

Proof. We deduce from (3.2) and the same arguments as in the proof of (3.11) that

$$
\mathcal{E}_{\Omega}^{\mathrm{TF}}\left[\bar{\rho}_{\Omega}^{\mathrm{GP}}\right] \leq E_{\Omega}^{\mathrm{GP}}-1+o\left(E_{\Omega}^{\mathrm{TF}}\right) \leq E_{\Omega}^{\mathrm{TF}}+o\left(E_{\Omega}^{\mathrm{TF}}\right)
$$

The variational equation for $\rho_{\Omega}^{\mathrm{TF}}$ takes the form

$$
e^{\mathrm{Ab}}(1) G_{\Omega} \rho_{\Omega}^{\mathrm{TF}}+\frac{1-\Omega^{2}}{2 \Omega^{2}}|\mathbf{x}|^{2}=\lambda_{\Omega}^{\mathrm{TF}}=E_{\Omega}^{\mathrm{TF}}+\frac{e^{\mathrm{Ab}}(1)}{2} G_{\Omega} \int_{\mathbb{R}^{2}}\left(\rho_{\Omega}^{\mathrm{TF}}\right)^{2}
$$

on the support of $\rho_{\Omega}^{\mathrm{TF}}$. Thus,

$$
\begin{aligned}
\int_{\mathbb{R}^{2}}\left(\bar{\rho}_{\Omega}^{\mathrm{GP}}-\rho_{\Omega}^{\mathrm{TF}}\right)^{2} & =\int_{\mathbb{R}^{2}}\left(\left(\bar{\rho}_{\Omega}^{\mathrm{GP}}\right)^{2}+\left(\rho_{\Omega}^{\mathrm{TF}}\right)^{2}-2 \bar{\rho}_{\Omega}^{\mathrm{GP}} \rho_{\Omega}^{\mathrm{TF}}\right) \\
& =\int_{\mathbb{R}^{2}}\left(\left(\bar{\rho}_{\Omega}^{\mathrm{GP}}\right)^{2}+\left(\rho_{\Omega}^{\mathrm{TF}}\right)^{2}-\frac{2}{e^{\mathrm{Ab}}(1) G_{\Omega}} \bar{\rho}_{\Omega}^{\mathrm{GP}}\left[\lambda_{\Omega}^{\mathrm{TF}}-\frac{1-\Omega^{2}}{2 \Omega^{2}}|\mathbf{x}|^{2}\right]_{+}\right) \\
& \leq \frac{2}{e^{\mathrm{Ab}}(1) G_{\Omega}}\left(\mathcal{E}_{\Omega}^{\mathrm{TF}}\left[\bar{\rho}_{\Omega}^{\mathrm{GP}}\right]-\lambda_{\Omega}^{\mathrm{TF}}+\frac{e^{\mathrm{Ab}}(1)}{2} G_{\Omega} \int_{\mathbb{R}^{2}}\left(\rho_{\Omega}^{\mathrm{TF}}\right)^{2}\right) \\
& =\frac{2}{e^{\mathrm{Ab}}(1) G_{\Omega}}\left(\mathcal{E}_{\Omega}^{\mathrm{TF}}\left[\bar{\rho}_{\Omega}^{\mathrm{GP}}\right]-E_{\Omega}^{\mathrm{TF}}\right) \\
& \leq o\left(\left(L_{\Omega}^{\mathrm{TF}}\right)^{-2}\right) .
\end{aligned}
$$

Now we will deduce (1.19) from Lemma 3.3, By the definition of $\bar{\rho}_{\Omega}^{\mathrm{GP}}$ we also have, for any Lipschitz function $\phi$ with compact support,

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} \phi\left(\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1} \cdot\right) \bar{\rho}_{\Omega}^{\mathrm{GP}} & =\sum_{j=1}^{N_{L}} \int_{K_{j}} \phi\left(\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1} \cdot\right) \bar{\rho}_{\Omega}^{\mathrm{GP}} \\
& =\sum_{j=1}^{N_{L}} \int_{K_{j}} \phi\left(\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1} \mathbf{x}_{j}\right) \bar{\rho}_{\Omega}^{\mathrm{GP}}+\mathcal{O}\left(L\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1}\|\phi\|_{\mathrm{Lip}}\right) \\
& =\sum_{j=1}^{N_{L}} \int_{K_{j}} \phi\left(\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1} \mathbf{x}_{j}\right)\left|u^{\mathrm{GP}}\right|^{2}+\mathcal{O}\left(L\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1}\|\phi\|_{\mathrm{Lip}}\right) \\
& =\int_{\mathbb{R}^{2}} \phi\left(\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1} \cdot\right) \rho^{\mathrm{GP}}+\mathcal{O}\left(L\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1}\|\phi\|_{\mathrm{Lip}}\right) \\
& =\int_{\mathbb{R}^{2}} \phi\left(\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1} \cdot\right) \rho^{\mathrm{GP}}+o(1)\|\phi\|_{\mathrm{Lip}} .
\end{aligned}
$$

Furthermore, by the Cauchy-Schwarz inequality and Lemma 3.3 we obtain

$$
\int_{\mathbb{R}^{2}} \phi\left(\left(L_{\Omega}^{\mathrm{TF}}\right)^{-1} \cdot\right)\left(\bar{\rho}_{\Omega}^{\mathrm{GP}}-\rho_{\Omega}^{\mathrm{TF}}\right)=o(1)\|\phi\|_{L^{2}\left(\mathbb{R}^{2}\right)}
$$

Since the above estimates are uniform with respect to the Lipschitz norm of $\phi$, we can change scales in the above and recall (1.15) to deduce

$$
\sup _{\phi \in C_{0}\left(B_{R}(0)\right)}\left|\int_{\mathbb{R}^{2}} \phi\left[\left(L_{\Omega}^{\mathrm{TF}}\right)^{2} \rho^{\mathrm{GP}}\left(L_{\Omega}^{\mathrm{TF}} \cdot\right)-\rho_{1}^{\mathrm{TF}}\right]\right|=o(1)
$$

for fixed $R>0$, and hence (1.19).
Finally, an analogue convergence of minimizers for $E_{\Omega}^{\mathrm{LLL}}$ is also obtained. Let $u^{\mathrm{LLL}}$ be one such minimizer. We define the piecewise constant function $\bar{\rho}^{\mathrm{LLL}}$ analogously to $\bar{\rho}_{\Omega}^{\mathrm{GP}}$ in (3.17) where $u^{\mathrm{GP}}$ in (3.16) is replaced by $u^{\mathrm{LLL}}$, i.e.,

$$
\begin{equation*}
\bar{\rho}^{\mathrm{LLL}}(\mathbf{x}):=\sum_{j=1}^{N_{L}} \varrho_{j} \mathbb{1}_{K_{j}}(\mathbf{x}) \quad \text { with } \quad \varrho_{j}:=\frac{1}{L^{2}} \int_{K_{j}}\left|u^{\mathrm{LLL}}\right|^{2} . \tag{3.32}
\end{equation*}
$$

Here $K_{j}, j=1, \ldots, N_{L}$, are squares centered at points $\mathbf{x}_{j}$ and of side length $L=\left(1-\Omega^{2}\right)^{-\eta}$ with $\eta$ satisfies (3.30). Since $E_{\Omega}^{\mathrm{LLL}}=\mathcal{E}_{\Omega}^{\mathrm{GP}}\left[u^{\mathrm{LLL}}\right]$, we deduce from (3.2), (B.1) and the same arguments as in the proof of (3.11) that

$$
\mathcal{E}_{\Omega}^{\mathrm{TF}}\left[\bar{\rho}^{\mathrm{LLL}}\right] \leq E_{\Omega}^{\mathrm{LLL}}-1+o\left(E_{\Omega}^{\mathrm{TF}}\right) \leq E_{\Omega}^{\mathrm{GP}}-1+o\left(E_{\Omega}^{\mathrm{TF}}\right) \leq E_{\Omega}^{\mathrm{TF}}+o\left(E_{\Omega}^{\mathrm{TF}}\right)
$$

Using the above, the rest of the proof of the convergence of $\rho^{\mathrm{LLL}}:=\left|u^{\mathrm{LLL}}\right|^{2}$ remains the same as in the proof of $\rho^{\mathrm{GP}}$ in (1.19).

## Appendix A. Projector onto the finite-dimensional lowest Landau level

In this appendix we prove the uniform boundedness of the projector $\Pi_{L}$ onto the lowest Landau level of finite-dimensional $\mathcal{L} \mathcal{L} \mathcal{L}_{L}$ in $L^{2}\left(K_{L}\right)$. The projector $\Pi_{L}$ is constructed as a linear combination of orthonormal projections on basis functions of the lowest Landau level. A convenient basis can be defined using Theta functions (see e.g., [9, Proposition 3.1]). The kernel of $\Pi_{L}$ is found to be [49]

$$
\Pi_{L}(\mathbf{x}, \mathbf{y})=\frac{2 \sqrt{\pi}}{L^{3}} \sum_{l=0}^{d-1} \sum_{k, p \in \mathbb{Z}} e^{2 \mathrm{i} \pi l \frac{p-k}{d}-2 \mathrm{i} \pi \frac{k x_{2}-p y_{2}}{L}-\frac{1}{2}\left(x_{1}+k \frac{L}{d}\right)^{2}-\frac{1}{2}\left(y_{1}+p \frac{L}{d}\right)^{2}}
$$

where $\mathbf{x}=x_{1}+i x_{2}, \mathbf{y}=y_{1}+i y_{2}$ and the integer $d$ is the dimension of $\mathcal{L} \mathcal{L} \mathcal{L}_{L}$ given by the quantization (2.18), i.e., $2 \pi d=L^{2}$.

We need the following lemma in order to establish elliptic estimates for "periodic" solutions of Ginzburg-Landau type equation (2.28) on the bounded domain $K_{L}$.
Lemma A.1. Let $\Pi_{L}$ be the projection on the lowest Landau level $\mathcal{L} \mathcal{L} \mathcal{L}_{L}$ in $L^{2}\left(K_{L}\right)$. For every function $u$ in $L^{p}\left(K_{L}\right)$, there exists a universal constant $C>0$, independent of $L$, such that

$$
\left\|\Pi_{L} u\right\|_{L^{p}\left(K_{L}\right)} \leq C\|u\|_{L^{p}\left(K_{L}\right)}
$$

whenever $2 \leq p \leq \infty$.
Proof. Obviously, $\Pi_{L}$ is a bounded operator on $L^{2}\left(K_{L}\right)$. Here we prove that it is bounded on $L^{\infty}\left(K_{L}\right)$. This yields the continuation of $\Pi_{L}$ on $L^{p}\left(K_{L}\right)$ for all $p \in[2, \infty]$, by interpolation. For any $u \in L^{\infty}\left(K_{L}\right)$ and $\mathbf{x} \in K_{L}$, we have

$$
\left|\left(\Pi_{L} u\right)(\mathbf{x})\right|=\left|\int_{K_{L}} \Pi_{L}(\mathbf{x}, \mathbf{y}) u(\mathbf{y}) \mathrm{d} \mathbf{y}\right| \leq\|u\|_{L^{\infty}\left(K_{L}\right)} \int_{K_{L}}\left|\Pi_{L}(\mathbf{x}, \mathbf{y})\right| \mathrm{d} \mathbf{y}
$$

There remains to prove that the last term in the above is bounded uniformly in $L$. We use

$$
\sum_{l=0}^{d-1} e^{2 \mathrm{i} \pi l \frac{p-k}{d}}=d \mathbb{1}_{p=k(\bmod d)}
$$

to compute

$$
\begin{aligned}
\Pi_{L}(\mathbf{x}, \mathbf{y}) & =\frac{2 \sqrt{\pi}}{L^{3}} \sum_{k, p \in \mathbb{Z}} e^{-2 \mathrm{i} \pi \frac{k x_{2}-p y_{2}}{L}-\frac{1}{2}\left(x_{1}+k \frac{L}{d}\right)^{2}-\frac{1}{2}\left(y_{1}+p \frac{L}{d}\right)^{2}} \sum_{l=0}^{d-1} e^{2 \mathrm{i} \pi l \frac{p-k}{d}} \\
& =\frac{2 \sqrt{\pi} d}{L^{3}} \sum_{k, q \in \mathbb{Z}} e^{-\frac{2 \mathrm{i} \pi k}{L}\left(x_{2}-y_{2}\right)+2 \mathrm{i} \pi \frac{q d y_{2}}{L}-\frac{1}{2}\left(x_{1}+k \frac{L}{d}\right)^{2}-\frac{1}{2}\left(y_{1}+k \frac{L}{d}+q L\right)^{2}} \\
& =\frac{1}{\sqrt{\pi} L} \sum_{k, q \in \mathbb{Z}} e^{-\frac{2 \mathrm{i} \pi k}{L}\left(x_{2}-y_{2}\right)+\mathrm{i} q y_{2}-\left(\frac{2 \pi k}{L}+\frac{q L+x_{1}+y_{1}}{2}\right)^{2}-\frac{1}{4}\left(q L-x_{1}+y_{1}\right)^{2}}
\end{aligned}
$$

Fixing $q$ and applying the Poisson summation formula in $k$, we obtain

$$
\Pi_{L}(\mathbf{x}, \mathbf{y})=\frac{1}{\sqrt{\pi}} \sum_{k, q \in \mathbb{Z}} e^{\frac{i}{2}\left(q L+x_{1}+y_{1}\right)\left(k L+x_{2}-y_{2}\right)+\mathrm{i} q y_{2}-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}-\frac{1}{4}\left(q L-x_{1}+y_{1}\right)^{2}}
$$

By neglecting the imaginary part, we estimate

$$
\begin{equation*}
\left|\Pi_{L}(\mathbf{x}, \mathbf{y})\right| \leq \frac{1}{\sqrt{\pi}} \sum_{k \in \mathbb{Z}} e^{-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}} \sum_{q \in \mathbb{Z}} e^{-\frac{1}{4}\left(q L-x_{1}+y_{1}\right)^{2}} \tag{A.1}
\end{equation*}
$$

Note that $\mathbf{x}$ and $\mathbf{y}$ lie in the square $K_{L}$ of side length $L$ and we have

$$
\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}=|\mathbf{x}-\mathbf{y}|^{2} \leq 2 L^{2}
$$

Then

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}} e^{-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}} & =\left(\sum_{k \in\{-1,0,1\}}+\sum_{k \geq 2}+\sum_{k \leq-2}\right) e^{-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}} \\
& \leq \sum_{k \in\{-1,0,1\}} e^{-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}}+\sum_{k \geq 2} e^{-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}}+e^{-\frac{1}{4}\left(k L-x_{2}+y_{2}\right)^{2}} \\
& \leq \sum_{k \in\{-1,0,1\}} e^{-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}}+2 \sum_{k \geq 2} e^{-\frac{1}{4}(k-\sqrt{2})^{2} L^{2}} \\
& \leq \sum_{k \in\{-1,0,1\}} e^{-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}}+C e^{-\frac{1}{4}(2-\sqrt{2})^{2} L^{2}}
\end{aligned}
$$

This implies that

$$
\begin{equation*}
\int_{\left[-\frac{L}{2}, \frac{L}{2}\right]} \sum_{k \in \mathbb{Z}} e^{-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}} \mathrm{~d} y_{2} \leq \sum_{k \in\{-1,0,1\}} \int_{\mathbb{R}} e^{-\frac{1}{4}\left(k L+x_{2}-y_{2}\right)^{2}} \mathrm{~d} y_{2}+C L e^{-\frac{1}{4}(2-\sqrt{2})^{2} L^{2}} \leq C \tag{A.2}
\end{equation*}
$$

for a universal constant $C>0$ independent of $L$. The last inequality is obtained by a simple change of variables in the integrals.

Similarly, we have

$$
\begin{equation*}
\int_{\left[-\frac{L}{2}, \frac{L}{2}\right]} \sum_{q \in \mathbb{Z}} e^{-\frac{1}{4}\left(q L-x_{1}+y_{1}\right)^{2}} \mathrm{~d} y_{1} \leq \sum_{q \in\{-1,0,1\}} \int_{\mathbb{R}} e^{-\frac{1}{4}\left(q L-x_{1}+y_{1}\right)^{2}} \mathrm{~d} y_{1}+C L e^{-\frac{1}{4}(2-\sqrt{2})^{2} L^{2}} \leq C \tag{A.3}
\end{equation*}
$$

Putting together (A.1), (A.2) and (A.3) we obtain

$$
\int_{K_{L}}\left|\Pi_{L}(\mathbf{x}, \mathbf{y})\right| \mathrm{d} \mathbf{y} \leq C
$$

This yields the desired result.

## Appendix B. Convergence of the GP energy to the LLL energy

In this appendix, we study the convergence of the GP energy (1.3) to the LLL energy (1.8) in the limit $\Omega \nearrow 1$. We will prove the following generalisation of results from [5] (which considered only the case of fixed $G$ ):

## Proposition B. 1 (Reduction to the lowest Landau level).

Let $G=G_{\Omega}=\left(1-\Omega^{2}\right)^{-\delta}$ with $-1<\delta<1$. We have, in the limit $\Omega \nearrow 1$,

$$
\begin{equation*}
E_{\Omega}^{\mathrm{GP}}-E_{\Omega}^{\mathrm{LLL}}=o\left(G_{\Omega}^{\frac{1}{2}}\left(1-\Omega^{2}\right)^{\frac{1}{2}}\right) \tag{B.1}
\end{equation*}
$$

The assumption on $G$ in Proposition B.1 guarantees that $E_{\Omega}^{\mathrm{TF}} \ll 1$. Also, we have

$$
\begin{equation*}
E_{\Omega}^{\mathrm{LLL}}=1+o(1) \quad \text { as } \quad \Omega \nearrow 1 \tag{B.2}
\end{equation*}
$$

by (1.7). Part of the proof of Proposition B.1 is similar to that of [5, Theorem 1.2]. We however need a better control when $G$ is allowed to be large in the limit $\Omega \nearrow 1$. The following elliptic estimate for the GP equation with a trapping term is our main new ingredient.

## Lemma B. 2 (Elliptic estimates for an inhomoegenous GP equation).

Let $u^{\mathrm{GP}}$ be a solution to

$$
\begin{equation*}
\frac{1}{2}\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right)^{2} u^{\mathrm{GP}}+G_{\Omega}\left|u^{\mathrm{GP}}\right|^{2} u^{\mathrm{GP}}+\frac{1-\Omega^{2}}{2 \Omega^{2}}|\mathbf{x}|^{2} u^{\mathrm{GP}}=\lambda u^{\mathrm{GP}} \tag{B.3}
\end{equation*}
$$

on $\mathbb{R}^{2}$, for some $\lambda \geq 0$. We have the following properties.
(i) If $\lambda \leq 1$, then $u=0$.
(ii) There exists a universal constant $C_{\max }>0$ such that if $\lambda>1$, then

$$
\begin{equation*}
\left\|u^{\mathrm{GP}}\right\|_{L^{\infty}} \leq\left(\frac{\lambda}{G_{\Omega}}\right)^{\frac{1}{2}} \min \left\{1, C_{\max }(\lambda-1)^{\frac{1}{4}}\right\} \tag{B.4}
\end{equation*}
$$

We expect that an optimal bound should be

$$
\left\|u^{\mathrm{GP}}\right\|_{L^{\infty}} \leq\left(\frac{\lambda}{G_{\Omega}}\right)^{\frac{1}{2}} \min \left\{1, C_{\max }(\lambda-1)^{\frac{1}{2}}\right\}
$$

This would better match similar estimates from [24, that we take inspiration from. Moreover this would prove that the density can nowhere exceed a constant times the maximal Thomas-Fermi density, the natural scale in our problem. The above ( (B.4) is however sufficient for our purpose.

Proof of Lemma B.2. It can be seen immediately from the operator inequality (3.14) that Equation (B.3) admits only trivial $L^{\infty}$-solution if $\lambda \leq 1$.

Let

$$
v^{\mathrm{GP}}=\left(\frac{G_{\Omega}}{\lambda}\right)^{\frac{1}{2}} u^{\mathrm{GP}}
$$

Then $v^{\mathrm{GP}}$ solves the equation

$$
\begin{equation*}
\frac{1}{2}\left(-\mathrm{i} \nabla-\mathbf{x}^{\perp}\right)^{2} v^{\mathrm{GP}}+\frac{1-\Omega^{2}}{2 \Omega^{2}}|\mathbf{x}|^{2} v^{\mathrm{GP}}=\lambda\left(1-\left|v^{\mathrm{GP}}\right|^{2}\right) v^{\mathrm{GP}} \tag{B.5}
\end{equation*}
$$

In order to prove ( (B.4), we will show that

$$
\begin{equation*}
\left\|v^{\mathrm{GP}}\right\|_{L^{\infty}} \leq \min \left\{1, C_{\max }(\lambda-1)^{\frac{1}{4}}\right\} \tag{B.6}
\end{equation*}
$$

We write down the equation satisfied by $\left|v^{\mathrm{GP}}\right|^{2}$ as follows

$$
-\frac{1}{2} \Delta\left|v^{\mathrm{GP}}\right|^{2}+\mathrm{i} \mathbf{x}^{\perp}\left(\overline{v^{\mathrm{GP}}} \nabla v^{\mathrm{GP}}+v^{\mathrm{GP}} \overline{\nabla v^{\mathrm{GP}}}\right)+\left|\nabla v^{\mathrm{GP}}\right|^{2}+\frac{1}{\Omega^{2}}|\mathbf{x}|^{2}\left|v^{\mathrm{GP}}\right|^{2}=2 \lambda\left|v^{\mathrm{GP}}\right|^{2}\left(1-\left|v^{\mathrm{GP}}\right|^{2}\right)
$$

This implies

$$
-\frac{1}{2} \Delta\left|v^{\mathrm{GP}}\right|^{2}+\frac{1-\Omega^{2}}{\Omega^{2}}|\mathbf{x}|^{2}\left|v^{\mathrm{GP}}\right|^{2}+2 \lambda\left(\left|v^{\mathrm{GP}}\right|^{2}-1\right)\left|v^{\mathrm{GP}}\right|^{2}=-\left|\nabla v^{\mathrm{GP}}-\mathrm{i} \mathbf{x}^{\perp} \overline{v^{\mathrm{GP}}}\right|^{2} \leq 0
$$

By the maximum principle, we deduce that, at any maximum point $\mathbf{x}^{*}$ of $\left|v^{\mathrm{GP}}\right|^{2}$,

$$
\left|v^{\mathrm{GP}}\left(\mathrm{x}^{*}\right)\right|^{2} \leq 1
$$

and

$$
\begin{equation*}
\frac{1-\Omega^{2}}{\Omega^{2}}\left|\mathbf{x}^{*}\right|^{2} \leq 2 \lambda \tag{B.7}
\end{equation*}
$$

There remains to prove the second half of (B.6), and we may assume that $\lambda \leq 2$ for that purpose.
Suppose by contradiction that there exists a sequence of solutions $\left\{v_{n}\right\}$ to Equation (B.5) with $\lambda_{n}>1$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left\|v_{n}\right\|_{L^{\infty}}}{\left(\lambda_{n}-1\right)^{\frac{1}{4}}}=\infty \tag{B.8}
\end{equation*}
$$

Define $\Lambda_{n}:=\left\|v_{n}\right\|_{L^{\infty}}$. Since $\Lambda_{n} \leq 1$, by the maximum principle, we must have $\lambda_{n} \rightarrow 1$ as $n \rightarrow \infty$. On the other hand, there exists a point $\mathbf{x}_{n} \in \mathbb{R}^{2}$ with $\left|v_{n}\left(\mathbf{x}_{n}\right)\right| \geq \frac{\Lambda_{n}}{2}$. Consider the function $f_{n}:=$ $\Lambda_{n}^{-1} v_{n}\left(\cdot+\mathbf{x}_{n}\right)$. This function satisfies

$$
\begin{equation*}
\frac{1}{2} \leq\left|f_{n}(0)\right| \leq\left\|f_{n}\right\|_{L^{\infty}} \leq 1 \tag{B.9}
\end{equation*}
$$

and it solves the equation

$$
\begin{equation*}
\frac{1}{2}\left(-\mathrm{i} \nabla-\left(\mathbf{x}+\mathbf{x}_{n}\right)^{\perp}\right)^{2} f_{n}+\frac{1-\Omega^{2}}{2 \Omega^{2}}\left|\mathbf{x}+\mathbf{x}_{n}\right|^{2} f_{n}=\lambda_{n}\left(1-\Lambda_{n}^{2}\left|f_{n}\right|^{2}\right) f_{n} \tag{B.10}
\end{equation*}
$$

In view of (B.7) we may assume that the potential

$$
\frac{1-\Omega^{2}}{2 \Omega^{2}}\left|\mathbf{x}+\mathbf{x}_{n}\right|^{2}
$$

and its derivatives stay uniformly bounded if $\mathbf{x} \in B(0, L)$ with $L$ fixed. Hence, by the boundedness of $f_{n}$ in (B.9) and elliptic regularity, the sequence $\left\{f_{n}\right\}$ is bounded in $W_{\mathrm{loc}}^{2, p}\left(\mathbb{R}^{2}\right)$, for all $p<\infty$. By compactness we can find a convergent subsequence in $W_{\mathrm{loc}}^{s, p}\left(\mathbb{R}^{2}\right)$, for any given $s<2$ and $p<\infty$. Thanks to the Rellich-Kondrashov Theorem (see e.g., [40, Theorem 8.9]) and extracting a subsequence, we find

$$
f_{n} \rightarrow f \in W_{\mathrm{loc}}^{s, p}\left(\mathbb{R}^{2}\right) \hookrightarrow L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{2}\right),
$$

when $s p>2$, where $f$ satisfies

$$
\begin{equation*}
\frac{1}{2} \leq|f(0)| \leq\|f\|_{L^{\infty}} \leq 1 \tag{B.11}
\end{equation*}
$$

We next seek a contradiction with this finding.
Let $0 \leq \chi \leq 1$ be a fixed smooth function on $\mathbb{R}^{2}$ such that $\chi(\mathbf{x})=1$ if $|\mathbf{x}| \leq 1$ and $\chi(\mathbf{x})=0$ if $|\mathbf{x}| \geq 2$. For $R>0$, we denote $\chi_{R}=\chi(\dot{\bar{R}})$. Note that it is possible to construct the function $\chi$ so as to satisfy

$$
\left|\nabla \chi_{R}\right| \leq C R^{-1} \chi_{R}^{1-\mu}
$$

for some arbitrarily small $\mu>0$, independent of $R$, e.g., by taking $\chi=h^{\nu}$ for $\nu$ large and some smooth function $0 \leq h \leq 1$. Now, we use the identity

$$
-\Re\left\langle f_{n}, \chi_{R}^{2} \Delta f_{n}\right\rangle=\int_{\mathbb{R}^{2}}\left|\nabla \chi_{R} f_{n}\right|^{2}-\int_{\mathbb{R}^{2}}\left|\nabla \chi_{R}\right|^{2}\left|f_{n}\right|^{2}
$$

Then, we integrate the equation ( $(\bar{B} .10)$ against $\chi_{R}^{2} \overline{f_{n}}$ and drop the quadratic term. We obtain

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\left(-\mathrm{i} \nabla-\left(\mathbf{x}+\mathbf{x}_{n}\right)^{\perp}\right) \chi_{R} f_{n}\right|^{2}+\int_{\mathbb{R}^{2}} \lambda_{n} \Lambda_{n}^{2} \chi_{R}^{2}\left|f_{n}\right|^{4} \leq \lambda_{n} \int_{\mathbb{R}^{2}} \chi_{R}^{2}\left|f_{n}\right|^{2}+\frac{C}{R^{2}} \int_{R \leq|\mathbf{x}| \leq 2 R} \chi_{R}^{2-2 \mu}\left|f_{n}\right|^{2} \tag{B.12}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\left(-\mathrm{i} \nabla-\left(\mathbf{x}+\mathbf{x}_{n}\right)^{\perp}\right) \chi_{R} f_{n}\right|^{2}=\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) e^{i \phi_{n}} \chi_{R} f_{n}\right|^{2} \geq \int_{\mathbb{R}^{2}} \chi_{R}^{2}\left|f_{n}\right|^{2} \tag{B.13}
\end{equation*}
$$

where the phase $\phi_{n}$ is chosen in such a way that

$$
\mathbf{x}^{\perp}-\left(\mathbf{x}+\mathbf{x}_{n}\right)^{\perp}=\nabla \phi_{n} .
$$

On the other hand, by Hölder' inequality, we have

$$
\begin{equation*}
\int_{R \leq|\mathbf{x}| \leq 2 R} \chi_{R}^{2-2 \mu}\left|f_{n}\right|^{2} \leq C\left(\int_{R \leq|\mathbf{x}| \leq 2 R} \chi_{R}^{2-4 \mu}\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{2}} \chi_{R}^{2}\left|f_{n}\right|^{4}\right)^{\frac{1}{2}} \leq C R\left(\int_{\mathbb{R}^{2}} \chi_{R}^{2}\left|f_{n}\right|^{4}\right)^{\frac{1}{2}} \tag{B.14}
\end{equation*}
$$

Putting together (B.12), (B.13), (B.14) and choosing $R=R_{n}=\left(\lambda_{n}-1\right)^{-\frac{1}{2}} \rightarrow \infty$ we obtain

$$
\int_{\mathbb{R}^{2}} \chi_{R_{n}}^{2}\left|f_{n}\right|^{4} \leq C \frac{\lambda_{n}-1}{\Lambda_{n}^{4}} .
$$

Then, (B.8) implies that

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{2}} \chi_{L}^{2}\left|f_{n}\right|^{4}=0, \quad \forall L>0
$$

The convergence $f_{n} \rightarrow f$ in $W_{\mathrm{loc}}^{s, p}\left(\mathbb{R}^{2}\right)$ yields that $f=0$. This contradicts (B.11) and shows that we must have (B.6).

Now we may conclude the proof of Proposition B. 1
Proof of Proposition B.1. By definition, we clearly have

$$
E_{\Omega}^{\mathrm{GP}} \leq E_{\Omega}^{\mathrm{LLL}}
$$

In order to bound $E_{\Omega}^{\mathrm{GP}}$ from below, we denote by $u^{\mathrm{GP}}$ one of its minimizers. We decompose $u^{\mathrm{GP}}$ as follows

$$
u^{\mathrm{GP}}=\Pi_{0} u^{\mathrm{GP}}+\Pi_{0}^{\perp} u^{\mathrm{GP}}
$$

where $\Pi_{0}$ is the projection on the lowest Landau level $\mathcal{L} \mathcal{L} \mathcal{L}$ in (1.5). The kernel of $\Pi_{0}$ is given explicitly by (see e.g., 45)

$$
\Pi_{0}(\mathbf{x}, \mathbf{y})=\frac{1}{2 \pi} e^{\frac{\mathbf{i}}{2}\left(x_{1} y_{2}-x_{2} y_{1}\right)} e^{-\frac{1}{2}|\mathbf{x}-\mathbf{y}|^{2}}
$$

We recall that $u^{\mathrm{GP}}$ solves the equation (B.3). By (B.4) and the upper bound on $E_{\Omega}^{\mathrm{GP}}$ in (3.2) we have

$$
\begin{equation*}
\left\|\Pi_{0} u^{\mathrm{GP}}\right\|_{L^{\infty}} \leq\left\|u^{\mathrm{GP}}\right\|_{L^{\infty}} \leq C\left(\frac{\lambda}{G_{\Omega}}\right)^{\frac{1}{2}}(\lambda-1)^{\frac{1}{4}} \leq C G_{\Omega}^{-\frac{1}{2}}\left(E_{\Omega}^{\mathrm{TF}}\right)^{\frac{1}{4}} \tag{B.15}
\end{equation*}
$$

Here we have used the fact that $\Pi_{0}$ is a bounded operator on $L^{2} \cap L^{\infty}\left(\mathbb{R}^{2}\right)$. Furthermore, by (3.14) and (3.2), we have

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left|\Pi_{0} u^{\mathrm{GP}}\right|^{4} \leq \int_{\mathbb{R}^{2}}\left|u^{\mathrm{GP}}\right|^{4} \leq G_{\Omega}^{-1} E_{\Omega}^{\mathrm{TF}} \tag{B.16}
\end{equation*}
$$

On the other hand, it is well-known that the second eigenvalue of $\frac{1}{2}\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right)^{2}$ is 3 (see e.g., [53]). Consequently,

$$
\begin{equation*}
\frac{1}{2} \int_{\mathbb{R}^{2}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) \Pi_{0}^{\perp} u^{\mathrm{GP}}\right|^{2} \geq 3 \int_{\mathbb{R}^{2}}\left|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right|^{2} \tag{B.17}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
E_{\Omega}^{\mathrm{GP}}=\mathcal{E}_{\Omega}^{\mathrm{GP}}\left[u^{\mathrm{GP}}\right] & \geq \frac{1}{2} \int_{\mathbb{R}^{2}}\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) \Pi_{0} u^{\mathrm{GP}}\right|^{2}+\left|\left(-\mathrm{i} \nabla-\mathrm{x}^{\perp}\right) \Pi_{0}^{\perp} u^{\mathrm{GP}}\right|^{2} \\
& \geq \int_{\mathbb{R}^{2}}\left|\Pi_{0} u^{\mathrm{GP}}\right|^{2}+3\left|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right|^{2} \\
& =1+2 \int_{\mathbb{R}^{2}}\left|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right|^{2}
\end{aligned}
$$

Then (3.2) implies that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right|^{2} \leq \frac{1}{2} E_{\Omega}^{\mathrm{TF}} . \tag{B.18}
\end{equation*}
$$

Expanding the quartic term of the energy as in (2.33) (see also [5]), we obtain

$$
\begin{equation*}
\mathcal{E}_{\Omega}^{\mathrm{GP}}\left[u^{\mathrm{GP}}\right] \geq \mathcal{E}_{\Omega}^{\mathrm{GP}}\left[\Pi_{0} u^{\mathrm{GP}}\right]+\mathcal{E}_{\Omega}^{\mathrm{GP}}\left[\Pi_{0}^{\perp} u^{\mathrm{GP}}\right]-\frac{G_{\Omega}}{2} \int_{\mathbb{R}^{2}}\left|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right|^{4}-2 G_{\Omega} \int_{\mathbb{R}^{2}}\left|\Pi_{0} u^{\mathrm{GP}}\right|^{3}\left|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right| \tag{B.19}
\end{equation*}
$$

For the main term in (B.19), we have

$$
\begin{align*}
\mathcal{E}_{\Omega}^{\mathrm{GP}}\left[\Pi_{0} u^{\mathrm{GP}}\right] \geq\left\|\Pi_{0} u^{\mathrm{GP}}\right\|_{L^{2}}^{4} \mathcal{E}_{\Omega}^{\mathrm{GP}}\left[\frac{\Pi_{0} u^{\mathrm{GP}}}{\left\|\Pi_{0} u^{\mathrm{GP}}\right\|_{L^{2}}}\right] & \geq\left(1-2\left\|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right\|_{L^{2}}^{2}\right) E_{\Omega}^{\mathrm{LLL}} \\
& \geq E_{\Omega}^{\mathrm{LLL}}-3\left\|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right\|_{L^{2}}^{2} \tag{B.20}
\end{align*}
$$

Here we have used (B.2). The first error term in (B.19) is estimated simply, by (B.17), as follows

$$
\begin{equation*}
\mathcal{E}_{\Omega}^{\mathrm{GP}}\left[\Pi_{0}^{\perp} u^{\mathrm{GP}}\right]-\frac{G_{\Omega}}{2} \int_{\mathbb{R}^{2}}\left|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right|^{4} \geq 3\left\|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right\|_{L^{2}}^{2} . \tag{B.21}
\end{equation*}
$$

Finally, by (B.15), (B.16) and Hölder' inequality we have

$$
\begin{equation*}
2 G_{\Omega} \int_{\mathbb{R}^{2}}\left|\Pi_{0} u^{\mathrm{GP}}\right|^{3}\left|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right| \leq 2 G_{\Omega}\left\|\Pi_{0} u^{\mathrm{GP}}\right\|_{L^{\infty}}\left\|\Pi_{0} u^{\mathrm{GP}}\right\|_{L^{4}}^{2}\left\|\Pi_{0}^{\perp} u^{\mathrm{GP}}\right\|_{L^{2}}^{2} \leq C\left(E_{\Omega}^{\mathrm{TF}}\right)^{\frac{5}{4}} \tag{B.22}
\end{equation*}
$$

The error term in the above is of order $o\left(E_{\Omega}^{\mathrm{TF}}\right)$. This is the place where the condition on $G$ in Proposition B. 1 is used. Putting together (B.19)-(B.22) we obtain the desired result (B.1).
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