# THOMPSON ISOMETRIES OF THE SPACE OF INVERTIBLE POSITIVE OPERATORS 

LAJOS MOLNÁR

(Communicated by Nigel J. Kalton)


#### Abstract

We determine the structure of bijective isometries of the set of all invertible positive operators on a Hilbert space equipped with the Thompson metric or the Hilbert projective metric.


## 1. Introduction and statement of the results

In this paper we consider the Thompson metric and the Hilbert projective metric on the set of all invertible positive operators acting on a Hilbert space. The general approach to these distances is as follows.

Let $E$ be a real normed space and $K$ be a nonempty closed convex cone in $E$ with the property that $K \cap(-K)=\{0\}$. It is well known that $K$ induces a partial order $\leq$ on $E$, namely, we have $x \leq y$ if and only if $y-x \in K$. Clearly, $K=\{x \in E: x \geq 0\}$. Consider the equivalence relation $\sim$ on $K \backslash\{0\}$ given by $x \sim y$ if and only if there exist positive real numbers $r$ and $s$ such that $r x \leq y \leq s x$. We call the corresponding equivalence classes components. The Thompson metric $d_{T}$ on a component $C$ is defined in the following manner. For any $x, y \in C$ write $M(x / y)=\inf \{t>0: x \leq t y\}$ and set

$$
\begin{equation*}
d_{T}(x, y)=\log \max \{M(x / y), M(y / x)\} \tag{1}
\end{equation*}
$$

In his paper [19] Thompson introduced this quantity as a modification of the Hilbert projective metric, which is defined on $C$ by the formula

$$
\begin{equation*}
d_{H}(x, y)=\log (M(x / y) M(y / x)) \tag{2}
\end{equation*}
$$

In fact, $d_{H}$ is only a pseudo-metric. We have $d_{H}(x, y)=0$ if and only if $x=t y$ for some $t>0$. The origin of this pseudo-metric goes back to D . Hilbert, who, in his paper [10] of 1903 on the foundations of geometry, introduced it for the projective plane. In 1957 G. Birkhoff [4] discovered that this kind of distance is a useful tool for finding solutions of some linear integral equations. Later the applications extended to solving a variety of algebraic, integral and differential equations. The modification of $d_{H}$ to $d_{T}$ given by Thompson further widened the range of problems

[^0]to which these methods were applicable. A modern treatment of the topic can be found in the monograph [15].

Thompson proved in 19 that $d_{T}$ is a true metric on each component which is furthermore complete provided that the cone $K$ is norm complete and normal, i.e., there exists a positive real number $\gamma$ such that $\|x\| \leq \gamma\|y\|$ holds whenever $0 \leq x \leq y$.

It is easy to see that for any unital $C^{*}$-algebra $\mathcal{A}$, the cone $\mathcal{A}^{+}$of all positive elements is a closed normal cone and the set $\mathcal{A}_{-1}^{+}$of all invertible positive elements of $\mathcal{A}$ is a component. It was proved in [3] that on this component, $d_{T}$ coincides with the geodesic distance corresponding to the natural Finsler geometrical structure of $\mathcal{A}_{-1}^{+}$. Hence, there is a close link between the Thompson metric and the differential geometry of $\mathcal{A}_{-1}^{+}$. At this point we recall that the differential geometry of the space of $n \times n$ positive definite complex matrices is an important research field because of its applications to problems coming from many different areas, the most important of which concern linear systems, statistics, filters, Lagrangian geometry and quantum systems (see [5]).

The aim of this paper is to determine the structure of the bijective isometries of the set of all invertible positive operators acting on a Hilbert space equipped with the Thompson metric or the Hilbert projective metric. The study of isometries of spaces of functions and operators is a rather extensive research area with the most classical results being the Banach-Stone theorem and Kadison's description of the bijective linear isometries of $C^{*}$-algebras. For a recent monograph on the topic we refer to the two volume set [6, 7].

In what follows, let $H$ be a complex Hilbert space and denote by $B(H)$ the $C^{*}$-algebra of all bounded linear operators on $H$. It is not difficult to see that the Thompson metric on $B(H)_{-1}^{+}$is given by

$$
d_{T}(A, B)=\left\|\log A^{-1 / 2} B A^{-1 / 2}\right\|
$$

for any $A, B \in B(H)_{-1}^{+}$. A proof of this fact can be found, for example, in 3, Proposition], but it also follows from the discussion below. Concerning the Hilbert projective metric, we have

$$
d_{H}(A, B)=\operatorname{diam} \log \left(\sigma\left(A^{-1 / 2} B A^{-1 / 2}\right)\right)
$$

for all $A, B \in B(H)_{-1}^{+}$. To see this, we compute the quantity $M(A / B)$. For any real number $t>0$ we have

$$
\begin{aligned}
A \leq t B \Leftrightarrow & \frac{1}{t} I \leq A^{-1 / 2} B A^{-1 / 2} \Leftrightarrow \sigma\left(A^{-1 / 2} B A^{-1 / 2}\right) \subset[1 / t, \infty[ \\
& \left.\left.\Leftrightarrow-\log \left(\sigma\left(A^{-1 / 2} B A^{-1 / 2}\right)\right) \subset\right]-\infty, \log t\right]
\end{aligned}
$$

(Here and below $\sigma($.$) stands for the spectrum.) Therefore, we obtain that$

$$
\begin{gathered}
\log M(A / B)=\max \left(-\log \left(\sigma\left(A^{-1 / 2} B A^{-1 / 2}\right)\right)\right) \\
=-\min \log \left(\sigma\left(A^{-1 / 2} B A^{-1 / 2}\right)\right)
\end{gathered}
$$

In a similar way one can check that $M(B / A)=\max \log \left(\sigma\left(A^{-1 / 2} B A^{-1 / 2}\right)\right)$ and then conclude that

$$
\begin{gathered}
d_{H}(A, B)=\log M(A / B)+\log M(B / A) \\
=\max \log \left(\sigma\left(A^{-1 / 2} B A^{-1 / 2}\right)\right)-\min \log \left(\sigma\left(A^{-1 / 2} B A^{-1 / 2}\right)\right) \\
=\operatorname{diam} \log \left(\sigma\left(A^{-1 / 2} B A^{-1 / 2}\right)\right) .
\end{gathered}
$$

If one considers the original definitions of the Thompson metric and the Hilbert projective metric given in (11) and (21), it is rather easy to see that for any invertible bounded linear or conjugate-linear operator $T$ on $H$ and any scalar-valued function $\left.\tau: B(H)_{-1}^{+} \rightarrow\right] 0, \infty[$, the transformations

$$
A \longmapsto T A T^{*}, \quad A \longmapsto T A^{-1} T^{*}
$$

and

$$
A \longmapsto \tau(A) T A T^{*}, \quad A \longmapsto \tau(A) T A^{-1} T^{*}
$$

are isometries with respect to $d_{T}$ and $d_{H}$, respectively. Our results show that the reverse statements are also true; there are no other kinds of bijective isometries corresponding to those distances.

Theorem 1. Suppose that $H$ is a complex Hilbert space with $\operatorname{dim} H \geq 3$. Let $\phi: B(H)_{-1}^{+} \rightarrow B(H)_{-1}^{+}$be a bijective isometry with respect to the Thompson metric, i.e., assume that $\phi$ is a bijective map satisfying

$$
d_{T}(\phi(A), \phi(B))=d_{T}(A, B) \quad\left(A, B \in B(H)_{-1}^{+}\right)
$$

Then $\phi$ is either of the form

$$
\phi(A)=T A T^{*} \quad\left(A \in B(H)_{-1}^{+}\right)
$$

or of the form

$$
\phi(A)=T A^{-1} T^{*} \quad\left(A \in B(H)_{-1}^{+}\right)
$$

where $T$ is an invertible bounded linear or conjugate-linear operator on $H$.
The result concerning the isometries of the Hilbert projective metric reads as follows.

Theorem 2. Let $H$ be as above and suppose that $\phi: B(H)_{-1}^{+} \rightarrow B(H)_{-1}^{+}$is a bijective isometry with respect to the Hilbert projective metric; i.e., $\phi$ is a bijective map satisfying

$$
d_{H}(\phi(A), \phi(B))=d_{H}(A, B) \quad\left(A, B \in B(H)_{-1}^{+}\right)
$$

Then $\phi$ is either of the form

$$
\phi(A)=\tau(A) T A T^{*} \quad\left(A \in B(H)_{-1}^{+}\right)
$$

or of the form

$$
\phi(A)=\tau(A) T A^{-1} T^{*} \quad\left(A \in B(H)_{-1}^{+}\right)
$$

where $T$ is an invertible bounded linear or conjugate-linear operator on $H$ and $\left.\tau: B(H)_{-1}^{+} \rightarrow\right] 0, \infty[$ is a scalar-valued function.

## 2. Proofs

This section is devoted to the proofs of the results. First, we recall the notion of the geometric mean $A \# B$ of positive operators $A, B \in B(H)^{+}$. This was originally introduced by Pusz and Woronowicz in [18 and later studied in more detail by Ando and several other researchers. See [1] as a few other relevant papers we also mention [2, 8, 11, 17]. For invertible positive operators $A$ and $B$ we have

$$
A \# B=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2}
$$

This concept will play a crucial role in the proofs of our results. Indeed, the main step in the proof of Theorem 1 is to show that a bijective isometry with respect to the Thompson metric necessarily preserves the geometric mean in the sense that

$$
\phi(A \# B)=\phi(A) \# \phi(B)
$$

holds for all $A, B \in B(H)_{-1}^{+}$. This is in some sense the multiplicative analogue of the celebrated Mazur-Ulam theorem, which asserts that the bijective isometries between real normed spaces preserve the arithmetic mean, implying that these maps are in fact affine. (We remark that the geometric mean preserving bijections of the set $B(H)^{+}$of all positive operators - not of the invertible ones we consider here - have recently been described in [13.)

In the paper [20] Väisälä presented a short ingenious proof of the Mazur-Ulam theorem that was motivated by earlier considerations due to Vogt 21. That argument gives us the following lemma, which is of fundamental importance for the present results.
Lemma. Let $(M, d)$ be a metric space. Suppose that for each pair $(a, b) \in M \times M$ there exist an element $z(a, b) \in M$, a bijective isometry $\psi_{(a, b)}: M \rightarrow M$ and $a$ constant $k(a, b)>1$ such that
(i) $\psi_{(a, b)}(a)=b, \psi_{(a, b)}(b)=a$;
(ii) $\psi_{(a, b)}(z(a, b))=z(a, b)$;
(iii) $d\left(\psi_{(a, b)}(x), x\right) \geq k(a, b) d(x, z(a, b))$ for all $x \in M$.

If $\phi: M \rightarrow M$ is a bijective isometry, then

$$
\phi(z(a, b))=z(\phi(a), \phi(b))
$$

holds for all $a, b \in M$.
Proof. Consider a fixed pair $(a, b)$ of points in $M$. For convenience, temporarily we write $z, \psi, k$ for $z(a, b), \psi_{(a, b)}, k(a, b)$, respectively. Define

$$
\mathcal{W}=\{\rho: \rho \text { is a bijective isometry of } M, \rho(a)=a, \rho(b)=b\}
$$

We shall first prove that $\rho(z)=z$ holds for every $\rho \in \mathcal{W}$. To this end, define

$$
c=\sup \{d(\rho(z), z): \rho \in \mathcal{W}\}
$$

For any $\rho \in \mathcal{W}$ we compute

$$
d(\rho(z), a)=d(\rho(z), \rho(a))=d(z, a)
$$

and hence by the triangle inequality we obtain that

$$
d(\rho(z), z) \leq d(\rho(z), a)+d(a, z)=2 d(z, a)
$$

This implies that $c$ is finite. Let $\rho \in \mathcal{W}$ be arbitrary as above and define $\tilde{\rho}=$ $\psi \circ \rho^{-1} \circ \psi \circ \rho$. Clearly, $\tilde{\rho}$ is a bijective isometry and, as $\rho$ fixes $a$ and $b$ while $\psi$ interchanges them, it follows that $\tilde{\rho} \in \mathcal{W}$. By (iii) and (ii) we have

$$
\begin{gathered}
k d(\rho(z), z) \leq d(\psi(\rho(z)), \rho(z)) \\
=d\left(\left(\rho^{-1} \circ \psi \circ \rho\right)(z), z\right)=d\left(\left(\psi \circ \rho^{-1} \circ \psi \circ \rho\right)(z), z\right) \\
=d(\tilde{\rho}(z), z) \leq c
\end{gathered}
$$

Since $\rho \in \mathcal{W}$ was arbitrary, it follows that $k c \leq c$. As $k>1$, we deduce that $c=0$. This proves that $\rho(z)=z$ holds for every $\rho \in \mathcal{W}$.

Now, let $\phi: M \rightarrow M$ be a bijective isometry. Consider $a, b \in M$ as above and set $a^{\prime}=\phi(a), b^{\prime}=\phi(b)$. Define $\delta=\psi_{(a, b)} \circ \phi^{-1} \circ \psi_{\left(a^{\prime}, b^{\prime}\right)} \circ \phi$. It is easy to check that $\delta \in \mathcal{W}$. We have already learnt that this implies $\delta(z)=z$. From the equality

$$
\left(\psi_{(a, b)} \circ \phi^{-1} \circ \psi_{\left(a^{\prime}, b^{\prime}\right)} \circ \phi\right)(z)=z
$$

by (ii) we deduce first that $\left(\phi^{-1} \circ \psi_{\left(a^{\prime}, b^{\prime}\right)} \circ \phi\right)(z)=\psi_{(a, b)}^{-1}(z)=z$ and next that $\psi_{\left(a^{\prime}, b^{\prime}\right)}(\phi(z))=\phi(z)$. By (iii) the unique fixed point of $\psi_{\left(a^{\prime}, b^{\prime}\right)}$ is $z\left(a^{\prime}, b^{\prime}\right)$. Therefore, we obtain

$$
\phi(z(a, b))=z(\phi(a), \phi(b)) .
$$

This completes the proof of the lemma.
Before giving the proof of Theorem 1 we make some observations. We first recall the well known fact that for arbitrary elements $x$ and $y$ in a unital algebra we have $\sigma(x y) \backslash\{0\}=\sigma(y x) \backslash\{0\}$. If, in particular, $x$ and $y$ are invertible, then we get $\sigma(x y)=\sigma(y x)$. Next, for all $A, B \in B(H)_{-1}^{+}$we have

$$
\begin{gather*}
d_{T}(A, B)=\left\|\log \left(A^{-1 / 2} B A^{-1 / 2}\right)\right\|=\max \left\{|\lambda|: \lambda \in \sigma\left(\log \left(A^{-1 / 2} B A^{-1 / 2}\right)\right)\right\} \\
=\max \left\{|\lambda|: \lambda \in \log \left(\sigma\left(A^{-1 / 2} B A^{-1 / 2}\right)\right)\right\}  \tag{3}\\
=\max \left\{|\lambda|: \lambda \in \log \left(\sigma\left(A^{-1} B\right)\right)\right\},
\end{gather*}
$$

where we have used the spectral mapping theorem and the fact that the norm and the spectral radius of a self-adjoint operator coincide.

Proof of Theorem 1. We shall apply the Lemma in a certain particular case.
To work this out, first pick an arbitrary operator $Z \in B(H)_{-1}^{+}$. We call the mapping $\psi: B(H)_{-1}^{+} \rightarrow B(H)_{-1}^{+}$defined by

$$
\psi(X)=Z X^{-1} Z \quad\left(X \in B(H)_{-1}^{+}\right)
$$

the reflection with respect to $Z$. We verify certain relevant properties of $\psi$. First, it is easy to check that $\psi \circ \psi$ is the identity on $B(H)_{-1}^{+}$. In particular, we obtain that $\psi$ is a bijective map of $B(H)_{-1}^{+}$. Next observe that $\psi$ is an isometry with respect to $d_{T}$. This follows from the remark on the isometric property of transformations of the form $A \mapsto T A^{-1} T^{*}$ that was given in the introduction. Clearly, $Z$ is a fixed point of $\psi$. Moreover, from the equalities

$$
\psi(X)^{-1} X=Z^{-1} X Z^{-1} X=\left(Z^{-1} X\right)^{2}
$$

we obtain

$$
\log \left(\sigma\left(\psi(X)^{-1} X\right)\right)=2 \log \sigma\left(Z^{-1} X\right)
$$

and by (3) this implies that

$$
\begin{equation*}
d_{T}(\psi(X), X)=2 d_{T}(Z, X)=2 d_{T}(X, Z) \tag{4}
\end{equation*}
$$

for every $X \in B(H)_{-1}^{+}$.
Now, let $A, B \in B(H)_{-1}^{+}$and write $Z=A \# B$. We compute

$$
\begin{gathered}
\psi(A)=Z A^{-1} Z=(A \# B) A^{-1}(A \# B) \\
=\left(A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2}\right) A^{-1}\left(A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2}\right) \\
=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right) A^{1 / 2}=B
\end{gathered}
$$

In a similar manner, using $A \# B=B \# A$ (see Corollary I.2.1 in [1]), one can check that $\psi(B)=A$.

Consider the Thompson metric $d_{T}$ on $B(H)_{-1}^{+}$. For every pair $(A, B)$ of elements in $B(H)_{-1}^{+}$define $z(A, B)=A \# B$, let $\psi_{(A, B)}$ be the reflection with respect to $A \# B$ and set $k(A, B)=2$. It follows from the above observations that the Lemma applies. Specifically, for any given bijective isometry $\phi: B(H)_{-1}^{+} \rightarrow B(H)_{-1}^{+}$we have that $\phi$ preserves the geometric mean; i.e.,

$$
\begin{equation*}
\phi(A \# B)=\phi(A) \# \phi(B) \tag{5}
\end{equation*}
$$

holds for all $A, B \in B(H)_{-1}^{+}$. Considering the map

$$
A \longmapsto \phi(I)^{-1 / 2} \phi(A) \phi(I)^{-1 / 2}
$$

we obtain a bijective isometry of $B(H)_{-1}^{+}$which has the additional property that it sends $I$ to itself. In fact, this follows from the observation that for any invertible bounded linear or conjugate-linear operator $T$ on $H$, the map $A \mapsto T A T^{*}$ is a bijective isometry (see the introduction). Therefore, without serious loss of generality, we can assume that the original transformation $\phi$ already has this property; i.e., we have $\phi(I)=I$.

The inverse of an operator $A \in B(H)_{-1}^{+}$can be characterized as the unique solution of the equality $A \# X=I$. Using this characterization, from (5) it follows easily that $\phi\left(A^{-1}\right)=\phi(A)^{-1}$. Moreover, from $A \# I=A^{1 / 2}$ we deduce that

$$
\phi(A)^{1 / 2}=\phi(A) \# I=\phi(A) \# \phi(I)=\phi(A \# I)=\phi\left(A^{1 / 2}\right)
$$

Pick arbitrary $X, A \in B(H)_{-1}^{+}$and define

$$
B=A^{-1 / 2}\left(A^{1 / 2} X A^{1 / 2}\right)^{2} A^{-1 / 2}
$$

An easy computation shows that $B=X A X$ and $X=A^{-1} \# B$. Therefore, we have

$$
\phi(X)=\phi\left(A^{-1}\right) \# \phi(B)=\phi(A)^{-1} \# \phi(B)
$$

which gives us that

$$
\phi(X)=\phi(A)^{-1 / 2}\left(\phi(A)^{1 / 2} \phi(B) \phi(A)^{1 / 2}\right)^{1 / 2} \phi(A)^{-1 / 2}
$$

Multiplying by $\phi(A)^{1 / 2}$ from the left and from the right and squaring, we get

$$
\phi(A)^{1 / 2} \phi(X) \phi(A) \phi(X) \phi(A)^{1 / 2}=\phi(A)^{1 / 2} \phi(B) \phi(A)^{1 / 2}
$$

This implies that

$$
\phi(X) \phi(A) \phi(X)=\phi(B)=\phi(X A X)
$$

holds for all $X, A \in B(H)_{-1}^{+}$, which means that $\phi$ is a so-called Jordan triple map of $B(H)_{-1}^{+}$. It is not difficult to verify that the norm convergence and the convergence in the Thompson metric coincide on $B(H)_{-1}^{+}$and hence that they induce the same topology (see, e.g., [16, Proposition 1.1]). Therefore, the map $\phi$ is a norm-continuous Jordan triple bijection of $B(H)_{-1}^{+}$. The structure of such transformations was completely described in 12. Theorem 1 there says that in the infinite dimensional case $\phi$ is either of the form

$$
\phi(A)=U A U^{*} \quad\left(A \in B(H)_{-1}^{+}\right)
$$

or of the form

$$
\phi(A)=U A^{-1} U^{*} \quad\left(A \in B(H)_{-1}^{+}\right)
$$

where $U$ is either a unitary or an antiunitary operator on $H$. Furthermore, it also states that in the case where $3 \leq \operatorname{dim} H<\infty$, the map $\phi$ is either of the form

$$
\begin{equation*}
\phi(A)=(\operatorname{det} A)^{c} U A U^{*} \quad\left(A \in B(H)_{-1}^{+}\right) \tag{6}
\end{equation*}
$$

or of the form

$$
\begin{equation*}
\phi(A)=(\operatorname{det} A)^{c} U A^{-1} U^{*} \quad\left(A \in B(H)_{-1}^{+}\right) \tag{7}
\end{equation*}
$$

where $U$ is as above and $c$ is a real number such that $c \neq-1 / \operatorname{dim} H$ in (6) and $c \neq 1 / \operatorname{dim} H$ in (7). It requires only elementary computations to verify that in the finite dimensional case the appearance of the determinant in (6) and (7) can be ruled out (i.e., we have $c=0$ ) as a consequence of the isometric property of $\phi$ with respect to the Thompson metric.

Remembering the reduction $\phi(I)=I$ that we applied in the course of the proof, we can now see that the original map is of one of the forms appearing in the formulation of the theorem.

For the proof of Theorem [2 we recall the general way of defining a true metric on a quotient space of a pseudo-metric space, namely, that the quotient space corresponds to an equivalence relation between the elements of the underlying space. Any two elements are in this relation if they are a zero distance from each other. In the case of the Hilbert projective metric on $B(H)_{-1}^{+}$this means the following. For an arbitrary element $A \in B(H)_{-1}^{+}$the equivalence class $\bar{A}$ is the set of all positive scalar multiples of $A$. Defining $\overline{d_{H}}(\bar{A}, \bar{B})=d_{H}(A, B)$ we obtain a metric on the space of all classes.

Proof of Theorem 2. Let $\phi: B(H)_{-1}^{+} \rightarrow B(H)_{-1}^{+}$be a bijective map which satisfies

$$
d_{H}(\phi(A), \phi(B))=d_{H}(A, B) \quad\left(A, B \in B(H)_{-1}^{+}\right)
$$

First, we note that the transformation

$$
A \longmapsto \phi(I)^{-1 / 2} \phi(A) \phi(I)^{-1 / 2}
$$

is a bijective map on $B(H)_{-1}^{+}$which preserves the Hilbert projective distance and has the additional property that it maps $I$ to $I$. Indeed, this follows from the observation that for any invertible bounded linear or conjugate-linear operator $T$ on $H$, the map $A \mapsto T A T^{*}$ is a bijective isometry (see the introduction). Therefore, there is no serious loss of generality in assuming that $\phi$ already has the property that $\phi(I)=I$.

It is clear that by defining $\bar{\phi}(\bar{A})=\overline{\phi(A)}\left(A \in B(H)_{-1}^{+}\right)$we obtain a bijective isometry $\bar{\phi}$ on the metric space of all classes $\bar{A}$. Now, one can apply an argument for $\bar{\phi}$ that is very similar to the one we followed in the proof of the first theorem. Specifically, by employing the Lemma one can verify first that $\bar{\phi}$ respects the geometric mean in the sense that

$$
\overline{\phi(A \# B)}=\overline{\phi(A) \# \phi(B)} \quad\left(A, B \in B(H)_{-1}^{+}\right)
$$

and then that $\bar{\phi}$ is a Jordan triple map in the sense that

$$
\begin{equation*}
\overline{\phi(A) \phi(B) \phi(A)}=\overline{\phi(A B A)} \quad\left(A, B \in B(H)_{-1}^{+}\right) \tag{8}
\end{equation*}
$$

Unfortunately, unlike in the case of Theorem [1] we cannot continue by using [12, Theorem 1] directly, but we can use the main ideas from its proof. First, upon inserting $B=I$ into (8) we deduce that $\overline{\phi(A)^{2}}=\overline{\phi\left(A^{2}\right)}$ and hence that $\overline{\phi\left(A^{1 / 2}\right)}=$ $\overline{\phi(A)^{1 / 2}}$ holds for all $A \in B(H)_{-1}^{+}$. Therefore, we have

$$
\begin{equation*}
\overline{\phi(A)^{1 / 2} \phi(B) \phi(A)^{1 / 2}}=\overline{\phi\left(A^{1 / 2} B A^{1 / 2}\right)} \quad\left(A, B \in B(H)_{-1}^{+}\right) . \tag{9}
\end{equation*}
$$

We now prove that $\phi$ preserves commutativity in both directions. This means that for any $A, B \in B(H)_{-1}^{+}$we have $A B=B A$ if and only if $\phi(A) \phi(B)=$ $\phi(B) \phi(A)$. Indeed, it follows from [9, Corollary 3] that for arbitrary positive operators $A$ and $B$ on $H$ we have

$$
A^{1 / 2} B A^{1 / 2}=B^{1 / 2} A B^{1 / 2} \Longleftrightarrow A B=B A
$$

Let $A, B \in B(H)_{-1}^{+}$. It is easy to see that the above equivalence can be strengthened slightly to the assertion that

$$
A B=B A
$$

if and only if

$$
A^{1 / 2} B A^{1 / 2}=\lambda B^{1 / 2} A B^{1 / 2}
$$

holds for some positive real number $\lambda$. To verify this, suppose that the last equality holds. As we have

$$
\sigma\left(A^{1 / 2} B A^{1 / 2}\right)=\sigma(A B)=\sigma\left(B^{1 / 2} A B^{1 / 2}\right)
$$

it follows that the number $\lambda$ above is necessarily 1 , and hence by the aforementioned result in [9] we obtain $A B=B A$. The reverse implication is obvious. Now, upon applying (9) we see that $\phi$ really preserves commutativity in both directions. Moreover, observe that for any commuting $A, B \in B(H)_{-1}^{+}$we have

$$
\begin{equation*}
\overline{\phi(A B)}=\overline{\phi(A) \phi(B)} \tag{10}
\end{equation*}
$$

Just as in the proof of [12, Theorem 1], using the continuous function calculus, we can define a map $\Phi$ on the set $B_{s}(H)$ of all self-adjoint operators on $H$ by

$$
\Phi(S)=\log \phi\left(e^{S}\right) \quad\left(S \in B_{s}(H)\right)
$$

It is easy to check that $\Phi$ is a bijective map of $B_{s}(H)$ which preserves commutativity in both directions. Such transformations of $B_{s}(H)$ have recently been characterized in our paper [14. Applying [14, Corollary 2] we obtain that there exists either a unitary or an antiunitary operator $U$ on $H$ and that for every $S \in B_{s}(H)$ there is a real-valued bounded Borel function $g_{S}$ on the spectrum $\sigma(S)$ of $S$ such that

$$
\Phi(S)=U g_{S}(S) U^{*}
$$

Going back to $\phi$, it is now obvious that for every $A \in B(H)_{-1}^{+}$there is a real-valued bounded Borel function $f_{A}$ on $\sigma(A)$ such that

$$
\begin{equation*}
\phi(A)=U f_{A}(A) U^{*} \tag{11}
\end{equation*}
$$

As the transformation $A \mapsto U^{*} \phi(A) U$ is clearly a bijective map on $B(H)_{-1}^{+}$preserving the Hilbert projective distance, we may assume without serious loss of generality that the unitary or antiunitary operator $U$ above is $I$.

So, we have the property of $\phi$ that for every $A \in B(H)_{-1}^{+}$, the operator $\phi(A)$ is a real-valued bounded Borel function of $A$. This implies the following. For any fixed nontrivial projection $P$ on $H$ we have functions $\left.h_{P}, k_{P}:\right] 0, \infty[\rightarrow] 0, \infty[$ such that

$$
\phi\left(\lambda P+P^{\perp}\right)=h_{P}(\lambda) P+k_{P}(\lambda) P^{\perp}
$$

Picking $0<\lambda, \mu \in \mathbb{R}$ and using the property of $\phi$ that it preserves the Hilbert projective distance, we have

$$
|\log (\lambda / \mu)-\log 1|=\left|\log \left(h_{P}(\lambda) / h_{P}(\mu)\right)-\log \left(k_{P}(\lambda) / k_{P}(\mu)\right)\right|
$$

or, equivalently,

$$
|\log \lambda-\log \mu|=\left|\log \left(h_{P}(\lambda) / k_{P}(\lambda)\right)-\log \left(h_{P}(\mu) / k_{P}(\mu)\right)\right| .
$$

Writing $l=h_{P} / k_{P}$, we obtain

$$
|\log \lambda-\log \mu|=|\log l(\lambda)-\log l(\mu)|
$$

Considering the function $i: x \mapsto \log l(\exp (x))$ on the real line, we have

$$
|x-y|=|i(x)-i(y)| \quad(x, y \in \mathbb{R})
$$

which means that $i$ is an isometry of $\mathbb{R}$. It follows easily that $i$ is either of the form $i(x)=x+d$ or of the form $i(x)=-x+d$ with some constant $d \in \mathbb{R}$. Going back to $l$, it follows that it is either of the form $l(\lambda)=c \lambda$ or of the form $l(\lambda)=c / \lambda$ with some positive constant $c$. As $I=\phi(I)=\phi\left(P+P^{\perp}\right)=h_{P}(1) P+k_{P}(1) P^{\perp}$ implies $l(1)=1$, it follows that the constant $c$ is in fact 1. Therefore, either we have $h_{P}(\lambda) / k_{P}(\lambda)=\lambda$ or we have $h_{P}(\lambda) / k_{P}(\lambda)=1 / \lambda$ holding for all $\lambda>0$.

The above argument verifies that for any chosen nontrivial projection $P$ on $H$ there are two cases, namely, either we have

$$
\begin{equation*}
\overline{\phi\left(\lambda P+P^{\perp}\right)}=\overline{\lambda P+P^{\perp}} \quad(0<\lambda \in \mathbb{R}) \tag{a}
\end{equation*}
$$

or we have

$$
\begin{equation*}
\overline{\phi\left(\lambda P+P^{\perp}\right)}=\overline{\frac{1}{\lambda} P+P^{\perp}} \quad(0<\lambda \in \mathbb{R}) . \tag{b}
\end{equation*}
$$

We intend to show that the above possibilities in fact do not depend on the particular choice of $P$; i.e., we have either (a) for all nontrivial projections $P$ or (b) for all nontrivial projections $P$. To verify this, first suppose that $P$ is a rank-one projection on $H$ of type (a). Let $Q$ be an arbitrary nontrivial projection on $H$ such that $P \leq Q, P \neq Q$. Suppose that $Q$ is of type (b). It is easy to compute that for any $0<\lambda, \mu \in \mathbb{R}$, the Hilbert projective distance between $\lambda P+P^{\perp}$ and $\mu Q+Q^{\perp}$ is the diameter of the set $\{\log \mu-\log \lambda, \log \mu, 0\}$ while the distance between $\phi\left(\lambda P+P^{\perp}\right)$ and $\phi\left(\mu Q+Q^{\perp}\right)$ is the diameter of the set $\{-\log \lambda-\log \mu,-\log \mu, 0\}$. It is apparent that these two quantities do not coincide for all $0<\lambda, \mu \in \mathbb{R}$, which is a contradiction. Consequently, for any nontrivial projection $Q$ with $P \leq Q$ we have that it is also of type (a). One can show in a similar manner that the property of being of type (b) also "descends upward". It now follows easily that every rank-one projection is of type (a) and then that every nontrivial projection is of type (a), too. In the same way one can verify that if there is a rank-one projection of type (b), then every nontrivial projection is of type (b), too.

Suppose that for every nontrivial projection $P$ on $H$ we have

$$
\overline{\phi\left(\lambda P+P^{\perp}\right)}=\overline{\lambda P+P^{\perp}} \quad(0<\lambda \in \mathbb{R})
$$

Let $P_{1}, P_{2}, \ldots, P_{n}$ be pairwise orthogonal nonzero projections on $H$ with sum $I$ and let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be positive real numbers. Set $A=\lambda_{1} P_{1}+\ldots+\lambda_{n} P_{n}$. Using the multiplicativity property (10) of $\phi$ on commuting operators, we compute

$$
\begin{gathered}
\overline{\phi(A)}=\overline{\phi\left(\lambda_{1} P_{1}+\ldots+\lambda_{n} P_{n}\right)}=\overline{\phi\left(\left(\lambda_{1} P_{1}+P_{1}^{\perp}\right) \cdots\left(\lambda_{n} P_{n}+P_{n}^{\perp}\right)\right)} \\
=\overline{\phi\left(\lambda_{1} P_{1}+P_{1}^{\perp}\right) \cdots \phi\left(\lambda_{n} P_{n}+P_{n}^{\perp}\right)}=\overline{\left(\lambda_{1} P_{1}+P_{1}^{\perp}\right) \cdots\left(\lambda_{n} P_{n}+P_{n}^{\perp}\right)} \\
=\overline{\lambda_{1} P_{1}+\ldots+\lambda_{n} P_{n}}=\bar{A} .
\end{gathered}
$$

Therefore, we have that $\overline{\phi(A)}=\bar{A}$ holds for every operator $A \in B(H)_{-1}^{+}$with finite spectrum. Now, let $A \in B(H)_{-1}^{+}$be arbitrary and pick a sequence $A_{n} \in B(H)_{-1}^{+}$ of operators with finite spectrum such that $A_{n} \rightarrow A$ in the operator norm (the
existence of such a sequence follows from the spectral theorem). By the upper semi-continuity of the spectrum we infer that

$$
d_{H}\left(\phi(A), \phi\left(A_{n}\right)\right)=d_{H}\left(A, A_{n}\right) \rightarrow 0
$$

On the other hand, as $\overline{\phi\left(A_{n}\right)}=\bar{A}_{n}$ holds for every $n \in \mathbb{N}$; by the same reason we also obtain

$$
d_{H}\left(\phi(A), \phi\left(A_{n}\right)\right)=d_{H}\left(\phi(A), A_{n}\right) \rightarrow d_{H}(\phi(A), A)
$$

Thus we deduce that $d_{H}(\phi(A), A)=0$, which means that $\phi(A)$ is a positive scalar multiple of $A$ for every $A \in B(H)_{-1}^{+}$.

In the case where every nontrivial projection is of type (b), we obtain in a similar manner that $\phi(A)$ is a positive scalar multiple of $A^{-1}$ for every $A \in B(H)_{-1}^{+}$.

Finally, remembering the reductions $\phi(I)=I$ and $U=I$ that we applied in the course of the proof, we see that our original map is of one of the forms appearing in the formulation of the theorem. This completes the proof.

Remark. As the referee remarked, one could possibly reach the result in Theorem 2 also by restricting the considerations from $B(H)_{-1}^{+}$to the set of all elements of unit norm. Indeed, on that set the Hilbert projective metric is a true metric (not only a pseudo-metric). However, we have kept our original approach mainly because the multiplicative structure has seemed easier to handle in that setting.
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