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Three-body dispersion contributions to the thermodynamic properties
and effective pair interactions in liquid argon

Martin A. van der Hoef
Department of Chemical Engineering, University of Twente, P.O. Box 217, 7500 AE Enschede,
The Netherlands

Paul A. Madden
Physical and Theoretical Chemistry Laboratory, University of Oxford, South Parks Road, Oxford OX1 3QZ,
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(Received 29 March 1999; accepted 20 April 1999

The contributions of three-body triple dipole and dipole-dipole-quadrupole dispersion interactions to
the thermodynamic properties of liquid argon are examined, using a recently introduced simulation
scheme which contains an explicit, quantum mechanical representation of the underlying electronic
structure[Mol. Phys.94, 417 (1998]. The experimental pressure and energy at a series of liquid
densities are shown to be quite accurately reproduced by a combination of the best available pair
potential(Aziz) plus these three-body terms. The extent to which these many-body effects can be
encompassed by an effective pair potential is then discussed. The nonuniqueness of such an
effective potential is reiterated. It is shown that in the dense liquid, the three-body contribution to
the effective pair potential 4(r)) varies approximately linearly with density and is almost
temperature independent. It is shown how the additiog(@f) to the Aziz pair potential moves the

latter toward the widely used Lennard-Jond®-6) potential. © 1999 American Institute of
Physics[S0021-960809)50527-9

I. INTRODUCTION Car—Parrinello methott The advantage of treating disper-
sion interactions in this way, rather than by use of the ana-
lytical expression, is that the description at the quantum me-
hanical level allows for proper treatment of both dispersion
amping and periodic boundary conditions at theee-body
Glevel. The latter makes this method suitable for performing
g/imulations of bulk system with full three-body interactions,
whereas the use of an explicit three-body potential, like the
AT, always introduces problems of truncating the interac-
tions.

UPzy =Co(1+3 COSy; COSY, COSY3)I 15T 13T 55 (1) In the present paper, we apply this method to the classi-
cal problem of the many-body dispersion contributions to the
properties of argon. In it we will examine these contributions
to the energy, equation-of-stateoS and radial distribution

The rde of many-body contributions to the interatomic
potential in determining the properties of atomic fluids is a
subject which has attracted much attention over a long perio§
of time, from theory:8 simulatior¥~? and experiment:—1°
Foremost among the many-body terms are the three-bo
contributions to the dispersion interactions, for which the
Axilrod—Teller (AT) expressioff gives the lowest-order
(triple dipole, or DDD contributions:

wherey;, v», andys are the interior angles of the triangle
formed by atoms 1, 2, and 3 amg is an interatomic sepa-

ration. Other many-body effects include higher-order disperf on (RDE). We will th | der h h
sion terms(dipole-dipole-quadrupole, or DDQ, etas well unction (RDP). We will then also consider how the many-

as many-body contributions which enter on the range of th@0dY Potential terms contribute to(@mperature and density

overlap of the electron densities of the constituent atomsdependenteffective pair potentiaand, ultimately, discuss

Explicit expressions for the higher-order dispersion terms dd!0W the combination of this with the “exact? pair poten-
exist, but become increasingly complicafédt® and their tial compares with the much studied Lennard-Jones pair po-
effect on liquid-state properties has not been characterizedential. o o o

Very little is known about the short-range terms; in part A partial motivation for this first application of the code
these must “damp” the asymptotic expressions for the disjs to validate it on a well-studied prOblem. However, com-
persion interactions at short-ranfebut other effects must Pared to previous studies our work contains a number of

occur in the repulsive interaction between a collection ofadditional features. First, we characterize the significance of
three or more atoms. the DDQ terms, in addition to the DDD ones and thereby

Recently, we introduced a novel simulation methodhint at the convergence of the three-body dispersion terms at
which allows the dispersion effects to be represented. In ithe level of properties. Second, we are using a liquid struc-
the dispersion interaction is not modeled via the classicalure which is fully consistent with the implicit many-body
expressions for the pair- and three-body poteriag)., the potential we are using, rather than evaluating the three-body
London and Axilrod—Teller formulasbut from an explicit  effects using structures deduced with a pair potential, or do-
description of the electronic structure in the spirit of theing a perturbation calculation. Third, we evaluate the effec-
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tiye pair potentials at a wider range of temperature and den- Udisp:<eCPA>p,T, 3PdispV:<WCPA>p,T- 2)

sity than has been done previously. We note that, although

the problem has been much studied, there remains a gregt simulation details

deal of ignorance about what has been learned from these ) ) -
studies. For example, although it is well-recognized that an W& have performed simulations of argon at densities
effective potential must depend on the thermodynamic staté@nding fromp*=0.1 t0 p*=0.9 and at temperatures*

it is little appreciated that there is no such thinglseffec-  — 1-1, T*=1.6 andT*=2.0, where we have used reduced
tive pair potential at a given state point—two different pair -J Units (€/k=119.8 K,=0.3412 nm to indicate the state
potentials are required to reproduce energy and EoS. In thR0int. We stress that this is purely for convenience, as no
face of this, perhaps some repetition of long-standing result§Cr"esponding state relations hold in the presence of three-

can be tolerated. body forces. . | |
The purpose of the calculations is to characterize the

effects of the three-body interactions, with respect to the

Il. SIMULATIONS OF THE TWO- AND THREE-BODY structure and properties predicted for thee pair potential,
DISPERSION EFFECTS as represented by the Aziz HFD-B potentialn practice,
A. The simulation model we have used a simpler form:
. . I . . . _ -6 -8
In this section, we will briefly describe the simulation — U(ri2)=aexp(—bryp)+Ceriy’+(CgtC)ry, ()

model that is being used: for full details we refer to Ref. 19yith a=400.1, b=1.927, c=1454, C;=64.3, Cg=1169.9

The method rests on a simplified representation of theg| values in atomic units where theCg andCg coefficients
internal electronic structure of the atoms bgiaglequantum  \yere set equal to the best literature valffeand the other
particle in an effective three-level system: stype ground  hree parameter&, b andc), where chosen such tha(r)
state, threep-type excited states, and fivétype excited fits the Aziz potential for all relevant distances.
states. This system is then handled in a fully quantum me-  The dispersive parts of the two- and three-body interac-
chanical way, using ai-atom wave function which is ex-  tjons were taken care of by the two-level quantum mechani-
panded(configuration interactionabout the noninteracting 3| model described in Sec. Il A. The remaining part of the
ground state over all possible pairs of excited states, Wherﬁotential @ exp(—br)+cr—8 was added as a classical poten-
the N-atom functions are constructed from the single atomyg| jn the molecular dynamics simulation. Four parameters,
states by simple product. If combined with an eIectronical,abul,uz, determine the magnitude of the various dis-
Hamiltonian containing all dipole-dipole, dipole-quadrupole persion termgsee Ref. 19 They were determined from val-
and quadrupole-quadrupole interactions, we may derive ajjes of the classical dispersion parame@gs Cg, Cq [EGs.
analytical expression for the energ§™({c},{r}) depending (1) and (3)] and Cy; (the coefficient of the classical DDQ
on all the coefficientgc} in the expansion of the wave func- termt’~19 by means of relation§23) and (30) in Ref. 19.
tion, and all the coordinatgs} of the atoms, in the so-called \/5) es forC andCg are given above, and a value 16 of
Coupled-Pair ApproximatiofCPA).** It has been shown nu- 518 3 a.u. was found by Kumar and Me&ffThe coefficient
merically that the minimum 0&°"* with respect to the co- ., was chosen equal to 668.16 au, which follows from the
efficients, provides the correct two- and three-body disperyest estimates for th€s and Cg coefficients and the dipole
sion energy, up to triple-quadrupole. With this simple modelyng quadrupole polarizabilitigsee Ref. 18 This value was
of the electronic structure, known values for the pair- andound to be within a few percent of the best literature value
three-body dispersi_on of a wide range of atoms can be reprgrom Ref. 25. The resulting values ef;, @, ,u; andu, were
duced with the choice of a few parameters. 10.748, 48.2, 0.742 and 0.5067 a.u., respectively, yielding

We have incorporated this quantum mechanical schemg, proper numerical values fa€g, Cg, Co and Cq; by
into a conventional molecular dynamics program via a Car-means of relationé23) and(30) in Ref. 19. Test runs showed
Parrinello type approach; in this, the coefficients are treate¢hat the DQQ and QQQ contributions are negligible com-
as extra degrees of freedom, which are updated in the Simlﬂ)‘ared to the DDD and DDQ, and therefore we did not con-
lation from timet to t+dt by integrating the corresponding gjger any interaction beyond DDQ.
forces on the coefficients, in complete analogy with the up-  Tpe systems studied contained 125 particles, and we
date of the “real” degrees of freedofme., the coordinates ysed a timestep of 2.5 fs, which is about 4 times smaller than
and with the same timestep. Such a scheme requires the "“Cey conventional Lennard-Jones simulations. After equilibra-
efficient” forces, which are calculated as minus the derivajon the total production runs lasted 30 000 timesteps, during

tive of P with respect to the coefficient, and an inertia yhich pressure, energy and RDFs were measured, as well as
parameter, which connects the forces to the accelerationge effective pair interactions discussed in Sec. IIl.

Under suitable simulation conditions, the coefficients remain
close to the adiabatic ground stdjgrovided they were in
this state initially, thereby avoiding a minimization proce-
dure every timestep in the simulation. We begin by showing in Fig. 1 results for the RDF at
The average dispersion energy and pressure can hhbree different reduced densiti€8.1, 0.3, 0.8 and at a re-

evaluated as the average oveY™ and a corresponding duced temperature of 1.1. RDFs have been calculated for the
virial functional wCPA, respectively, during the course of a full simulation model, including the three-body DDD and
simulation run: DDQ terms, and for a simulation with the Aziz pair potential

C. Results for the pressure, energy and  g(r)
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FIG. 1. Radial distribution functiofRDF) of argon calculated at reduced 6.0 F =
densities of 0.1, 0.3 and 0.8 and a reduced temperature of 1.1. In the top
figures the solid lines represent the RDF in the the presence of full two- and 0.0 0'2 0'4 0I6 0I8 10
three-body interactiongy(®)(r)); the dashed line@lmost indistinguishable ’ ’ ’ * ’ ’
from the solid lines except at* =0.3) represent the RDF in the presence of p

the two-body Aziz potential only g'®(r)). The difference Ag(r)

—g®)(r)—g@(r) is shown in the bottom figures. FIG. 2. Excess pressure and energy per particle of liquid argon, as a func-

tion of density, at a fixed temperature of =1.1. All values are in(LJ)
reduced units §/k=119.8 Ko=0.3412 nm. The symbols are the simula-

. . tion results for the full three-body potentiddlack circleg and the two-body
where these three-body terms are omitted; the difference@ziz potential only(pluses; the solid and dashed lines are the results from

Ag(r), between the RDFs of these calculations are shown ithe Lennard-Jones potentiéRef. 27 and experimentRef. 28, respec-
the bottom part of the figure. The results show that at thdvely-
relatively low density of 0.3similar to the expected critical
density, the three-body terms have a noticeable effect on the
RDF. At the higher density of 0.8, close to the triple point predicted by combining the Aziz pair potential with the cor-
density, and at the lowest density of 0.1, the difference beresponding three-body dispersion terms are in good agree-
tween the RDFs obtained with and without the three-bodyment with experiment. A similar agreement with experiment
effects is very small. At the high density, the liquitfucture  for Krypton was found by Barkel® for a slightly different
is dominated by packing effect§ and the dispersion terms pair potential(K2 by Barker, Klein, Bobeti?® plus AT. In a
are of little importance. At low density, the three-body con-more recent study by Meroet al.” the three-body AT terms
tribution becomes small because of the relatively small numwyere evaluated from a pair HNC theory for krypton. Al-
ber of three-atom encounters. The largest effects are founghough their results showed the same trend as in our simula-
for densities around 0.3, which is in the vicinity of the criti- tions, the three-body contributions were not large enough to
cal density. get the Aziz+ AT results into good agreement with experi-

The reduction of the RDF by the three-body forces isment. The conclusion from our simulations fully underscores
still much larger than reported by Levesque and Welisr  Barker's statement in Ref. 10: “the net contribution of other
krypton (which has stronger three-body effects than aygon many-body interactions to the properties of solid and dense
They found that the RDF was reduced by about 0.02 in &uid argon, krypton, xenon must be very small.” A similar
small region about=1.1c, at a reduced density of 0.55. For conclusion was drawn more recently by Argaal® with
this density, we find that the reduction is about 0.1 in thisregard to the phase-equilibrium properties of argon.
region ofr.

Figure 2 shows the excess pressure and energy as a func-

; : : 728
tion of the density at a fixed temperature of 17 Results . THE REPRESENTATION OF THREE-BODY

are shown for the full three-body potential, as well as for theerrEcTS |IN AN EEFECTIVE PAIR POTENTIAL
Aziz pair potential, and for the usual argon Lennard-Jones

pair potential. The results show that the three-body terms A question of general interest is the way in which the
strongly modify the pressure and energy predicted with thehree-body effects contribute to an effective pair potential
true pair potential, bringing the predicted values into muchwhich might be used in a simulation or theoretical calcula-
closer agreement with experiment. The DDQ three-bodytion to reproduce some property of the simulated fluid ex-
terms are found to have a very small effect on the energyactly. It is not generally recognized that this requiredifa
Their effect on the pressure is small but nonnegligible, agerent potential for each property calculated. In order to
shown in Table I. emphasize this point, we begin by obtaining in a unified way
The results obtained show that the energy and pressutée relationship between the effective potentials which repro-
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TABLE |. Various contributions to the simulation results for the total energy per partigleafd the total excess pressure.f), at a temperaturd™
=1.1. u® andP® are the contributions from the Aziz potential. All values are in LJ units, and are inclusive of a long-range correction.

p* u® ubpo uPbPe u (total) p@ poPD popQ P (total)
0.1 —0.930 0.007 0.002 -0.921 —0.048 0.002 0.000 —0.046
0.2 —-1.795 0.010 0.006 —-1.780 —0.168 0.004 0.003 -0.160
0.3 —2.658 0.306 0.009 —2.342 —-0.315 0.011 0.008 —0.296
0.4 —3.103 0.148 0.014 —2.941 —0.496 0.012 0.017 —0.468
0.5 —3.640 0.187 0.018 —3.435 —0.740 0.066 0.027 —0.646
0.6 —4.205 0.151 0.026 —4.029 —-0.884 0.114 0.046 —-0.724
0.7 —4.881 0.183 0.037 —4.660 -0.820 0.294 0.077 —0.449
0.8 —-5.557 0.243 0.053 —-5.261 -0.119 0.463 0.125 0.469
0.9 —-6.135 0.307 0.075 —5.753 1.730 0.693 0.200 2.624

duce the energy and EoS of the liquid with the full many- ,
body potential, as has previously been done by Batler P12= @(fu;P,T:PJ' dr39139239124U123- (10

Rowlinson and co-workel"samong others. ] ]
In same way we can rewrite the potential energy &g.as
A. Nonuniqueness of the effective pair potential

1
We start from the exact expressions for the potential U=§p2f fdrl drogid Uspt é1sl (11
energyU and the excess pressuPg, in a fluid at a particular
state point p,T), where the particles interact via a two-body With
potential u;,=u(ri,) and a three-body potentiali;,s

1
=Uu(rqz,r13,r29: h1o= P(r12;p,T)= gpf dr3913929912123- (12

U= %p2f f dry drygooUss From Egs.(9) and (11) follows that we may definéwo ef-
fective pair potentialsu,+ ¢(r;p,T) and u+ ¢(r;p,T),

1 where the corrections to the true pair potential differ by a
+ 5p3f f f dry dr,drsgiodiyos, (4)  factor of 3:
1 @(r;p,T)=3¢(r;p,T), (13
3PeV = Epzf f drydragiwi, and yield the correct three-body pressure and energy, respec-

tively. In other words, the effective pair potential deduced

1., from three-body interactions is not a unique quantity. In the
5P J f j dry drp drsgaodizs, ®) following we will consider the three-body contribution to the
effective pair potentialg, relevant for the energy. Note that

with such terms are defined as an average over the radial distri-
dUqs bution functions and are therefostate dependentn the
W12=—r12ar12, limit of r—o, the AT form may be used to show that

©) ¢PPP(r;p,T) can be written as an explicit function of the

d d d distance and densify*3°

Wip3= — ( rlZE + rm@"‘ r23?23> U123, o
T
lim ¢DDD(F;P,T):f(r;P):?Cgpr%- (14

r—o

and whereg;,=9(r15) andgi,3=9(r1,,r 13,1 »3) are the pair-
and three-body radial distribution functions, respectively. By

writing g:23in the following form (which definesg;,3 B. Effective pair potentials from the simulation

91237 9120130259123, @) In Ref. 19 it is shown that the dispersion eneg§y* in
we can evaluate the three-body part of E5). as our simulation model can be written in the following way:
1 —d
3X6P3f fdrldr2912r12r fdrsglsgzagizsulzsy 8 eCPA({C}v{r}):; ei(jz)"'% ei(is) , (15
12

where the factor of 3 follows from the three terms whichwhere =;;e{?) is a two-body type energy, angl;e{’ is a

constitutew,,3. As a final result, we may write the excess three-body type energy. From E@.5) we can thus evaluate

pressure in the following form: the three-body contributions to an effective pair potential in
the simulation:

1 -0
3PeV= EPZJ fdrl C“’2912r12(9r—[u12Jr ¢z, (9
12

1
¢'<r;p.T>=<§ > 5(r—rij>e§f>> : (16
with !

p.T.38

Downloaded 18 Oct 2010 to 131.155.151.251. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



1524 J. Chem. Phys., Vol. 111, No. 4, 22 July 1999 M. A. Van der Hoef and P. A. Madden

where the subscriptB indicates that this average is obtained 25 T T T
over the course of an MD simulation in the presence of full
three-body forces. We have to add a small correctignto

this term because of the fact that a strict separation into pure
two- and three-body terms as indicated in Ep) cannot be
made in our variational equations, due to the CPA normal-
ization factor which appears both in two- and three-body
type terms; a detailed comparison with perturbation theory
shows that alsaei(jz) contains somdsmal) three-body con-
tributions. The corresponding correctiakip can be esti-
mated from a comparison with a true two-body run, i.e., by
evaluating

0" /1(r)

1
A¢(r;p,T)=<§iEj 5(r—rij)e§j2)>

p.T,3B
1 (2)
1j pT.2B 1.0 15 2/.0 25 3.0
. . . . . r’oc
The final three-body contribution to the effective pair poten-
tial measured is then given by FIG. 3. Effective DDD pair potentia$p®°(r) normalized by its functional
form at infinity f(r):%wcgpr"s, at a reduced temperature of 1.1. Solid
d(rip,T)=¢'(r;p,T)+AP(r;p,T). (18 lines: simulation results for densities ranging from Qtdp curve to 0.9

. . . . . (bottom curve, with an increment of 0.1. Dashed line: theoretical result
We note that the RDF is measured in the simulation Vigoptained from Eq.(20) with the low-density estimateg(r)=exp

g(r)=(Zjjo(r— rij)>/27'rpr2N, from the same data as EqQ. (—pu®{(r)) for the RDF(Ref. 4; open squares: theoretical result where the
(16); therefore py constructionp yields the exact three-body RDF is estimated from a pair HNC approximation at density (R&f. 6.
energy, when integrated over the radial distribution function,

and is therefore directly comparable with the effective pairg i of this approximation ai=0.7 (open squaréompares
potential defined by Eq11). As shown in Ref. 19, DDD,

) ; very well with the simulation results at the corresponding
DDQ appear as separate termsefﬁ so the corresponding

: . X . X density.
effective pair potentials measured via Efj6) might also be Figure 4 illustrates the temperature dependenas®5P,
specified as

which is seen to be very low at liquid densities and only to
b= pPPP 1 $PPQ (199 become appreciable at low densities where the temperature
dependence of the liquid structure becomes noticeable.

D. A thermodynamically consistent EPP
C. Results for the effective pair potential . . o .
For simulation or theory it might be of interest to con-

In Flg_. 3we_show re_sults for the three-_b_ody corr_ect|0n Ogtruct an effective pair potentiah®®° which is thermody-
the effective pair potential at several densities and fixed temﬁamically consistent, i.e., a single effective potential which

perature of 1.1. The results shog normalized by the reproduces both the correct three-body eneagyl three-
asymptotic formf(r;p)= (8w/9) Cepr © and indicates a

nontrivial density dependence due to the changing local lig-
uid structure. The results may be compared with theoretical T T 1 T T 1 T T 1
estimates ofP°P obtained by use of 15

1
Bd12=— §PJ dra[exp(—BU129) — 11913923 (20 =
= 1.0
which (without the factor 1/Byields the correct RDF to lin- 5
ear order in the density? Note that to lowest order in the 8§
expansion of the exponential, EO) is equivalent to Eq.
(112), if the Kirkwood superposition approximationg{,s
=1) is used. Applications af20) can be found in the litera-
ture, using approximate expressions for the pair distribution Dy oy Doy
function. In Refs. 2,4,9(r) is estimated fromg(r) 00 50 15 20 25 10 15 20 25 10 15 20 25
=exp(—Bu(r)), i.e., the lowest density approximation. r'o r'o r/'o
Th.e reSUItlngq.SDDD (df"‘Shed lingis compared with the SIMU= 15 4. Simulation results for the effective DDD pair potentisf®C(r)
lation results in the figure, and seen to agree well with them . ) . Lo g 6
. . . normalized by its functional form at infinit§(r)=gmCgpr ~°, at reduced
at sufficiently low density(p~0.1). In Ref. 6,g(r) is calcu-

X i ’ ) temperatures of 1.1solid lines, 1.6 (dashed linesand 2.0(gray lines, at
lated from a pair-hypernetted chain approximation. The rereduced densities 0@eft), 0.6 (middle) and 0.9(right).

0.5
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TABLE Il. Ratio of the value of theCg' coefficient obtained from the LI e S
pressure equatiof22), to the value obtained from the energy equati®8), i T
as a function of the poweN for three different densities, at a reduced 20 7
temperature of * =1.1. For all densities studied, the two values coincide at
N=9, indicating the an effective pair potential of the form® would give | |
a consistent three-body energy and pressure. | ]
Ci‘ﬁ'P/Cﬁ‘ﬁ’U 15 7
PowerN p*=0.3 p*=0.6 p*=0.9 L J
o
6 1.495 1.487 1.484 © 1 ]
7 1.288 1.282 1.278 s 10} -
8 1.128 1.123 1.120 (S” - J
9 1.003 0.999 0.996 B E
10 0.903 0.899 0.896 3 T 11 b
11 0.821 0.817 0.815 i / % o )
12 0.752 0.749 0.747 0.5 s T o= 118 i
T' =20 ]
body pressure, at the DDD level. As was suggested by 0.0 —_—
12 . . 0.0 0.2 04 , 06 0.8 1.0
Barker;“ such a potential should be a homogeneous function P
of the same degree-9) in the coordinates as the Axilrod—
Teller energy, i.e., we should try a potential FIG. 5. Density and temperature dependence of@§& coefficient of an
~ r~° representation of the effective DDD pair potential, normalized by the
dPPP(r;p,T)= Cgﬁ(p,T)l’ -9 (21 C, Axilrod—Teller coefficient. TheCS" is constructed such as to yield the

) " o correct three-body DDD energgnd pressure.
and determine th€g" coefficient such that

1
DDD_~ 2 eff, —9
v 2" f f dry drag1.Co Tz (22) duces the full three-body RDF very well, a much larger dis-

1 crepancy is found with the pure Aziz potential. Nevertheless,
3peDXDDV: _pzf f dr, drzglzgcgﬁr 529_ (23 the small difference in _struc_:ture causes the th_ree-bod_y energy
2 and pressure from this simulation to be slightly different

If the potential is thermodynamically consistent, mgf co- frofrfn those of the full three-body calculation. In principle, the
efficient determined from Eq€22) should be equivalent to Cg coefficient could be re-evaluated in the two-body simu-
the one determined from E3). This was found to be true lation via Eq.(22), the value of which could then be used in
for all densities and temperatures studied, as shown in TabR New two-body simulation, etc., until convergence is
I, in which we show the ratio of the coefficients of an ef-

fective potential of the fornmt—N determined both from the

total DDD pressure C(:ﬁ,ﬁ'P) and the total DDD energy 3.0
(Cﬁﬁ'u), as a function of the poweN, for various reduced
densities and temperature 1.1. It is shown that the two coef-
ficients coincide aN =9, which was also found for all other
densities and temperatures studied. --== Aziz

In Fig. 5 we show the resultin@Sff determined from Eq. — Aziz+ DDD
(22) [or Eqg. (23] as a function of the reduced density, for . Aziz+09"“r'9
temperature§* =1.1, T*=1.6 andT* =2.0. An extensive 20 1
range of simulations would be required to determine a fit of ~
the functional form ofCSﬁ(p,T); still, from the figure a o
simple estimate of the coefficient could be obtained in the 15 F
density range [0.0-1.0] and the temperature range
[1.0-2.0].

It should be stressed, however, that such a potential
would only reproduce the exact three-body energy and pres-
sure if averaged over the RDF of thdl three-body system {
In order to see how well this effective pair potential would
reproduce the structure of the 3B-fluid, we have performed a 05~ 1'0 1'5 2'0 2'5 30
simulation with a potential obtained by combining the Aziz ’ ' Y ’ ’
and the effective ~° potential discussed above, at density
p*=0.3 and temperaturd* =1.1, and comparedFig. 6) FIG. 6. RDE from a simulatio'n with an Azizr Cgffr.’9 poten_tial(circles)
the resit with tose obtained from the Az potential AIONEE 2 and i th ul ves-boy poranhol e cenciy 0

) ‘ | temperature 1.1; it is shown that t&£"r ~° potential gives a good repre-
can be seen that the Aziz effectiver ~° potential repro-  sentation of the “true” structure from full three-body forces.
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FIG. 7. A comparison of the true pair potenti@ziz), the Lennard-Jones
potential and the effective pair potentials at the DDD and GHIDQ
levels for argon ap*=0.9 andT*=1.1.

reached; the difference with the present estimate fox§fe
coefficient is expected to be small, however.
The C§™r ~° potential is not therue three-body correc-

M. A. Van der Hoef and P. A. Madden

progressively reduces the depth of the effective pair potential
with increasing density, without shifting the position of the
minimum, so that in the dense fluid the depth of the effective
pair potential corresponds quite well with that of the
Lennard-Jones potential. The relative importance of the
DDD and DDQ effects is illustrated by the figure, which
indicates a rapid convergence of the multipole series for ar-
gon. Note that we have shown the effective pair potential for
the pressure which would lead to an overestimate of the
three-body effects on the enerf. Eq.(13)]. The Lennard-
Jones potential, which gives a reasonable compromise poten-
tial for the pressurandenergy, while agreeing well with the
effective potential in the region of the repulsive wall and the
minimum, is significantly deeper than the effective potentials
at largerr and closer to the pair potential there.
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