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Abstract

We consider three hypotheses concerning the primate neo-
cortex which have influenced computational neuroscience in
recent years. Is the mind modular in terms of its being
profitably described as a collection of relatively independent
functional units? Does the regular structure of the cortex im-
ply a single algorithm at work, operating on many different
inputs in parallel? Can the cognitive differences between hu-
mans and our closest primate relatives be explained in terms
of a scalable cortical architecture? We bring to bear diverse
sources of evidence to argue that the answers to each of these
questions — with some judicious qualifications — are in the
affirmative. In particular, we argue that while our higher cog-
nitive functions may interact in a complicated fashion, many
of the component functions operate through well-defined in-
terfaces and, perhaps more important, are built on a neural
substrate that scales easily under the control of a modular
genetic architecture. Processing in the primary sensory cor-
tices seem amenable to similar algorithmic principles, and,
even for those cases where alternative principles are at play,
the regular structure of cortex allows the same or greater ad-
vantages as the architecture scales. Similar genetic machin-
ery to that used by nature to scale body plans has apparently
been applied to scale cortical computations. The resulting
replicated computing units can be used to build larger work-
ing memory and support deeper recursions needed to quali-
tatively improve our abilities to handle language, abstraction
and social interaction.

Introduction

We consider three claims regarding the primate neocortex,
referred to simply as the cortex in the following:

• Modular Minds Hypothesis — The mind is primarily
composed of stable cortical circuits which encapsulate
specific cognitive competences and exhibit a high degree
of structural and informational modularity.

• Single Algorithm Hypothesis — There is one fundamen-
tal algorithm that underlies all or most cortical compu-
tations; it is implemented on a computationally homoge-
neous cortical substrate and runs simultaneously in multi-
ple instances on different inputs.
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• Scalable Cortex Hypothesis — Simply scaling the inher-
ent computational architecture of our closest non-human
cousins — perhaps by varying the scaling factor among
the differing functional areas — can account for much if
not all of the cognitive differences between homo sapiens
and non-human primates.

These hypotheses do not assume that the cortex can perform
without considerable input from and interaction with sub-
cortical neural circuits. We merely choose to focus our at-
tention on the cortex, given its large volume, evolutionarily
recent expansion in humans, and tantalizingly regular struc-
ture.

Supporting evidence for theories in neuroscience can
originate from a number of disciplines including the follow-
ing sample, all of which we make use of in the sequel:

• Histology — dissect, slice, stain, inspect and render brain
tissue — from Santiago Ramón y Cajal’s meticulous
drawings of neurons to the Human Connectome Project;

• Neurology — observing patients with head injuries and
brain disorders — from John Harlow’s 1848 observations
of Phineas Gage to the clinical study of stroke patients;

• Neurosurgery — therapeutic opportunities to stimulate
and probe brains — from Roger Sperry’s split-brain
epileptics to non-invasive radiotherapies for tumors;

• Neurophysiology — expose, probe, stimulate and record
from experimental animals — from Hubel and Wiesel’s
work on macaque striate cortex to current optogenetics;

• Neuroimaging — non-invasive recording of neural activ-
ity in awake humans — from Caton and Berger’s develop-
ment of EEG to the modern surge of interest in Functional
Magnetic Resonance Imaging (fMRI);

• Evolutionary Neuroscience — study of the fossil record
and sequencing of genomes of descendant species —
from Charles Darwin to modern paleobiology and molec-
ular phylogenetics;

Modular Minds Hypothesis

Franz Joseph Gall believed that human cognitive capabilities
could be usefully divided into separate functions and those
functions localized in the brain, or, according to Gall, the



surface of the skull. He developed the discipline of phrenol-
ogy to pursue this idea. While the particular functions iden-
tified by adherents of phrenology and their localization rel-
ative to the skull surface merit barely a footnote in modern
textbooks, the notions of functional decomposition and lo-
cality of function continue to influence our investigation of
the brain to this day.

Korbinian Brodmann’s division of the cortex into distinct
regions, or areas, based on the distribution and density of
cell types, or local cytoarchitecture, provides a more princi-
pled way of mapping the brain. Some degree of modularity
in cortical computation based on Brodmann’s areas is in-
controvertible. For example, Brodmann area 4 is the unique
and final common pathway for all volitional body move-
ment. Any cortical processes intending to move the arm,
for example, must do so by acting through the interface of a
specific sub region of this Brodmann area.1 Brodmann area
3 provides a complementary and similarly organized corti-
cal interface for the bulk of sensory information related to
touch, and other areas provide gateways for other senses.

The general trends of modularity and functional localiza-
tion seemed to hold for more complex functions as well.
Brodmann areas 44 and 45 of the dominant hemisphere —
the left in 90% of us — were identified with language pro-
duction by Piere Paul Broca and are now associated with
his name. Area 22, also in the dominant hemisphere, was
linked to the comprehension of language by Carl Wernicke.
In both cases, identification was made by studying patients
with brain lesions who exhibited specific language deficits.

Patients with damaged Wernicke’s area but with intact
Broca’s area often produce elaborate, syntactically-correct
sentences devoid of meaning. Conversely, in the case of pa-
tients with lesions in Broca’s area but an intact Wernicke’s
area, the meaning of words is preserved but sentence struc-
ture is impoverished. Early brain imaging studies using
Positron Emission Tomography (PET) seemed to strengthen
the case, showing highly focused activity in awake subjects
performing language tasks. Such observations were taken
as evidence for the localization of specific language func-
tions, and lent support to the idea that the brain as a whole is
organized as a set of anatomically distinct functional mod-
ules. Claims of strong functional localization beyond the
arena of basic sensory and motor processing, however, have
tempered somewhat in recent years. For example, though
Broca’s Area and Wernicke’s Area clearly play critical roles
in human speech, recent studies using fMRI (more sensi-
tive than PET) have implicated a wider network of brain as
participating in language, many of which are known to sub-
serve other functions as well (Dehaene 2009). It would be
a gross oversimplification to imagine that there is a spatially
distinct “language area” in the brain. Similar observations
in a variety of systems have given credence to a distributed
circuits view of modularity, in which a network of brain ar-
eas might participate in supporting one particular computa-

1The surgeon Wilder Penfield famously cataloged the organiza-
tion and demonstrated the sufficiency of activity in area 4 to evoke
movement by electrically simulating the cortex and moving the pa-
tient’s limbs on the operating table.

tion, and then an overlapping network of areas might sup-
port another. This distributed circuits view is compatible
with Jerry Fodor’s influential conception of cognitive mod-
ules based on specificity of input and informational encap-
sulation (Fodor 1984) rather than simple locality.

Some evolutionary psychologists have rejoined that cog-
nitive modules may be better defined in terms of the prob-
lems they solve rather than the inputs on which they operate.
Evolutionary selection pressures might then act on circuits
that encapsulate a pattern of behavior rather than tinker with
information representations directly. Leda Cosmides and
John Tooby have argued that this idea extends all the way
up to behavioral primitives such as reciprocity, social dom-
inance, hygiene, incest prevention and coalition alignment
(Tooby and Cosmides 1992). At first blush these behaviors
may seem quite complex, but this is misleading in that they
are likely constructed from a set of “hard-coded” cues and
an ancient repertoire of basic communicative actions and re-
sponses. Social primitives confer such enormous advantage
to the organism that it seems plausible that they might end
up deeply coded in our brains and genome.

Modular organization of basic sensory and motor func-
tion having been well established, and hints of modularity
in social behavior and language, some effort has been made
to identify modular functions in the sphere of more general
cognitive capacities. The emerging view of postnatal de-
velopmental, however, argues for more integrative view of
general cognition and awareness. Human development is
now believed to extend well into adulthood, with a marked
shift from relying primarily on local uncoordinated activity
in early adolescence to relying on coordinated distributed
activity spanning a large fraction of the cortex in early adult-
hood and beyond. This so-called local-to-distant functional
change is at least evident on high-level cognitive tasks of the
sort historically associated with tests of intelligence (Fair et
al. 2009; Sepulcre et al. 2010).

Single Algorithm Hypothesis
In 1978, Vernon Mountcastle (1978) characterized the cor-
tex as a collection of anatomically if not functionally distinct
structures which he referred to as cortical columns. Mount-
castle proposed that “all parts of the neocortex operate based
on a common principle, with the cortical column being the
unit of computation”, a view which was held by other lead-
ers in the field at the time (Creutzfeldt 1977). Each hyper
column — a bundle of smaller columnar structures — con-
sists of approximately 60,000 cells and a thousand times
that many connections, most of which span no more than
a couple of millimeters. The cells within columns are them-
selves organized in several layers and the hyper columns
are grouped into larger functionally-related cortical areas.
Columns in a given Brodmann area exhibit the cytoarchi-
tectural differences originally identified by Brodmann, but
the cortex as a whole is viewed as an homogeneous sheet
of densely packed cortical columns each running the same
basic algorithm, albeit with different inputs.

One source of evidence supporting the single-algorithm
hypothesis in primary sensory cortex involves “cross-
modal” experiments in which the cortex is surgically rewired



so that visual stimuli are routed to auditory cortex. Nor-
mally in mammals, the retinal input from the right visual
field is routed to the lateral geniculate nucleus (LGN) of
the thalamus in the left hemisphere and to the superior col-
liculus (SC). Primary visual cortex (V1) in adult mammals
exhibit retinotopic maps with the property that if two neu-
rons receive input from the same local region of the retina,
then these neurons tend to be close to one another in V1.
This property is achieved by a combination of chemical-
gradient-guided axonal growth and highly-correlated spon-
taneous firing patterns produced by the retina prior to eye
opening. Apparently the brain is plastic enough that these
maps can be adjusted and fine-tuned postnatally (Mclaugh-
lin and O’Leary 2005).

In the experiments involving ferrets reported by von
Melchner et al (2000), the connections to the SC are rerouted
to the medial geniculate nucleus (MGN) of the thalamus
which serves the role of the LGN for auditory stimuli. To
extinguish any auditory stimuli from reaching the rewired
cortex, the SC is ablated and the normal input to the MGN
from the auditory tract via the inferior colliculus (IC) is sev-
ered. Not only is the ferret able to perform visual tasks us-
ing its auditory cortex, but the auditory cortex develops a
retinotopic map similar to that found in a normally function-
ing ferret visual cortex. The neurons in the ferret primary
auditory cortex (A1) develop visual response characteristics
including orientation selectivity, direction selectivity and an
orderly retinotopic map.

While similar to V1, the way in which orientation se-
lectivity is mapped in the rewired A1 is less orderly than
in V1, perhaps exhibiting a bias stemming from its origi-
nal auditory function (Newton and Sur 2004). Métin and
Frost (1989) provide related experimental evidence in their
work rerouting visual stimuli to the primary somatosensory
cortex (S1) in hamsters. They show that S1 neurons exhibit
some of the same orientation- and direction-selectivity char-
acteristic of V1 neurons.

Saxe et al (2011) point to these cortical rewiring experi-
ments as evidence of a single-algorithm at work, and their
analysis of several biologically-inspired learning algorithms
provides a plausible list of properties that such an algo-
rithm might possess. Saxe et al suggest that several existing
algorithms — including independent components analysis,
sparse autoencoder neural networks, restricted Boltzmann
machines and sparse coding, all of which yield similar re-
sults with no single algorithm obviously superior — might
provide a constructive realization of Mountcastle’s theory
that a “qualitatively similar learning algorithm acts through-
out the primary sensory cortices” (Saxe et al. 2011). The
restriction to the primary sensory cortices represents (a pos-
sibly necessary) weakening of the general hypothesis.

Todorov (2009) argues the single-algorithm implements
a form of Bayesian inference that combines both bottom-
up top-down components and that additional, intermediate
levels of representations can be stacked to form a hierarchi-
cal system much as was described in earlier work by Lee
and Mumford (2003). He suggests that the same basic al-
gorithm can be applied to the motor cortex using the no-
tion of a motor synergy corresponding to an abstraction of

the musculo-skeletal state as an analogy for primary sensory
features. Such a probabilistic algorithm would satisfy the
properties of the class of algorithms examined by Saxe et
al and behave similarly, at least in performing purely feed-
forward inference.

If the inference performed by the motor, somatosensory
and primary sensory cortices can be explained by a unify-
ing algorithmic basis, then we have progressed some way
in validating the single-algorithm hypothesis. It would be
particularly interesting if primary motor cortex could be so
explained given its extensive connections to the cerebellar
cortex and its role in controlling the execution of movement
which has parallels with some aspects of language genera-
tion. Charles Sherrington’s work (1906) on muscle reflex
circuits underscored the importance of control, feedback,
and prediction in neural systems. Indeed, some scientists be-
lieve that the algorithmic foundations of sensorimotor con-
trol are more fundamental given that our sensory apparatus
would not be of much utility if we weren’t able to move
and interact with the world (Franklin and Wolpert 2011).
Granted, these areas do not cover those believed responsi-
ble for language generation and comprehension, high-level
multi-modal associations, and the executive-control func-
tions which govern abstract, stimulus independent thought.

Koechlin et al (2000) claim the same basic organizational
principles apply to both motor and executive control. The
latter term they reserve to mean the temporal and hierar-
chical organization of action or thought in relation to inter-
nal goals. Koechlin and Jubault (2006) suggest the poste-
rior portion of the prefrontal cortex including Broca’s area
(which, as we mentioned above, is critical to speech produc-
tion) and its homologue in the right hemisphere are primar-
ily responsible for implementing these organizational prin-
ciples, citing their fMRI studies of humans as supporting
evidence.

It is tempting to speculate that the ability to reason about
temporal order and hierarchies of tasks described in the
Koechlin papers was a precursor to and enabler of the lan-
guage facility in modern humans. With respect to the single-
algorithm hypothesis, assuming something like this conjec-
tured cognitive capability is present in humans, does it im-
ply a different sort of algorithm than those conjectured by
Saxe et al (2011) or Todorov (2009)? It would certainly
seem to require more sophisticated inference than either of
the earlier candidates. It could also be the case — again as-
suming something like the Koechlin model is true — that
some or all of the features that serve to differentiate the
Koechlin algorithm are actually present in primary motor
and sensory areas as well.

Scalable Cortex Hypothesis

Charles Darwin (1859) believed that the ”difference in mind
between man and the higher animals, great as it is, is one
of degree not of kind.” Today, there are many who would
disagree, but Robert Sapolsky is not one of them. Sapol-
sky (February 2011) in answering a question following his
talk “Are Humans Just Another Primate?” said that the
biggest difference between chimp and human brains is that



we have “three times as many neurons.” According to Sapol-
sky the genes responsible for this difference govern the num-
ber of rounds of cell division during fetal brain development.

Clearly Sapolsky is not saying that it is just the quantity of
neurons but, rather, he is depending on all that follows from
the interplay of the complicated genomic programs that ini-
tiate the additional stages of neurogenesis.2 Understanding
what makes us uniquely human from the perspective of our
neural architecture is certainly more complicated than it was
at the time when Darwin made his sweeping statement. We
have a wealth of new information coming from sources that
Darwin could not have anticipated. Unfortunately, the new
data is incomplete and open to interpretation.

In comparing humans and non-human primates, we are
most interested in chimpanzees and bonobos with whom
our last common ancestor was 6–8 million years ago, and
macaques and baboons with whom our last common an-
cestor was about 25 million years ago. We have some de-
tailed comparative analyses of cortical cytoarchitecture, but
the data sparsely samples the space of cortical areas, subject
ages, and species we care about. Comparative histological
studies are also hampered by the difficulty of reliably regis-
tering areal landmarks across species (Amunts, Schleicher,
and Zilles 2007), and, in cases where neuroanatomical dif-
ferences are uncontested, the differences don’t necessarily
imply variation in function (Semendeferi et al. 2001). With
such caveats and given the data, we are more similar than
different from our great ape cousins. Even when we go look-
ing for differences in, for example, language areas we find
intriguing parallels, e.g., homologues of Broca’s and Wer-
nicke’s areas have been identified in non-human primates.

But there are also differences that hint at deeper divi-
sions, e.g., both humans and most apes possess a distinctive
class of so-called spindle cells, but these neurons are larger
and more numerous in humans (Nimchinsky et al. 1999).
Constantin von Economo (1929) is credited with discover-
ing these large, uniquely-shaped neurons. They are found
in multiple cortical areas, including anterior-cingulate cor-
tex, fronto-insular cortex, and, most recently dorsolateral-
prefrontal cortex. It is suspected these cells play a role in
higher-level cognitive functions concerning decision mak-
ing, value judgements, error recognition, appetite regula-
tion and conscious awareness — hence their relevance in
comparing human and non-human primates (Allman et al.
2010).

There are also conjectures concerning the possible role of
spindle neurons in accelerating communication between dis-
tant cortical regions, thus suggesting a possible evolutionary
advantage to explain their presence in large-brained mam-
mals. Action potentials can propagate along an axon at any-
where from 1 to 120 meters per second depending on the size
of the fiber and whether it is myelinated. The fact that spin-
dle cells are quite large suggests they may increase impulse

2Michael Gazzaniga (2008) is fond of pointing out that split-
brain patients — whose corpus callosum is severed and the two
hemispheres isolated from one another — effectively have half of
the cortical neurons available to normal people, and yet they exhibit
no loss of performance on standard intelligence tests.

transmission speed, but there is more mystery than light to
be had in applying these observations and conjectures to ex-
plain how humans differ from apes.

The sequencing and comparative analysis of chimpanzee
chromosome 22 with its human ortholog chromosome 21
was enormously exciting (Watanabe 2004), and we can ex-
pect this trove of data to be mined for some time to come.3

The FOXP2 gene is to be one of the genetic differences dis-
tinguishing humans from other animals and is of particular
interest because it is implicated in language disorders (Enard
et al. 2002). While Sapolsky drew upon some details of
this analysis in making his claim, there are numerous other
genomic differences that he chose not to emphasize, but
which other researchers have found significant, e.g., reports
of novel genes differentially expressed in the cortex dur-
ing late neurogenesis (Mühlfriedel et al. 2007). Genomic
tools are also at work in the use of microarrays to compare
gene expression levels in chimpanzee and human (Preuss et
al. 2004). Cáceres et al (2003) have identified more than
one hundred genes that are more highly expressed in human
than in chimpanzee cortex, in contrast to, say, the heart and
liver where the number of genes more highly expressed in
humans is approximately the same as the number of genes
expressed at lower levels in chimps.

Humans appear to be more lateralized than non-human
primates and some of the well studied asymmetries in hu-
mans, including those associated with language, are found
in apes. Despite predictions of humans possessing more ar-
eas than apes the latest evidence suggests that humans did
not require new cortical areas (Preuss 2009).

So is the human cortex substantially different from that
of our closest cousins? It depends on whom you ask, what
function you’re interested in, and what you mean by substan-
tial. Our guess is that there are some differences in the areas
associated with the production and processing of language,
visual perception, and the prefrontal cortex that can’t be ac-
counted for by a few extra rounds of cell division during
fetal brain development. Surely these are likely to provide
advantages, but keep in mind that as far as we know these
differences primarily enhance capabilities that were already
available to our closest relatives to some degree. Consider
the computational advantages humans might get just from
the extra rounds of cell division and how these advantages
could improve existing capabilities in chimps.

Transistor count is sometimes given as a proxy for the
performance of a new processor chip, but every computer
scientist knows it is not the number of transistors or even the
number of logic gates that matter, but how those components
are organized. The reason transistor count is at all interest-
ing is that processor architectures are modular and highly
scalable. Registers, caches, processor cores and SIMD lanes
all scale — more is generally better, though we have yet to
figure out how to write code or build compilers that make
the most of multi-core hardware.

3However, as new data becomes available, there is a growing
concern that we have substantially underestimated the genetic dif-
ferences between human and chimp, which could be as high of 4%
in the full DNA sequence by some estimates (Cohen 2007).



In terms of morphology, natural selection is particularly
adept at designing robust modular systems. Hox genes gov-
erning the basic body plans in most animals illustrate this
modular design. The PAX-6 gene has the capability that if
expressed in a fruit fly it builds a fruit-fly eye and if ex-
pressed in a mouse it builds a mouse eye (Callaerts, Halder,
and Gehring 1997). Genomic regulatory programs control
the number, type and location of body segments and ap-
pendages. Cell differentiation and migration in the devel-
oping embryo control the type of neuron, its placement, and
the distinctive cytoarchitecture of different areas in the cor-
tex. Much of this machinery is common to all vertebrates.

Scaling is fundamental in development, e.g., capillary net-
works have to be scaled to handle wide variation in tissue
type to bring oxygenated, nutrient-rich blood to within reach
of every cell in the body as well as carry away waste prod-
ucts. The developing embryonic brain employs diverse sig-
naling mechanisms, e.g., following chemical gradients, to
route axonal processes to their final or near final locations
as well as induce topographic mappings that preserve local
invariants, e.g., adjacent points of the visual field are repre-
sented in adjacent regions of the striate cortex.

Cortical neurogenesis can be divided into an early and a
late period. The length of time and number of cell cycles
spent in the early period of cell division determine the num-
ber of cortical columns. The length of time and the number
of cell cycles spent in the later period is believed to deter-
mine the number of individual neurons within a cortical col-
umn (Gazzaniga 2008).

While humans have pretty much the same basic functional
areas as chimps, there are differences in the morphology and
connectivity of some areas. There is evidence that the pre-
frontal cortex has more neurons and some layers are more
densely packed (Semendeferi et al. 2001). While there is
no difference in the average number connections per neuron,
humans have somewhat more intra-regional connections and
somewhat faster inter-regional connections. The corpus cal-
losum is somewhat thinner in humans, which may indicate
some reduction in the communication needs between the
hemispheres.

While more cortical columns and more densely packed
neurons in layers could help to accelerate some computa-
tions, the biggest potential gains would likely come from
an increase in the depth of combinatorial circuits that can
be constructed from the neural substrate. The human brain
can’t implement stacks or recursion as we commonly do
on von Neumann machines. Instead it must replicate struc-
tures and maintain information on the stack, perhaps using
some form of what O’Reilly calls “limited variable bind-
ing” (O’Reilly 2006).

Granger (2006a) believes the algorithmic foundations of
the cortex have their basis in thalamo-cortico-striatal (TCS)
loops which can be combined to implement hierarchical in-
ference, iterative algorithms and recursive embedding in lan-
guage. Such loops are evident in most cortical areas includ-
ing prefrontal cortex and are augmented with sub-cortical
structures including the thalamus and basal ganglia. Granger
conjectures human language “arises in the brain as a func-
tion of the number of TCS loops”.

Deeper recursive embedding enables more complicated
linguistic structures, and richer epistemological and emo-
tional theories of other minds. The ability to handle deeper
layers of abstraction and richer compositional models would
facilitate managing with larger cliques and more compli-
cated social arrangements.

As far as higher-level and executive cognitive functions
are concerned, the prefrontal cortex (PFC) is most often im-
plicated. O’Reilly et al (2010) cite converging evidence “to
suggest a hierarchy organized along the posterior-anterior
anatomical axis of the PFC, with more anterior areas pro-
viding higher level control representations.”

Tai-Sing Lee and David Mumford (2003) and Dileep
George and Jeff Hawkins (2009) associate the layers of their
hierarchical models with specific cortical areas and hence
their models of the primate visual ventral pathway have lay-
ers corresponding to V1, V2, V4, IT, etc. Earlier papers
by Mumford (1991; 1992) on cortico-thalamic loops make a
similar assumption. This is fine except that it doesn’t help
the argument vis a vis why humans are cognitively more
capable than non-human primates, since we have more or
less the same number and arrangement of cortical areas as
chimps and even macaques. The work by Granger (2006b;
2004) may not provide solid evidence for deeper combina-
torial circuits, but it does provide some complementary hy-
potheses and interesting conjectures about how such circuits
might be implemented in the cortical substrate — and sub-
cortical structures in the case of the thalamic-cortico-striatal
loops. .

Where does this leave us? There are significant limita-
tions imposed on gathering information on primate brains.
Evidence on the neural correlates of higher cognitive func-
tion in humans and apes is less direct — primarily based
on noninvasive techniques such as fMRI, the observation of
patients with stroke or tumor, and postmortem examination,
and often less compelling than we would generally consider
in the case of hypotheses concerning simpler organisms. Ge-
nomic information has been immensely useful in suggest-
ing places to look, and postmortem studies provide insights
into cytoarchitectural differences that might yield functional
differences. But the questions are too intriguing to simply
postpone until better brain-imaging and cell-recording tech-
nologies become available.

By some accounts, there is four-fold difference in brain
size between humans and our closest primate relations and
a “far greater size difference if just the anterior cortical ar-
eas underlying language abilities are concerned” (Granger
2006a). How could such differences confer computational
advantages that might account for the observed cognitive
differences between the species? Certainly a larger working
memory and support for representing more complicated re-
lationships might be at play, but we suggest here that the key
is the ability to realize deeper combinatorial circuits which
would enable us to handle longer chains of inference, deeper
recursive embedding, and nested representational structures.

Discussion
There is substantial evidence for each of the three hypothe-
ses: cortical modularity, a single common algorithm, and



intrinsic scalability. In no case, however, is the question de-
cided. Some degree of modularity is incontrovertible given
the predictable relationship between the location of brain in-
juries and their behavioral impacts, yet the best measure-
ments of our time show that most cognitive functions entail
the coordinated activity of a network of brain areas. The
notion of a single cortical learning algorithm is suggested
by the repetitive anatomy of the cortex and bolstered by di-
rect experiments in the primary sensory cortices, but lacks a
mature theory of what that single algorithm might be. Yet
where these first two hypotheses seem most vague, in the
abstract computing capability of the frontal cortex, the third
hypothesis seems strongest. The cortical expansion of the
human frontal cortex is our best explanation of our powerful
cognitive abilities, and that conjecture of scalability would
seem to rest, at least partially, on the validity of cortical
modularity and the presence of a single cortical learning al-
gorithm.

In general, a deeper stack, whether this be realized in soft-
ware or by replicating cortical structures, allows for deeper
procedural nesting and richer representations. The larger
your memory and the more powerful the ability to make fine
distinctions and infer complex relationships, the larger your
social circle and the more subtle the laws that govern its be-
havior. Better means of transferring knowledge by acting to
encourage mimicry and communicating to convey abstract
ideas augment a society’s ability to govern itself and create
and share technology. In short, more computation can pro-
pel a species to civilization if it starts out with a sufficiently
broad repertoire of basic physical and social behaviors.

The mystery of homo sapiens’ dominance might also
be resolved by appeal to our strong social instinct. Not-
ing that apes have the capacity for abstract thinking and
evidence localizing such function in the prefrontal cortex,
O’Reilly (2006) suggests the possibility that the critical dif-
ference may be due not to the hardware, despite its being
quantitatively superior, but to “the motivations that drive us
to spend so much time learning and communicating what we
have learned to others.” And recent evidence (Shultz, Opie,
and Atkinson 2011) supports the hypothesis that social be-
havior is deeply rooted in genetics and thus a “species has to
operate with whatever social structure it inherits.”

A skeptic might view the three hypotheses fea-
tured in this paper as belonging to the same class
as Ernst Haeckle’s (1883) recapitulation theory or Paul
Maclean’s (1990) hypothesis that the primate brain is com-
prised of a reptilian component (basal ganglia), a mam-
malian component (limbic system), and a primate com-
ponent (neocortex) — conjectures that made sense until
technology provided us the means to delve deeper into
the brain’s mysteries. But these three hypotheses are not
based on superficial appearances which — as in the case
of Haeckle and Maclean — will be rendered obsolete by
the next generation of recording and imaging techniques.
Structural (morphological) modularity, algorithmic parsi-
mony, and scalable architectures are powerful computational
principles which one might imagine natural selection would
likely stumble on eventually. It might even be argued that
these principles were necessary to produce these remarkably

efficient computing devices which have enabled our species
to survive long enough to realize the benefit of shouldering
such a punishing metabolic load.
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