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ABSTRACT

Deep convection and its associated mesoscale circulations are modeled using a three-dimensional elastic model
with bulk microphysics and interactive radiation for a composite easterly wave from the Global Atmospheric
Research Program Atlantic Tropical Experiment. The energy and moisture budgets, large-scale heat sources and
moisture sinks, microphysics, and radiation are examined.

The modeled cloud system undergoes a life cycle dominated by deep convection in its early stages, followed
by an upper-tropospheric mesoscale circulation. The large-scale heat sources and moisture sinks associated with
the convective system agree broadly with diagnoses from field observations. The modeled upper-tropospheric
moisture exceeds observed values. Strong radiative cooling at the top of the mesoscale circulation can produce
overturning there. Qualitative features of observed changes in large-scale convective available potential energy
and convective inhibition are found in the model integrations, although quantitative magnitudes can differ,
especially for convective inhibition.

Radiation exerts a strong influence on the microphysical properties of the cloud system. The three-dimensional
integrations exhibit considerably less sporadic temporal behavior than corresponding two-dimensional integra-
tions. While the third dimension is less important over timescales longer than the duration of a phase of an
easterly wave in the lower and middle troposphere, it enables stronger interactions between radiation and dynamics
in the upper-tropospheric mesoscale circulation over a substantial fraction of the life cycle of the convective
system.

1. Introduction

Deep convection and its associated mesoscale cir-
culations represent dominant components in the hy-
drology and radiation of the tropical atmosphere. These
cloud systems transport and remove large amounts of
water and are thereby important in controlling upper-
tropospheric water vapor, which in turn exerts a strong
greenhouse effect (Soden and Fu 1995). The spatially
extensive, optically thick upper-tropospheric ice clouds
in these systems can exert large longwave and shortwave
cloud radiative forcing (e.g., Harrison et al. 1990). Thus,
these cloud systems are crucial elements in global cli-
mate. Significant large-scale heating is associated with
these systems, and general circulation models (GCMs)
have suggested that modes of large-scale tropical var-
iability depend on the frequency and spatial distribution
of deep convection (Slingo et al. 1994). The mass trans-
ports associated with these cloud systems lead to re-
distribution of chemical species and probably play im-
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portant roles in atmospheric chemistry (e.g., Lelieveld
and Crutzen 1994; Stenchikov et al. 1996).

The parameterization of the effects of deep convec-
tion in GCMs remains a complex, challenging problem
in atmospheric science with many uncertain aspects. The
climate in GCMs is sensitive to the details of cumulus
parameterization (e.g., Donner et al. 1982; Hack 1994).
Most cumulus parameterizations currently used in
GCMs have been designed to treat heat and moisture
interactions between deep convection and large-scale
flows, with little attention to microphysical and radiative
aspects or the mesoscale circulations associated with
deep convection. Donner (1993) treats mesoscale cir-
culations associated with deep convection but is limited
by both current lack of knowledge of the basic processes
involved in convective systems and absence of some
critical observations of these systems, for example, ice
contents in the mesoscale circulations and simultaneous
characterization of both the large-scale dynamic envi-
ronment and microphysical and radiative properties.

High-resolution models that can explicitly resolve in-
dividual deep convective elements are a valuable tool
for studying the processes associated with these systems
and for evaluating cumulus parameterizations for large-
scale models. The characteristics of convective cloud
systems (including radiation and associated interactions)
have been studied with these models (e.g., Tao et al.
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1993; Fu et al. 1995; Chin et al. 1995; Guichard et al.
1996; Grabowski et al. 1996b). They have also been
used to evaluate cloud parameterizations (e.g., Gregory
and Miller 1989; Xu and Krueger 1991). The equilib-
rium climates of these models in the absence (Held et
al. 1993) and presence (Sui et al. 1994; Grabowski et
al. 1996a) of imposed dynamic forcing have been in-
vestigated. Until recently, cloud-system models have
been two-dimensional, with a few small-domain (sev-
eral tens of kilometers per side) three-dimensional ex-
ceptions (Lipps and Hemler 1986; Redelsperger and
Sommeria 1986; Tao and Soong 1986; Dudhia and Mon-
crieff 1987).

Currently, efforts are underway at several laboratories
and universities to study convective systems with larger-
domain (several hundreds of kilometers per side) three-
dimensional cloud-resolving models. These models
have domains significantly larger than those of the in-
dividually resolved cumulus elements and are also com-
parable in size to the resolution of GCMs typically used
for climate studies. The purpose of this paper is to ex-
amine a three-dimensional large-domain integration of
a cloud system for conditions associated with a com-
posite easterly wave from the Global Atmospheric Re-
search Program (GARP) Atlantic Tropical Experiment
(GATE). The model is described in section 2. Dynamics
and energetics (section 3), microphysics and radiation
(section 4), and the role of the third dimension (section
5) are highlighted. In focusing on these issues, the paper
aims to evaluate the behavior of the model in a typical
case, especially regarding properties that are important
for the interaction between convection and larger scales.
If models of this nature can capture these features re-
alistically, they have great potential for evaluating cu-
mulus parameterizations and the hypotheses on which
parameterizations are based. The results to be presented
are generally promising in this regard, although they
indicate that some aspects of the models require further
development. General questions regarding the basis for
parameterization will also require use of models in more
synoptic environments than the GATE case considered
here.

2. Model description and integration design

The model used for these integrations is a three-di-
mensional version of that employed by Held et al.
(1993). The model uses elastic dynamics, bulk micro-
physics, and interactive radiation. In addition to adding
the third dimension, other modifications include the fol-
lowing. 1) In the bulk aerodynamic formulations for
surface sensible- and latent-heat fluxes, atmospheric
temperatures and mixing ratios extrapolated to 10-m
heights are used. By doing so, observed sensible-heat
fluxes (which used atmospheric measurements at 10 m)
can be compared more readily with the model. No min-
imum value is imposed on the horizontal wind speed in
the bulk aerodynamic formulation here. 2) An autocon-

version threshold for ice of 1.5 g kg21 [instead of zero
and similar to the threshold of 1.0 g m23 in Lipps and
Hemler (1988)] is used in the bulk microphysics. The
model includes two classes of ice: cloud ice and snow.
3) The sponge layer near the model top has a strength
k0(z 2 z0). The damping is linear above z0 5 13.875
km with a damping time of 235 s at the model top at
16 km. For potential temperature, the model is damped
to observations, instead of the model horizontal means
in Held et al. (1993), where the sponge is applied above
z0. The sponge layer is fairly thin, and the model top
is only somewhat above the heights to which GATE
convection penetrates, following Lipps and Hemler
(1986). This offers an obvious advantage in limiting
computational demands, but the sponge layer is thinner
than in many studies of deep convection (e.g., Held et
al. 1993), and active microphysical and radiative pro-
cesses will be seen to extend through the full vertical
extent of the model domain at some times during the
integrations. Although some details of the integrations
may be artifacts of these limitations, the fundamental
character of the modeled convective systems does not
appear to have been altered significantly by the use of
a fairly thin sponge layer or limited vertical domain.

The horizontal model domain for these integrations
is 220 3 220 km. The horizontal and vertical grid
lengths are 2 km and 500 m, respectively. The horizontal
domain is similar to that of the GATE B-scale array,
from which observations used to force and evaluate the
integrations are obtained. It is also typical of resolutions
of many climate GCMs in which convective processes
are parameterized. A series of test calculations with the
model using resolutions from 500 m to 5 km indicated
that some basic features of the integrations (e.g., pattern
of vertical velocity) began to change noticeably as the
resolution was degraded beyond 2 km, motivating the
choice of horizontal resolution in the face of the great
computational demands of the three-dimensional inte-
grations. Also, note that Golding (1993) successfully
modeled intense convection near Darwin (Australia) us-
ing 3-km resolution. The model employs periodic lateral
boundary conditions. The model time step is 2 s. The
model domain moves with the time-dependent, verti-
cally averaged wind, obtained from Thompson et al.
(1979). These winds have not been mass weighted, and
this movement of the domain will be used only in an-
alyzing the surface precipitation field.

The integrations are performed over a composite east-
erly wave from GATE. Advantages of this procedure
include the presence of well-documented observations
and the typical character of the synoptic situation as-
sociated with the composite. Disadvantages, relative to
integrating for specific cases, arise from the nonlinear
relationships between atmospheric structures, forcing,
and convection, which limit the extent to which con-
vection arising from composite states in the integration
can be compared with composite observations. Another
disadvantage is that a diurnal cycle of radiation is not
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implemented; instead, radiation calculations are per-
formed with a solar zenith angle of 538, representing a
tropical diurnal average. The radiative-transfer model
used here is described in Held et al. (1993).

Large-scale forcing for potential temperature and vapor
mixing ratio are imposed as terms added to the ther-
modynamic and vapor mixing-ratio equations. This large-
scale forcing, which depends on height and time, rep-
resents the effects of both horizontal and vertical large-
scale advection of temperature and vapor mixing ratio.
Feedbacks by convection on the easterly wave and its
large-scale forcing (Paradis et al. 1995) are excluded by
this procedure. Height-dependent observations from
GATE (Thompson et al. 1979) for temperature, mixing
ratio, apparent heat source, apparent moisture sink, and
duration of GATE wave phases are used. The large-scale
forcings (representing total advection) for potential tem-
perature ]LSu and mixing ratio ]LSq are given by

]u Q p1
] u 5 2 , (1)LS

]t cp

]q Q2
] q 5 1 . (2)LS

]t L1

Potential temperature is denoted by u, vapor mixing ratio
by q, specific heat capacity at constant pressure by cp,
and latent heat of vaporization by L1. The reciprocal Ex-
ner function p is , where p is pressure, p0 isR /cd p(p / p )0

a reference pressure (100 hPa), and Rd is the gas constant
for dry air. The apparent heat source Q1 is given by

]s ]
Q 5 1 = · (v s) 1 (v s), (3)1

]t ]p

where s 5 cpT 1 gz is the dry static energy, v is the
horizontal velocity vector, and v is the (pressure) vertical
velocity (T and g denote temperature and the gravity
constant, respectively). A large-scale average is indicated
by an overbar. The apparent moisture sink Q2 is given
by

]q ]
Q 5 2L 1 = · (v q) 1 (v q) . (4)2 1 [ ]]t ]p

The model integrations are initialized with height-
dependent temperature and mixing-ratio soundings from
GATE phase 1 in Thompson et al. (1979). Perturbations
are imposed on the initial mixing ratio to initiate con-
vection. The perturbations vary in the horizontal but are
constant throughout the lowest 1.5 km in each column
of the model. The perturbations are horizontally random,
generated from a uniform distribution between 62 g
kg21. These perturbations are similar to those employed
by Lipps and Hemler (1986). The perturbations are cho-
sen to be random so as not to impose organized structure
on the convection when it develops, and Lipps and Hem-
ler (1986) found that perturbations of this magnitude
were sufficient to initiate convection. However, further

research as to the most appropriate magnitude and struc-
ture of these initial perturbations is warranted. The in-
tegrations extend from phase 1 through phase 7 of
GATE. (Phase numbers refer to particular synoptic fea-
tures of the composite easterly wave. For example,
phase 4 refers to the trough and phase 8, to the ridge,
while phases 2 and 6 indicate maximum north and south
winds, respectively. Intermediate numbers indicate in-
termediate synoptic phases.) Phase 8, with little ob-
served deep convection, is not used in the integration.
Phase 1, also with limited deep convection, is used in
the integration to allow the model to spin up. Using
Table 1 of Thompson et al. (1979), the durations of
phases 1–7 are taken as 10, 14, 9, 10, 8, 13, and 9 h,
respectively. The local tendencies of potential temper-
ature and mixing ratio in (1) and (2) are evaluated by
differencing the potential temperatures and mixing ra-
tios at the beginning of each wave phase in Thompson
et al. (1979) and dividing by the duration of the wave
phase. Apparent heat sources and moisture sinks are
interpolated linearly between their Thompson et al.
(1979) values at the beginning of each wave phase.
Zonal and meridional velocity components are inter-
polated from Thompson et al. (1979) to hourly fre-
quency; these values are used to update the base-state
velocity each hour. This approach differs from that used,
for example, by Grabowski et al. (1996b), who relax
the base-state wind toward imposed large-scale winds.
No difficulties have been noted with the direct impo-
sition of observed wind profiles at hourly frequency in
the present integrations.

Time-dependent surface temperatures are imposed.
These temperatures yield the surface sensible-heat flux-
es in Thompson et al. (1979), when their formulations
for heat flux and temperature profiles are used.

Three integrations are considered. The three-dimen-
sional integration is referred to as ‘‘3D.’’ To evaluate
the effect of the third dimension, a parallel two-dimen-
sional integration (‘‘2D’’) is performed. The 2D inte-
gration uses only zonal-wind components and is con-
fined to a height–longitude plane with no meridional
dimension. In both 3D and 2D, radiative heating and
cooling are large relative to other diabatic and dynamic
processes. The effect of radiation is isolated by per-
forming a third integration, ‘‘2D No Radiation,’’ which
is identical to 2D but with no solar or longwave radi-
ation.

Large-scale potential-temperature forcing ]LSu is
shown in Fig. 1a. Large-scale forcing destabilizes the
lower and middle troposphere appreciably from about
25 to 45 h, the transition from maximum low-level north
winds through the trough axis in the easterly wave. The
upper troposphere is stabilized as low-level southerly
flow is established in advance of the approach of the
ridge axis. The magnitude of this stabilization is less
than the magnitude of the destabilization of the lower
and middle troposphere during the earlier stages of the
easterly wave. Figure 1b shows the large-scale moisture
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FIG. 1. Imposed large-scale tendencies for (a) potential temperature and (b) vapor mixing ratio. Imposed large-scale (c) zonal and (d)
meridional wind.

forcing ]LSq . The largest moistening occurs some hours
before the lower troposphere is most rapidly destabilized
thermally, and drying (of smaller magnitude) occurs in
the lower troposphere as the ridge approaches. Figures
1c and 1d show the horizontal velocity components (rel-
ative to the earth). Easterly flow (except in the lower
troposphere) and easterly shear prevail, and shear is
strongest after the low level has been most intensely
destabilized.

3. Dynamics and energetics

The motion fields associated with the convective
cloud system are quite complex and exhibit several
forms of organization. Figures 2a and 2b illustrate some
examples, just after the onset of vigorous deep convec-
tion (11.25 h into the integration). Vertical organization
from 2D is shown in Fig. 2a. (Unless otherwise noted,
all figures depict the model domain as it moves with
the vertical average of the base-state flow.) Convective
cores have vertical extents as great as 8 km. Weak down-
drafts occur adjacent to and below the updrafts in re-

gions of strong evaporative cooling, where rain has been
shed from the cores. A dynamically active mesoscale
pattern characterizes the region downstream of the most
developed convective core. (Note in Fig. 1c that zonal
winds from 10 to 12 h at 8–10 km are easterly between
2 and 6 m s21, while they are easterly between 6 and
8 m s21 between about 3 and 5 km. The convective
cores at heights less than 8 km evidently move more
rapidly to the east than does the material detrained at
their tops.) Averaged over the preceding 11.25 h, this
dynamically active region is where the most intense
gradients in destabilizing radiation occur, with heating
at the base of this region of detrained condensate around
8–9 km and cooling at its top, around 11–12 km (dis-
cussed in detail in section 4). The small-scale updrafts
and downdrafts in this anvil circulation transport heat
upward from its base, opposing the pattern of destabi-
lizing radiation. Figure 2b displays horizontal organi-
zation from 3D at 11.25 h into the integration on a level
9.5 km above the ground. Several concentrated cores
have vertical velocities exceeding 10 m s21. The max-
imum vertical velocity reaches nearly 18 m s21. Figure
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FIG. 2. (a) Vertical velocity from 2D integration at 11.25 h. Vertical
velocity from 3D integration at (b) 9.5 km and 11.25 h, and (c) 11.0
km and 61.25 h. Vertical-velocity range from (a) 23.8 to 10.3, (b)
23.1 to 17.7, and (c) 20.9 to 1.6 m s21.

2c shows the 3D pattern much later in the life cycle of
the convective system at 11.0 km. The level depicted
is in the mesoscale stratiform portion of the convective
system and is characterized by many elongated areas of
upward and downward motion of modest magnitude. As
will be discussed in more detail in section 4, the me-
soscale stratiform area is strongly destabilized by ra-
diation. Small-scale convective motions in the stratiform
anvil act to transport heat so as to partially compensate
for this destabilizing radiation. In addition, gravity
waves may be propagating through the anvil; animation
of the integration solutions shows stronger evidence of
gravity waves in the anvil during earlier stages of the
integration when deep convective towers are also pre-
sent.

Very little observational information is available on
the small-scale structure of fields such as those discussed
above. However, some indications are evident in the
distributions of boundary layer relative humidity mea-
sured at a horizontal resolution of approximately 25 m

over a domain of 100 km off the coast of Florida. The
frequency distributions of these measured humidities
and those produced by the cloud-system model can be
roughly rationalized (Haywood et al. 1997). Although
many factors limit the extent to which the observed and
model humidities can be compared in that study, it is
an encouraging finding regarding the model’s ability to
capture the statistical character of the small-scale dis-
tribution.

Figure 3 depicts the principal terms in the energy
balance, averaged over the model’s horizontal domain.
The convective system produces its first deep convec-
tion about 10 h after large-scale forcing acts on the
random humidity perturbation in the boundary layer, as
can be seen from the condensation pattern in Fig. 3a.
Lipps and Hemler (1986) note that an appreciable time
is required before convection develops with this model
with the imposed initial perturbations. It is unclear what
factors are responsible; the random organization of the
initial perturbations and the inability of the model to
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FIG. 4. (a)–(g) Phase-averaged QT from model integrations and Q1/cp from GATE observations; (h)–(n) phase-
averaged QQ from model integrations and Q2/L1 from GATE observations.

resolve smaller-scale, incipient circulations that may
precede deep convection are possibilities. A particularly
vigorous burst of deep condensation occurs at the ear-
liest stages of the system. For the following 20 h or so,
condensation of somewhat intermittent character re-
mains pronounced in deep towers. Condensation grad-
ually dissipates thereafter. (The microphysics formula-

tion allows no cloud ice below 2128C, a fairly crude
approximation resulting from the use of a combined,
single variable for cloud liquid and cloud ice. The ob-
served and modeled temperatures fall below this value
between 7 and 7.5 km, explaining the time-independent
zero line for condensation in Fig. 3a.) Deposition (Fig.
3b) is generally a vertical extension of condensation,
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FIG. 4. (Continued )

except that a maximum appears around 12 km near the
end of the integration. This deposition is associated with
overturning motions in the stratiform anvil, which has
been destabilized by radiation (Fig. 2c) and has no direct
connection to the deep convective towers that dominate
the early stages of the integration. Evaporation of cloud
liquid and rain (Fig. 3c) is generally concentrated at
lower heights than condensation. Evaporation maxima

often occur nearly simultaneously with condensation
maxima. Sublimation (Fig. 3d) also exhibits a tendency
to match its maxima with those of deposition. Freezing
(Fig. 3e) is of much smaller magnitude than the fore-
going processes. Its maxima occur during the stages of
the system still dominated by deep convective towers
but are delayed appreciably; condensate builds up before
the onset of appreciable freezing. Both sublimation and
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freezing persist slightly where temperatures are some-
what above 08, a result of the presence of snow falling
from colder areas. The conversion of snow to vapor
(before it melts) in these warm areas is sublimation.
When snow accretes cloud liquid in these warm areas,
freezing of the cloud liquid occurs. Considerations sim-
ilar to those for freezing also apply for melting (Fig.
3f), except that it is concentrated in a thinner layer where
it is locally of greater magnitude than freezing. In ad-
dition to phase changes, significant fluxes of heat and
moisture are produced by the motions in the convective
system. The potential temperature flux (Fig. 3g)c rw9u9p

exhibits maxima around 4 km in deep convective towers
and also around 10 km. Examination of profiles of ver-
tical velocity (not shown) indicates that large upward
vertical velocities around 10 km occur in individual con-
vective towers. There are also smaller-scale updrafts and
downdrafts in the mesoscale stratiform region. Both
convective-scale and stratiform vertical motions can
contribute to the heat flux. Toward the end of the in-
tegration, small-scale, shallow convection in the radia-
tively destabilized anvil produces moderate heat fluxes.
Convergence (divergence) of these heat fluxes opposes
radiative cooling (heating) in the anvil; radiation in this
cloud system will be discussed in section 4. Water vapor
fluxes (Fig. 3h) are broadly in phase with lower-tro-
posphere heat fluxes. (Temperatures are too cold for
appreciable vapor fluxes where strong upper-tropo-
sphere heat fluxes develop.) The lower-troposphere wa-
ter vapor fluxes provide a strong signal of deep con-
vection in the first half of the integration.

The aggregate effects of phase changes and conver-
gence of fluxes act to force the temperature and water-
vapor fields of large-scale flows in which convective
systems develop. Cumulus parameterizations for large-
scale models attempt to infer these forcings from the
properties of large-scale flows. The ability of cloud-
system models to match large-scale heat sources and
moisture sinks diagnosed from observations provides a
measure of their skill in representing processes that are
important in the interaction between cloud systems and
large-scale flows. The usefulness of cloud-system mod-
els in evaluating and developing cumulus parameteri-
zations obviously depends on the ability of these models
to represent these interactions.

Figures 4a–g illustrate the sums of heating by phase
changes and flux convergence for the cloud-system
model integrations, defined as

6

L gO i i 1 ]i51Q 5 2 rw9u9 , (5)1 2T c rp ]zp

where gi is the rate of the ith phase transformation, w
is vertical velocity, and r is density. The subscripts i
run from 1 to 6 and refer to condensation, evaporation,
deposition, sublimation, freezing, and melting, respec-

tively. The latent heats of vaporization, sublimation, and
fusion are indicated by L1, L3, and L5, respectively. (The
model has one set of levels for w and another set of
levels for u. Vertical derivatives of fluxes are obtained
by first interpolating u to the w levels and evaluating
the fluxes on those levels. The derivatives are then ver-
tical finite differences centered at the u levels. An anal-
ogous procedure is employed to evaluate moisture flux-
es.) All phase changes are defined as positive semide-
finite, so

L2 5 2L1, L4 5 2L3, L6 5 2L5.

Overbars refer to averages over the horizontal domain
of the model, and primes refer to departures therefrom.
Also illustrated in Figs. 4a–g are related quantities di-
agnosed from observations by Thompson et al. (1979),
Q1/cp, following the definition [(3)]. Note that QT does
not include radiation, which, along with subgrid dif-
fusion (including convergence of surface heat flux),
would render QT and Q1/cp consistent. Radiation has
been omitted from QT to focus on the effects of phase
changes and flux convergence. With a few exceptions,
the magnitude of radiative heating and cooling between
1 and 6 km is less than 2 K day21. As will be discussed
in section 4, radiative effects are much greater above 6
km, where their addition to QT produces appreciable
changes in the total large-scale forcing by the convective
system relative to the profiles in Figs. 4a–g.

Once convection begins, the sum of the model phase
changes and flux convergence generally captures suc-
cessfully key features in the shapes of the profiles of
the apparent heat source below approximately 7 km.
The temporal evolution of the amplitude of the model
heat source differs from the evolution of the model heat-
ing through the trough, with the model amplitude too
small initially and then too large. This may be a result
of the procedure used to initiate the convection, which
starts later in the model than in the observations. As
will be discussed shortly, the delayed onset of deep
convection allows more convective available potential
energy to build up than is observed, so, once convection
is established, it is more vigorous than observed. By the
trough exit (phase 5), the magnitudes of the model and
diagnosed apparent heat sources are comparable in the
lower and middle troposphere. Above 7 km or so, QT

exhibits more vertical structure than the diagnosed heat
sources. Comparing the modeled heating from phase
changes and flux convergence in Fig. 4 directly with
the diagnosed heat source is not very meaningful at
these heights, since radiative heating and cooling, them-
selves having characteristic vertical structures, become
large in magnitude relative to the phase changes and
flux convergence. Especially in the later stages of the
integration, differences between 3D and the other in-
tegrations emerge in the upper troposphere. These dif-
ferences will be discussed in more detail later and are
of particular interest in the context of the effects of
radiation, which heat the lower portions of the meso-
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scale stratiform circulation (at approximately 10 km)
and cool its upper portions (at approximately 14 km).

Figures 4h–n show the sums of moisture sinks by
phase changes and moisture-flux convergence for the
cloud-system model. These sums QQ are defined as

4 |L | 1 ]iQ 5 g 1 rw9q9 . (6)O 1 2Q iL r ]zi51 i

(As with QT, subgrid diffusion is not included in QQ,
which is defined to be a measure of the direct moisture
sink produced by the resolved effects of convection on
domain-scale flows.) The corresponding quantities di-
agnosed from observations by Thompson et al. (1979),
Q2/L1, are also shown. Since the moisture budget lacks
a radiative component, QQ and Q2 are more directly
comparable. As was also the case for the heat budget,
the modeled moisture sink is too weak during phase 1
and then too strong in phase 2, when the initial stages
of convection are stronger than observed. In phases 5–
7, the modeled moisture sinks agree reasonably in broad
features with observations, especially for 3D; an ex-
ception is 2D in phase 7 from 2–4 km, where QQ is
appreciably less than Q2/L1. Another exception is near
the surface, where the effects of the modeled surface
moisture flux are not included in QQ; analogous ob-
served effects are included in Q2. The convergence of
modeled surface moisture fluxes in the lowest layer pro-
duces vapor tendencies of about 3–9 g kg21 day21 and
would generally decrease QQ values at least to those of
Q2/L1. (Similar behavior characterizes the heating in
Figs. 4a–g, where convergence of surface fluxes not
included in QT would add around 1–4 K day21 near the
surface, bringing these values closer to diagnosed Q1/cp

there.) The Q2 and QQ profiles both exhibit maxima in
the lower troposphere; both also are fairly consistent in
showing a secondary maximum in the middle tropo-
sphere during some of the phases.

Figures 5a–g show the evolution of the domain-av-
eraged temperature, relative to observations. In the low-
er troposphere, the differences between the modeled and
observed temperatures show a relatively small cool bias
in the model. Above 7 km, effects of radiation and di-
mensionality are apparent. Particularly evident toward
the end of the integration is the effect of radiative heat-
ing of the base of the mesoscale stratiform circulation,
which produces warmer temperatures in the model than
in the observations from about 7 to 14 km. The mag-
nitude of the temperature differences is similar to that
obtained by Grabowski et al. (1996b) in their two-di-
mensional model, although the patterns differ, with the
latter obtaining temperatures about 5 K colder than ob-
served above 16 km toward the end of their integration.
(Recall that the present integration damps to observed
temperatures above about 14 km.)

Relative to observations, the model mixing ratios are
generally somewhat high, although the 3D integration
is drier than the others below 4–5 km after the trough

axis (Figs. 5h–n). Grabowski et al. (1996b) find that the
largest moist biases in their integrations are around 1 g
kg21 at heights of 6 km, a somewhat higher height than
here in most cases. The relative humidity (with respect
to liquid, Figs. 5o–u) is too high in the model, especially
in the stratiform region. This pattern is also obtained
by Grabowski et al. (1996b); their maximum bias is
around 30%. The model and observed fields integrated
over phases 1–7 (with weighting corresponding to the
observed composite lengths of these phases) are shown
in Fig. 6. Model temperatures are slightly cooler than
observed below approximately 12 km in the two-di-
mensional calculations and below approximately 7 km
in the three-dimensional calculations. Between 7 and 12
km, the three-dimensional calculations are warmer than
observed (Figs. 6a,b). Consistent with the individual
phases, the model is too moist through much of middle
and upper troposphere (Figs. 6c–f). The sharp reduction
in the observed relative humidity around 6 km does not
occur in the model, as also seen in Grabowski et al.
(1996b). Lateral periodic boundary conditions and un-
certainties in ice removal by sedimentation could be
responsible, but note also that upper-tropospheric hu-
midity is difficult to measure.

Simple, conceptual models of deep convection often
relate intensity to convective available potential energy
(CAPE), and cumulus parameterizations often are cast
in terms of quantities related to CAPE (Emanuel 1994,
chap. 6; Arakawa and Schubert 1974; Fritsch and Chap-
pell 1980). [CAPE is defined here as the energy released
by a parcel between the level of free convection and
the level of zero buoyancy, as in Donner (1996).] Mod-
eled and observed CAPE are displayed in Fig. 7a. (Mod-
el CAPE calculations initiate parcel ascent at the sur-
face, and observations at 1000 hPa. CAPE values are
sensitive to the level from which the parcel is assumed
to ascend. Observations are available and plotted as av-
erages over each phase.) Prior to the onset of convection
in the model, CAPE builds up to values appreciably
greater than observed. This buildup is a result of the
continuing action of large-scale forcing as convection
fails to develop; the onset of convection is evidently
delayed in the model relative to the atmosphere. Once
convection begins, CAPE is consumed very rapidly. Ob-
served CAPE values also decline through the convec-
tively dominated stages of the integration, although not
nearly so dramatically. From about 25 h onward, ob-
served CAPE values change only slightly. Two-dimen-
sional and observed CAPE values tend upward toward
the end of the period, albeit later in the model than in
observations, with model CAPE generally somewhat
less than observed. The development of large CAPE
before convective onset in the model is consistent with
the QT pattern in Fig. 4, with model values too low prior
to convection and too large in the early stage of con-
vection. If cloud-system models are to be used to eval-
uate closure hypotheses for cumulus parameterization,
significant attention must be given to the realism of
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FIG. 5. Phase-averaged (a)–(g) temperature differences, (h)–(n) vapor mixing-ratio differences, and (o)–(u)
relative-humidity (liquid) differences between GATE observations and model integrations.

model CAPE evolution. CAPE during early stages may
depend on the procedure used to initiate convection.
Later stages show reasonable agreement in CAPE.

In addition to CAPE, convective inhibition (CIN) is
likely to be an important control on convection. CIN is
the energy required for a parcel to reach its level of free
convection. If a mechanism to provide energy sufficient

to overcome CIN is not available, convection may not
occur, regardless of the amount of CAPE. Some cumulus
parameterizations (e.g., Kuo 1974) include criteria re-
quiring that this energy be supplied by the large-scale
flow before deep convection can occur. Observed and
model CIN values are shown in Fig. 7b. There is var-
iability among the different model CIN evolutions.
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FIG. 5. (Continued )

There is a rough tendency for CIN to increase in both
the model and observations as the stages dominated by
deep convection progress and for CIN to decrease to-
ward the end of the integration. Model CIN drops dra-
matically before convection begins. The model requires
that much less CIN exist before convection occurs than
is observed, at least with the initialization used here.

The general sequence revealed by Fig. 7 is CAPE build-
up and CIN reduction by large-scale processes prior to
the onset of convection. Once convection begins, CAPE
is consumed and CIN again increases. After approxi-
mately 30 h, the convective system changes to a regime
dominated by the mesoscale stratiform circulation (cf.
Fig. 3). During the mesoscale regime, CAPE declines



1898 VOLUME 56J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S

FIG. 5. (Continued )

only gradually, presumably as a result of weaker sta-
bilization as convection becomes less dominant. CIN
also declines later during this period.

Figure 7 illustrates large-scale averages of CAPE and
CIN. Large-scale observations and models enable eval-
uation at these scales. However, there can be large var-
iations in these fields at smaller scales. To the extent

that the concept of parcels is valid in considering con-
vective motions, parcels will ‘‘feel’’ CAPE and CIN on
small scales. Figure 8 shows that variations in CAPE
occur below the large scale, a result that challenges the
ways in which large-scale CAPE and CIN apply as con-
trols on the occurrence and intensity of convection. The
realism of the statistical distributions of CAPE and CIN
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FIG. 6. Averages over GATE phases 1–7 for (a) temperature, (c) vapor mixing ratio, and (e) relative humidity (liquid).
Average differences over GATE phases 1–7 between observations and model integrations for (b) temperature, (d) vapor
mixing ratio, and (f ) relative humidity (liquid).

as produced in cloud-system models will require further
analysis to address this issue.

Surface fluxes are shown in Fig. 9. During the pre-
convective period, sensible-heat fluxes increase as the
temperatures in the lowest model layers decrease (not
shown), except for 2D No Radiation. Moisture fluxes
decrease prior to the development of deep convection,
with lower-atmosphere mixing ratios increasing as sur-
face evaporation proceeds without appreciable mecha-
nisms operating to remove water vapor. When deep con-
vection develops, both sensible- and latent-heat fluxes

increase, at least initially. These enhanced fluxes can be
ascribed to two mechanisms. 1) Convection changes the
temperature and humidity fields in the lower atmo-
sphere, altering the surface–atmosphere differences in
these fields. 2) Enhanced horizontal winds associated
with convection in the lower atmosphere increase fluxes.
As deep convection dissipates in the later stages of the
integration, fluxes generally decrease.

The surface fluxes reported by Thompson et al. (1979)
are also shown in Fig. 9. Although surface temperatures
for the model integrations are selected to produce the
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FIG. 7. Domain-averaged (a) convective available potential energy
and (b) convective inhibition. Thompson et al. (1979) observations
are phase averaged.

observed sensible-heat fluxes with observed atmospher-
ic temperature profiles, the model fluxes differ from
observed fluxes. These differences are results of the
model’s domain-averaged state developing somewhat
differently from the observed state (Fig. 5) and the gen-
eration of significant small-scale structure in near-sur-
face fields around convective elements. The observed
surface moisture fluxes are generally larger than the
modeled fluxes, while observed sensible-heat fluxes are
smaller. This result is consistent with the general ten-
dency for modeled lower-atmosphere temperatures to be
cooler than observed (increasing modeled surface flux-
es), while modeled lower-atmosphere mixing ratios are
more variable compared to observations, often higher

than observed during early phases when modeled sur-
face moisture fluxes are below observed (Fig. 5).

4. Microphysics and radiation

Domain-averaged microphysical properties for the 3D
integration are shown in Fig. 10. Cloud liquid (Fig. 10a)
is greatest during intense deep convective events. Its
presence lessens considerably after 45 h or so during
the mesoscale stratiform period. By contrast, cloud ice
(Fig. 10b) shows a strong signature of the mesoscale
stratiform circulation, which dominates the last two-
thirds of the integration. The steadier nature of the strat-
iform circulation, relative to more episodic deep con-
vection, is evident in these fields. The rain distribution
(Fig. 10c) carries a strong signature of deep convective
events. Under occasional circumstances where convec-
tion is associated with large vertical velocities, some
rain can be advected to heights where temperatures are
quite low. In the early stages of the convective system,
snow often overlies rain, but snow persists longer into
the integration (Fig. 10d).

Cloud liquid and cloud ice have magnitudes similar
to those reported by Grabowski et al. (1996b), except
for the large cloud-ice maxima at the onset of convec-
tion. The vertical distribution of ice is quite different
from Grabowski et al. (1996b), however; their maxi-
mum concentrations are around 6 km. They note the
marked dependence of this vertical structure on the de-
tails of the microphysical parameterization. Fu et al.
(1995), Chin et al. (1995), and Guichard et al. (1996)
also model the microphysical characteristics of deep
convection in GATE. Two-dimensional models are em-
ployed in all of these studies. Fu et al.’s (1995) and
Guichard et al.’s (1996) ice distributions have their strat-
iform maxima from 8 to 12 km with values exceeding
0.1 g kg21 where stratiform development is greatest.
Chin et al.’s (1995) results show stratiform ice maxima
around 11 km with concentrations between 0.5 and 1 g
kg21. Figure 10c exhibits higher rain maxima than Gra-
bowski et al. (1996b).

Only limited microphysical observations are available
for comparison with Fig. 10, and these generally do not
permit direct comparison. Jorgensen and LeMone
(1989) report cloud water contents in oceanic convective
clouds (for hurricanes and the Taiwan area) of 0.5–1 g
m23. Their measurements are from updraft cores and
should be appreciably larger than the domain averages
shown in Fig. 10. Figure 2b shows that cores (areas with
upward motions greater than 3 m s21) occupy a limited
fraction of the horizontal domain. Restricting liquid to
cores with areas based in Fig. 2b suggests liquid con-
centrations in the cores broadly consistent with those in
Jorgensen and LeMone (1989).

Regarding observations of ice and snow, Griffith et
al. (1980) used a one-dimensional particle spectrometer
to measure ice particles larger than 20 mm in GATE
‘‘dense cirrus outflow.’’ Their peak observations were
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FIG. 8. The 3D convective available potential energy at 20 h.

about 0.3 g m23. Their experimental uncertainty, arising
mostly because of the need to assume an ice-particle
shape to calculate ice content from the spectrometer
data, was 40%. For a stratiform anvil observed during
the GARP Winter Monsoon Experiment near Borneo,
Churchill and Houze (1984) used radar to estimate pre-
cipitating ice (snow, in the model context) and budget
considerations to estimate cloud ice. Their peak sum
(total ice content) was around 1 g m23. The values for
snow and cloud ice in Figs. 10b and 10d are consistent
with the constraints provided by these measurements,
which were rather weak given experimental uncertainty
and measurement environments differing from those in
the model.

Figure 11 summarizes the condensate distributions
over the entire period of integration. Cloud ice is a
significant component. Particularly striking in Fig. 11
is the dependence of the ratio of condensate to vapor
on the dimensionality and presence or absence of ra-
diation. Grabowski et al. (1996b) found a maximum
value for this ratio of only 0.25 at around 13 km in their
two-dimensional calculations. Microphysics appears to
be a property that is strongly dependent on details of
model formulation. Variations in the treatment of cloud-
ice sedimentation could be an especially important de-
tail.

Surface precipitation as a function of time is illus-
trated in Fig. 12a. Consistent with CAPE in Fig. 7a,
modeled precipitation is too low during GATE phase 1
before convection develops and too high during the ear-

ly stages of deep convection. Precipitation is also low
during many of the later stages. Both observed and mod-
eled precipitation are largest during the phases domi-
nated by deep convection, although precipitation con-
tinues into the phases dominated by stratiform precip-
itation. Modeled precipitation is quite noisy; only phase
averages are available in Thompson et al. (1979). Over
the entire length of integration, precipitation totals about
2.8 cm for both two-dimensional integrations and about
3.0 cm for 3D; Thompson et al.’s (1979) estimate is
about 4.2 cm. The distribution of surface precipitation
(total for entire length of integration) is shown in Fig.
12b. (Unlike other figures, Fig. 12b is mapped for the
entire domain over which the model moves with the
mean vertically averaged wind. The precipitation in Fig.
12a is calculated with respect to the untranslated do-
main.) In the sheared environment of the mean GATE
sounding, convection tends to have roughly a linear or-
ganization with embedded maxima.

Especially during the phases dominated by mesoscale
stratiform circulations, radiative forcing is quite large
(Fig. 13). Significant longwave cooling occurs at cloud
top, with warming at the base of the stratiform circu-
lation. Warming is very pronounced when there is rel-
atively little liquid between the surface and the base of
the stratiform circulation (early and late stages of in-
tegration). Cloud-top cooling is most pronounced when
condensate concentrations are highest near the top of
the cloud, also during early and late stages of the in-
tegration. The distributions of condensate and radiative
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FIG. 9. Domain-averaged surface (a) sensible-heat flux and (b)
moisture flux. Thompson et al. (1979) observations are phase aver-
aged.

heating and cooling are intimately linked, as Fig. 14
shows. (As suggested by Fig. 10, the deep convective
towers in Fig. 14 consist mostly of snow and rain, with
cloud water accounting for very roughly about one-third
of the total condensate at most heights in the towers.
The stratiform canopy is dominated by cloud ice.) Ver-
tical gradients in radiative heating and cooling of 30 K
day21 over just a few kilometers are common. Radiative
heating and cooling here substantially exceed those of
Grabowski et al. (1996b), whose maximum magnitudes,
averaged over their 7-day integration period, do not ex-
ceed 2 K day21.

The strong vertical gradients in radiative heating and
cooling influence the evolution of other aspects of the

convective system. To illustrate some of these differ-
ences, the 2D and 2D No Radiation integrations can be
compared (Figs. 15b,c). As the system moves from con-
vective domination to stratiform domination (35–50 h),
the integration with radiation has more condensate at
heights around 10 km. Enhanced condensate due to ra-
diation is particularly apparent in the ratio of condensate
to vapor; the maximum value of this ratio is nearly twice
as large in 2D as in 2D No Radiation (Fig. 11b).

The effect of radiation on CAPE varies with time
during the integration (Fig. 7a). The two-dimensional
integration with radiation has more CAPE during the
early parts of the convectively dominated stage and dur-
ing the stratiform stage. The integration without radi-
ation has more CAPE during the latter part of the con-
vectively dominated stage, as transition to stratiform
domination begins. Usually, radiative cooling destabi-
lizes, thereby increasing CAPE, but the CAPE can de-
crease when radiative heating at the base of the strati-
form circulation results in temperature increases there,
stabilizing the lapse rate beneath the radiative heating
zone. CIN is consistently greater without radiation (Fig.
7b). Both lower-tropospheric lapse rate and mixing ratio
determine CIN. Some of the largest differences between
CIN in integrations with and without radiation occur
when surface mixing ratios differ (Figs. 5l–n).

Surface sensible-heat fluxes in the two-dimensional
integrations are often higher with radiation (Fig. 9a).
Averaged over the entire integration, the surface sen-
sible-heat flux is 16.8 W m22 in 2D and 14.4 W m22

in 2D No Radiation. The higher fluxes result from lower
atmospheric temperatures in the presence of radiative
cooling near the surface (Figs. 6b, 13). For fixed (warm-
er) surface temperatures, the surface fluxes are higher
with cooler atmospheric temperatures, if the wind
speeds are comparable. Conversely, surface moisture
fluxes are often higher without radiation. Subgrid mix-
ing depends on Richardson number, and radiative cool-
ing is often greater immediately above the surface than
slightly higher (Fig. 13b). As a result, less vapor trans-
port by subgrid mixing occurs internally in the atmo-
sphere with radiation, and vapor mixing ratios in the
lowest 0.5 km are somewhat higher (Fig. 6d). The small-
er vapor mixing-ratio difference between the surface and
overlying atmosphere results in lower surface moisture
fluxes. Averaged over the entire integration, the surface
moisture flux is 2.60 kg (water) m22 day21 in 2D and
3.04 kg (water) m22 day21 in 2D No Radiation.

5. Impact of third dimension

Temperatures in the three-dimensional integration are
closer to observed temperatures than those in the two-
dimensional integrations from about 4 to 9 km; 3D and
2D are similar below 4 km (Fig. 6b). Mixing ratios in
the three-dimensional integration are closer to observed
mixing ratios than those in the two-dimensional inte-
grations between 1 and 6 km; all three integrations have
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FIG. 11. Averages over GATE phases 1–7 for (a) condensate components and (b) ratio of condensate to vapor.

fairly similar mixing ratios elsewhere (Fig. 6d). The
third dimension has no appreciable impact on the in-
ability of the model to capture the sharp decline ob-
served in relative humidity above 6 km (Fig. 6e).

The most significant impact of the third dimension
on cloud-system properties averaged over a wave phase
or longer is on the mesoscale stratiform circulation. Ra-
diative heating of the base of the stratiform region is
greater in 3D than 2D (Fig. 13). Small-scale convective
bubbles develop in response to destabilizing radiation,
but to an appreciable extent only in 3D. Evidence for
these bubbles can be seen in Figs. 4f and 4g, where
strong cooling is evident at the stratiform base and
strong warming at its top in the QT profile for 3D. Most
of the contribution to these features in QT is from the
convergence of the eddy potential-temperature flux, the
last term on the right in (5). These eddy motions oppose
the destabilizing radiation in the stratiform region but
are not sufficiently large to compensate it completely.
(Further, the maximum dynamic warming is at a slightly
lower height than the maximum radiative cooling.) The
uncompensated radiative heating at the base of the strat-
iform anvil leads to temperatures warmer in 3D than
observations or any of the other integrations between 6
and 12 km during phases 6 and 7. Temperatures in 2D
exhibit some of the same behavior as those in 3D during
these phases, but to a lesser extent.

The intense dynamics in the 3D stratiform region dis-
place condensate upward (Figs. 15a,b). The maximum
condensate concentration during the stratiform period is
over 2 km higher in 3D than 2D, indicating a stronger
feedback between radiation and dynamics in 3D. The
maximum ratio of condensate to vapor is approximately
25% larger in 3D than 2D (Fig. 11b).

From phase 2 onward, CAPE is usually smaller in
the three-dimensional integration (Fig. 7a). For phases

2–5, which are dominated by deep convection, CIN is
usually larger in 3D (Fig. 7b). Deep convection is ev-
idently more easily maintained in 3D, persisting with
less CAPE and overcoming greater CIN after initial de-
velopment.

Another important difference between the 3D and 2D
integrations is in the degree of temporal variability. The
2D integration exhibits much more variability, as mea-
sured by surface precipitation (Fig. 12a); potential-tem-
perature-flux convergence, the last term on the right in
(5) (Fig. 16); moisture-flux convergence, the last term
on the right in (6) (Fig. 17); QT (Fig. 18); or QQ (Fig.
19). Particularly evident from about 50 h onward in Fig.
16a is pronounced heat-flux convergence at the top of
the stratiform region with heat-flux divergence at its
base. As discussed above, this feature is largely absent
in 2D (Fig. 16b). Since cumulus parameterizations for
large-scale models often concern themselves with in-
teractions between large-scale flows and convection on
timescales of less than an hour, the different temporal
behaviors in the 3D and 2D integrations may be an
important distinction for using cloud-system models to
evaluate scale interactions incorporated in these param-
eterizations (especially for nonsquall cloud clusters such
as are depicted in the horizontal cross sections from 3D
in Figs. 2b, 2c, and 8).

Jabouille et al. (1996) note that correlations between
wind, temperature, and humidity at convective scales
can increase surface fluxes from values in an undis-
turbed flow with similar mean properties. They estimate
these increases at around 5% for sensible-heat fluxes
and 1% for moisture fluxes in the equatorial west Pacific.
Esbensen and McPhaden (1996) estimate these increases
to be up to 26% and 14%, respectively. In the 3D (2D,
2D No Radiation) integration, the increases are 47%
(31%, 69%) for sensible-heat fluxes, and 43% (26%,
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FIG. 12. (a) Domain-averaged surface precipitation rate. Thompson et al. (1979) observations are phase averaged.
(b) Total precipitation from GATE phases 1–7. Model domain moves with vertical mean wind to produce pre-
cipitation distribution.
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FIG. 13. Horizontally averaged radiative heating for (a) 3D and (b) 2D integrations. Contour levels are 215, 210, 25, 21, 0, 5, 10 K
day21. Negative contours are dashed.

FIG. 14. Three-dimensional distribution of total condensate and its relationship to radiative heating and cooling at 53.75
h. Colored surfaces enclose volumes whose condensate, heating, or cooling magnitudes exceed 0.20 g kg21, 12 K day21,
and 214 K day21, respectively.

42%) for moisture fluxes, respectively. (The model re-
sults are averages over the entire integration.) The finer
resolution in the model results may explain the larger
enhancements versus observations. The 3D integrations
permit the development of more structure, consistent
with the larger 3D enhancements relative to 2D. The
larger enhancement in 2D No Radiation than 2D is par-
ticularly noticeable around 40–55 h (not shown).

6. Concluding remarks

Several features of the integrations of the cloud-sys-
tem model are especially noteworthy. The modeled sys-
tem is dominated by deep convection in its early stages
and by stratiform circulations in its late stages. Both
deep convection and the stratiform circulation are im-
portant during intermediate stages. This behavior can
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be seen by examining the condensate patterns in Fig.
10. The nature of the convective system in the present
integrations is associated closely with the time evolution
of the large-scale forcing, with deep convection asso-
ciated most closely with periods when the middle tro-
posphere is destabilized (Fig. 1a). Note here that ‘‘large
scale’’ simply defines an averaging operation. It does
not in any way characterize the motions that compose
the average; that is, convective motions may contribute
substantially to this average. This average is extremely
useful, since it is resolved by models with the resolution
of general circulation models and (to an appreciable
degree) by atmospheric observing systems.

Leary and Houze (1980) observe a GATE convective
system to undergo a similar evolution. However, the
lifetime of their system is about 24 h, in contrast to the
3-day integration here. Leary and Houze’s (1980) com-
posite system is drawn mostly from 5 September 1974.
Thompson et al. (1979) indicate their system was in
phase 2 for 12 h (6 h on 5 September), phase 3 for 12
h, and phase 4 for 15 h (6 h on 5 September). Phases
3 and 4 are both longer than the composite values used
in these integrations. The integration phases correspond-
ing to those on 5 September extend from approximately
16 to 36 h. There is some evidence in these integrations
of individual systems evolving like that of Leary and
Houze (1980), even while they are parts of the more
general pattern associated with large-scale forcing.
Around 20 h in 3D, surface precipitation increases (Fig.
12a) and maxima in cloud liquid and rain in the lower
part of convective towers develop (Figs. 10a,c). Strat-
iform cloud ice is then at a minimum (Fig. 10b), cor-
responding to the deep convective stage of Leary and
Houze (1980). At 25–30 h, significant snow develops
(Figs. 10d), and cloud ice in the stratiform region in-
creases, corresponding to Leary and Houze’s (1980)
stage with both convective and stratiform activity. At
40 h, rain and snow associated with deep convection
have decreased, but a maximum develops in cloud ice,
corresponding to Leary and Houze’s (1980) stratiform
stage. The absence of a diurnal radiation cycle in these
composite easterly wave integrations probably alters the
intensity and duration of these individual embedded cy-
cles.

Although cumulus parameterizations for large-scale
models relate the intensity of convection to large-scale
properties in a variety of ways, the nature of the subgrid
disturbances that initiate convection is not among these
properties. Further, the design of cloud-system model
experiments for parameterization evaluation assumes
that properties averaged over the large scale are closely
linked to the properties of convection. The results ob-
tained here are broadly in support of this approach but
do suggest limits, especially in the early stages of con-
vection. In these integrations, the onset of convection
is delayed relative to observations, resulting in exces-
sive CAPE buildup, followed by convection of too great
intensity. Apparent heat sources and moisture sinks,

which are products of parameterizations to be evaluated
by cloud-system models, clearly manifest this behavior.
Dependence on the details of initialization is indicated.
This dependence requires further study.

A striking result from these integrations is the dif-
ference in temporal variability, even over the entire do-
main, between the two- and three-dimensional versions
of the cloud-system model. Larger variability in the two-
dimensional integrations is probably partly related to
the different behavior of the CAPE and CIN in two and
three dimensions. Most of the fields associated with the
convective ensemble show more variability in two di-
mensions. The three-dimensional integration has more
grid points over which motions may be realized, so some
of the reduced variability in the three-dimensional in-
tegration may reflect sampling from a larger set of grid
columns. The restriction of motions to a plane in the
two-dimensional integrations may also be important,
since the possible forms of organization of motions are
limited. Some behaviors, such as the low CIN in the
two-dimensional integrations with radiation, could be
results of this limitation. Some inferences regarding the
relative roles of these distinctions between two- and
three-dimensions could be drawn by comparing ensem-
ble integrations under varying initial perturbations in
two dimensions with a three-dimensional integration.

Another prominent result of these integrations is the
strong interaction between radiation and the dynamics
of the mesoscale stratiform circulation in the three-di-
mensional integration. The possibility of an equilibrium
in which large radiative heating and cooling are bal-
anced by small-scale convective bubbles in the strati-
form clouds is suggested. The model results remain
somewhat inconclusive due to several model numerical
and physical issues. The dynamic heating and cooling
do not fully balance the radiative cooling and heating,
as indicated by temperature trends relative to observa-
tions in the stratiform region.

Other than initialization details, model issues that re-
quire further study include 1) use of periodic lateral
boundary conditions, (2) sedimentation of cloud ice, (3)
vertical and horizontal resolution in the mesoscale strat-
iform region, and (4) radiative properties of ice. Periodic
boundary conditions do not permit ice flowing out of
the model domain to leave it; rather, it simply appears
at the opposite boundary. Excessive ice concentrations,
that exaggerate ice-radiative feedbacks, could result.
Cloud ice in these integrations does not settle, despite
experimental evidence that ice at concentrations below
that at which autoconversion to snow begins does settle
(Petch et al. 1997; Heymsfield and Donner 1990; Cotton
et al. 1982). Neglecting this mechanism could also lead
to excessive ice contents. The failure of the cloud-sys-
tem model to produce observed decreases with height
in middle-troposphere relative humidities strongly sug-
gests inadequate moisture removal, and boundary con-
ditions and ice sedimentation are both plausible culprits.
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APPENDIX
Symbols and Units

Symbol Description Units

cp

g
p
p0

Rd

q
s
t
w
z
z0

L1

L2

L3

L4

L5

L6

T
QQ

Specific heat at constant pressure
Gravity constant
Pressure
Reference pressure
Gas constant for dry air
Water vapor mixing ratio
Dry static energy
Time
Vertical velocity
Height
Height above which sponge applied
Latent heat of vaporization
2L1

Latent heat of sublimation
2L3

Latent heat of fusion
2L5

Temperature
Model large-scale moisture forcing

J kg21 K21

m s22

Pa
Pa
J kg21 K21

kg (water) kg21

J kg21

s
m s21

m
m
J kg (water)21

J kg (water)21

J kg (water)21

J kg (water)21

J kg (water)21

J kg (water)21

K
kg (water) kg21 s21

QT

Q1

Q2

k0

p
r
g1

g2

g3

g4

g5

g6

u
]LSq
]LSu

Model large-scale thermal forcing
Apparent heat source
Apparent moisture sink
Constant used to calculate sponge strength
Reciprocal Exner function
Density
Condensation rate
Evaporation rate
Desposition rate
Sublimation rate
Freezing rate
Melting rate
Potential temperature
Large-scale forcing for vapor mixing ratio
Large-scale forcing for potential temperature

K s21

J kg21 s21

J kg21 s21

m21 s21

dimensionless
kg m23

kg (water) kg21 s21

kg (water) kg21 s21

kg (water) kg21 s21

kg (water) kg21 s21

kg (water) kg21 s21

kg (water) kg21 s21

K
kg (water) kg21 s21

K s21

( ) refers to a large-scale horizontal average (with respect to field observations) and to an average over horizontal domain (with respect
to the model). ( )9 refers to a departure from the horizontal average.

Higher resolution in the stratiform region could enhance
the model’s ability to respond dynamically to radiatively
generated instabilities and lead to more complete com-
pensation of radiation. The present formulation of the
cloud-system model does not distinguish between liquid
and ice for radiation purposes, and further development
is required to elucidate the role of ice properties in ra-
diation and associated feedbacks. These cloud-ice issues
are largely unresolved due to limited observations of
ice content; presently available observations are not in-
consistent with the results of these integrations but are
too rudimentary to instill much confidence in them ei-
ther. Since stratiform circulations can exert large mag-
nitudes of both shortwave and longwave forcing, these
issues may be important for climate. If heat fluxes as-
sociated with convective bubbles in the stratiform region
can compensate large radiative heating and cooling,
much larger ice contents (and magnitudes of cloud forc-
ing) are possible than in the absence of a mechanism
to compensate.

These cloud-system-model integrations hold much
promise as tools for studying the basic behavior of trop-

ical convection and its impact on large-scale flow and
climate. The three-dimensional integrations yield a great
deal of structure, some of which poses challenges to the
general approach of formulating cumulus parameteri-
zations in terms of large-scale variables only. Large var-
iations in CAPE at scales well below those typically
resolved in large-scale models are an example. Further
development of the cloud-system models regarding mi-
crophysics, boundary conditions, and initialization will
be required to improve these models as tools for study-
ing interactions among clouds, radiation, convection,
and climate.
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