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Fast acquisition and high axial resolution are two primary requirements for three-dimensional micros-
copy. However, they are sometimes conflicting: imaging modalities such as confocal imaging can deliver
superior resolution at the expense of sequential acquisition at different axial planes, which is a time-
consuming process. Optical scanning holography (OSH) promises to deliver a good trade-off between
these two goals. With just a single scan, we can capture the entire three-dimensional volume in a digital
hologram; the data can then be processed to obtain the individual sections. An accurate modeling of the
imaging system is key to devising an appropriate image reconstruction algorithm, especially for real data
where random noise and other imaging imperfections must be taken into account. In this paper we dem-
onstrate sectional image reconstruction by applying an inverse imaging sectioning technique to experi-
mental OSH data of biological specimens and visualizing the sections using the OSA Interactive Science
Publishing software. © 2009 Optical Society of America

OCIS codes: 090.1760, 090.1995, 100.3020, 100.3190, 180.6900, 110.1758.
◇Datasets associated with this article are available at http://hdl.handle.net/10376/1428.

1. Introduction

A fast and high-resolution capturing of tiny
three-dimensional objects—commonly biological
specimens—can greatly facilitate a scientist’s under-
standing of the microscopic world. Toward this end,
many three-dimensional microscopy techniques have
been developed. On the one hand is confocal micro-
scopy, which illuminates a single spot on the sample
at any given time, through a pinhole. The light re-
flected from the sample is then imaged by the objec-
tive back to the pinhole [1]. This gives excellent
rejection of out-of-focus information, leading to

high-quality images. However, the three-dimen-
sional image is formed by a three-dimensional raster
scan of the entire object, which is a slow process. This
is a major disadvantage of confocal microscopy in ap-
plications that demand fast processing or high
throughput, such as in [2]. Similarly, optical coher-
ence tomography (OCT) achieves such true-depth
slicing by rejecting the out-of-focus information be-
fore detection, this time by interference between
two beans with short temporal coherence. As com-
mented in [3], OCT suffers from the same drawback
of a time-consuming acquisition process.

On the other hand we have holographic imaging,
which aims to capture the three-dimensional infor-
mation in a two-dimensional hologram of complex
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data. Indeed, holograms were invented primarily for
microscopy [4,5], and their use in three-dimensional
microscopy of living biological specimens has long
been demonstrated [6]. The advent of digital hologra-
phy [7,8] has made the recording and the processing
of the holograms much easier, as it is fueled by the
exponential gain in speed as computer technologies
ride on Moore’s Law. In this setting, data capture
at only a single two-dimensional plane is necessary.
It therefore holds a significant advantage in terms of
capturing speed and is particularly appropriate for
imaging fast-moving in vivo objects.
After the three-dimensional information has been

acquired and stored, we often want to view indivi-
dual two-dimensional planes of the object. This is
called sectioning [9]. For confocal microscopy and
OCT, this is a trivial process, as data are originally
captured per individual sections. For holographic
imaging, however, this often involves significant
computation using techniques such as deconvolution,
which is challenging because of the ill-posed nature
of the problem [10]. Furthermore, in reconstructing
any given plane, the hologram can be viewed as con-
taining defocused light and many spurious struc-
tures from the other sections, reducing the signal-
to-noise ratio of the resulting sectional image [3]. De-
pending on the architecture, holographic imaging
may also suffer from speckle noise due to the coher-
ent nature of its recording [11].
A specific form of digital holography that we will

focus on in this paper is the optical scanning hologra-
phy (OSH) [12]. Unlike other microscopes, it can take
the holographic information of fluorescent specimens
in three dimensions [13]. In fact, it has been demon-
strated that resolution beyond 1 μm is possible in ho-
lographic fluorescent microscopy [14]. We will give
the operating principles and mathematical models
of OSH in Section 2. Suffice it to say that OSH is
a two-pupil system [15] consisting of active optical
scanning and optical heterodyning, where the former
suggests that information is raster-scanned in a two-
dimensional fashion, and the latter is the technique
to preserve the phase information in the hologram.
OSH has been applied to three-dimensional image
recognition, display, and cryptography, but the main
application remains with microscopy [16]. In this
specific case it is also commonly called scanning ho-
lographic microscopy [17].
In what follows, we will first describe the OSH

system in some detail to facilitate the subsequent
discussions on the computational results. This in-
cludes both an overview of the physical system
and the mathematical model used to represent it.
The main computational task in the three-dimen-
sional microscopy is the reconstruction of sectional
images. We will therefore overview the algorithm
we use, as well as some alternative approaches, in
Section 3. Computational results using experimental
OSH data are then given in Section 4, together with
visualization of the sections using the OSA Interac-
tive Science Publishing software.

2. Principles and Mathematical Models for Optical
Scanning Holography

The detailed operating principle of OSH is given in
[13]. Here, we intend to provide only a succinct de-
scription that is sufficient for the readers to appreci-
ate the data-recording power of OSH and the
challenge of sectional image reconstruction that nec-
essarily follows the processing of the hologram.

A. Physical System

Consider Fig. 1, which shows generically the OSH
system architecture used in microscopy. Two coher-
ent beams at different temporal frequencies, ω0 (or
equivalently, at wavelength λ0) and ω0 þ α, where
ω0 ≫ α, are produced to illuminate the system. They
pass through two pupils, p1ðx; yÞ and p2ðx; yÞ, respec-
tively. The lenses L1 and L2 following the two pupils
both have focal length f . A beam splitter (BS)
combines the light after the two lenses, and a two-
dimensional scanner projects it onto an object, which
is at a distance z away. Alternatively, the sample
rather than the projected pattern can be scanned.
A photodetector (PD) collects the transmitted and
scattered light from the object and converts it to an
electronic signal. The demodulation part that follows
—including a bandpass filter (BPF) centered at
frequency α, electronic multipliers, and low pass fil-
ters (LPF)—processes the signal and generates two
quadrature electronic holograms in a computer.
The capture of the hologram phase using on-line
heterodyning methods offers the advantage of super-
ior noise rejection capability but is relatively slow.
The fast deep-memory data acquisition systems
available today allow an alternative to phase-sensi-
tive detection. The entire modulated signal can be
captured on-line and processed (also on-line if
needed) to extract the complex holographic data [14].

Fig. 1. Optical scanning holography system architecture.
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B. Mathematical Representation

The OSH system described in the previous section is
considered as a linear space-invariant system. As
such, it has an optical transfer function (OTF)
Hðkx; ky; zÞ, which governs its behavior for different
signal inputs. Here, kx and ky are the transverse
spatial frequency coordinates.
For brevity, we omit the detailed derivation of

the OTF, which can be found in [13,18]. The complete
expression of the OTFof the two-pupil optical hetero-
dyne scanner is, in the paraxial approximation,

Hðkx; ky; zÞ ¼ exp
�
j

z
2k0

ðk2x þ k2yÞ
�

×
ZZ∞
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p�
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where k0 is the wavenumber given by k0 ¼ 2π=λ0 [19].
The spatial impulse response, also known as
the point spread function, of the system is the
inverse Fourier transform of the OTF, i.e.,
hðx; y; zÞ ¼ F−1fHðkx; ky; zÞg.
In OSH, we choose specifically that p1ðx; yÞ ¼ 1

(omitting finite size effects) and p2ðx; yÞ ¼ δðx; yÞ,
i.e., a Dirac delta function. The purpose is to con-
struct an impulse response whose phase is a qua-
dratic function of x and y, known as a Fresnel zone
pattern impulse response. To see why, we note
that with these choice of pupil functions, Eq. (1)
becomes

Hðkx; ky; zÞjOSH ¼ exp
�
j
z

2k0
ðk2x þ k2yÞ

�

× exp
�
j
z
f

�
−

f
k0

k2x −
f
k0

k2y

��

¼ exp
�
j
z

2k0
ðk2x þ k2yÞ

�
exp

�
−j

z
k0

ðk2x þ k2yÞ
�

¼ exp
�
−j

z
2k0

ðk2x þ k2yÞ
�
; ð2Þ

which is a quadratic phase factor [5]. Correspond-
ingly, the free-space spatial impulse response is
given by

hðx; y; zÞjOSH ¼ 1
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The last expression is obtained when we let k̂x and k̂y
be the shifted version of kx and ky, respectively. This
can be further simplified by noting that
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Therefore, the impulse response given by Eq. (3) is
equal to
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which is indeed quadratic in x and y.
When we have an object with complex amplitude

Oðx; y; zÞ, the complex hologram is then given by [13]
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gðx; yÞ ¼
Z∞

−∞

ðjOðx; y; zÞj2 � hðx; y; zÞÞdz; ð5Þ

≈

XN
i¼1

ðjOðx; y; ziÞj2 � hðx; y; ziÞÞ; ð6Þ

where the second expression is obtained when we
discretize the object to N sections denoted by
z1; z2;…; zN . The symbol � denotes a two-dimensional
convolution. Note that we have dropped the designa-
tion “OSH” in the impulse response whenever no con-
fusion should arise. Furthermore, the real part of the
complex hologram is called the sine hologram, while
the imaginary part is called the cosine hologram. In
the OSH system architecture depicted in Fig. 1, we
have indicated the recording of the cosine and sine
holograms.

3. Sectional Image Reconstruction

Visualizing a two-dimensional section of an object
entails reconstructing jOðx; y; zÞj, for a specific value
of z, from the recorded complex hologram gðx; yÞ (or
equivalently, the sine and cosine holograms to-
gether). We know that this is not a trivial process;
at least visually, it is nearly impossible to tell what
a cross section of the three-dimensional image looks
like from the holograms.
Mathematically, we notice from Eq. (5) that reco-

vering jOðx; y; zÞj (or jOðx; y; zÞj2) from gðx; yÞ is an in-
verse problem, an observation that underpins our
reconstruction technique in Subsection 3.E. It is un-
derstood that many inverse problems are sensitive to
random noise, which must not be overlooked [21]. In
the techniques described below, some have proved
successful with synthetic images. However, when ap-
plied to experimental data, which is the case of the
present paper, we have to watch in particular the ef-
fect of random noise.

A. Identifying the Impulse Response

The free-space impulse response hðx; y; zÞ given by
Eq. (4) is dependent on the depth z. For experimental
data, the depth locations where we can identify inter-
esting objects may not be known a priori. In that
case, the reconstruction of jOðx; y; zÞj2 given gðx; yÞ
in Eq. (5) is an instance of blind reconstruction be-
cause of the lack of information about the impulse
response [22]. A separate identification method, such
as the edge-based technique in [23], may be needed.
Even if we know the values of z where we would

like to obtain a sectional image, another issue is that
Eq. (4) is derived under an idealized scenario. For ex-
ample, we have to take p1ðx; yÞ ¼ 1 and p2ðx; yÞ ¼
δðx; yÞ in Eq. (1), which are not strictly possible in
practice. Instead, we often choose a broad and nar-
row Gaussian expressions for these pupil func-
tions [24].
In imaging, one practical way to estimate the im-

pulse response is, in fact, to measure the output for

various inputs that resemble an impulse. In our case,
the input would be basically a point in the three-
dimensional space. This is the approach we will take
in Section 4.

B. Conventional Method in Sectioning

Assume out of the N sections in the object Oðx; y; ziÞ,
we would like to reconstruct z1 from gðx; yÞ given
Eq. (6). We can show, with simple algebraic manipu-
lations, that

h�ðx; y; zÞ ¼ hðx; y;−zÞ ¼ j
k0
2πz exp

�
−j

k0
2z

ðx2 þ y2Þ
�
;

ð7Þ

and hðx; y; zÞ � h�ðx; y; zÞ ¼ δðx; yÞ because

Ffhðx; y; zÞ � h�ðx; y; zÞg ¼ Ffhðx; y; zÞgFfh�ðx; y; zÞg
¼ Hðkx; ky; zÞH�ð−kx;−ky; zÞ
¼ 1:

In other words, h�ðx; y; zÞ is a matched filter of the
impulse response. Therefore, if we convolve the com-
plex hologram with the matched filter at z1, we have

gðx; yÞ � h�ðx; y; z1Þ ¼
XN
i¼1

ðjOðx; y; ziÞj2 � hðx; y; ziÞÞ

� h�ðx; y; z1Þ ¼ jOðx; y; z1Þj2

þ
XN
i¼2

jOðx; y; ziÞj2 � hðx; y; ziÞ

� h�ðx; y; z1Þ: ð8Þ

The first term above is the target of our reconstruc-
tion. The second term is referred to as the defocus
noise, as it is contributed by signals at sections away
from our target. We call this reconstruction by con-
volving with a matched filter the conventional meth-
od, as this is the first method suggested for the
sectional image reconstruction [13]. Note also that
the first term above is real, while the second term
is complex. We typically discard the imaginary part
of the reconstructed signal as there is no signal
content.

C. Sectioning using a Wiener filter

The Wiener filter approach is designed as an im-
provement to the conventional method [3]. Instead
of discarding the imaginary part of Eq. (8), both
the real and the imaginary parts of gðx; yÞ �
h�ðx; y; z1Þ are recorded. The squares of their magni-
tudes, after smoothing with rectangular pulses, are
labeled Prealðkx; kyÞ and Pimagðkx; kyÞ respectively,
which are used to estimate the power spectra of
the signal and noise. A Wiener filter using the OTF
Hðkx; ky; z1Þ and these power spectra are given by
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Wðkx; kyÞ ¼
H�ðkx; ky; z1Þ

jHðkx; ky; z1Þj2 þ Pimagðkx;kyÞ
Prealðkx;kyÞ−Pimagðkx;kyÞ

; ð9Þ

which is used to filter the complex hologram gðx; yÞ,
i.e., the reconstructed signal is gðx; yÞ�
F−1fWðkx; kyÞg.
This method has been demonstrated on synthetic

data with two sections. We note, however, that the
computation of the power spectra relies on idealized
assumptions (such as the absence of random noise)
and would incur significant errors in practical sce-
narios, degrading the resulting reconstruction
quality.

D. Sectioning using the Wigner distribution

Time-frequency analysis is used as another approach
to separate the signal and the defocus noise in
Eq. (8). Consider for simplicity that there are only
two sections. The Wigner distribution function
(WDF), which is a fundamental time-frequency ana-
lysis tool, of the complex hologram after a fractional
Fourier transform [25] consists of three terms: the
WDF of the focused signal, the WDF of the defocus
signal, and a cross term [26]. Properly chosen filters
can then be designed to get rid of the latter two.
There are a couple of drawbacks related to the

WDFapproach, however. First, the computation load
is significant, as the WDF is a four-dimensional func-
tion (twice the dimension of the original signal).
Second, the cross term causes degradation to the re-
construction result. Cross term is a common problem
in time-frequency analysis, especially for WDF,
although there are alternative time-frequency analy-
sis tools that can suppress it better than WDF [27].
In any case, however, the number of cross terms
grows with the number of sections, making them
more and more difficult to suppress or ignore. Third,
as with the Wiener filter technique, random noise is
ignored in the problem formulation. This presents
another important source of error in practical use
of this technique for optical sectioning. So far,
WDF has only been demonstrated feasible for syn-
thetic two-section objects under ideal conditions.

E. Sectioning using Inverse Imaging

The inverse imaging approach was first reported in
[28] and later refined in [29]. It attempts to recover
all sections together by considering them as the “in-
put” to the forward problem, and the observed holo-
gram as the “output,” under a known system.
Referring back to Eq. (6), we convert the two-

dimensional hologram gðx; yÞ, of size N ×N, into a
length N2 vector g by lexicographic ordering. Simi-
larly, jOðx; y; ziÞj2 becomes ϕi. An N2 ×N2 matrix
Hi is formed from hðx; y; ziÞ such that Hiϕi is equiva-
lent to hðx; y; ziÞ � jOðx; y; ziÞj2 after lexicographic
ordering.

With these quantities, Eq. (6) can be written as

g ¼
XN
i¼1

Hiϕi þ η; ð10Þ

where η is a length-N2 vector representing the Gaus-
sian random noise. This can be further simplified to

g ¼ Hϕþ η; ð11Þ
where [30]

H ¼ H1 H2 … HN½ � and ϕ ¼
ϕ1

ϕ2

..

.

ϕN

2
6664

3
7775:

The inverse problem of finding ϕ in Eq. (11) can be
solved by

ϕ̂ ¼ argmin ∥Hϕ − g∥2 þ μ∥g∥2; ð12Þ
where ∥ · ∥ denotes the ℓ2 norm of a vector. The term
μ∥g∥2 is known as the regularization to the ill-posed
inverse problem, and μ is called the Lagrangian. This
minimization, which results from an underdeter-
mined system of equations, has an analytic solution
[31]

ϕ̂ ¼ HTðHHT þ μIÞ−1g; ð13Þ
where I is the identity matrix.

It is also possible to use other norms, such as the ℓ1
norm, in lieu of the square of the ℓ2 norm in Eq. (12)
in one or both places, as demonstrated by the vast
digital image restoration literature. Solving such
problems is an instance of convex programming
[32], with fast computational tools. For example,
a conjugate-gradient based algorithm is given in
[28], which the readers can refer to for details in
implementation.

4. Experiments

A. Holograms of Point Sources

We construct a sequence of objects jOiðx; y; zÞj2 ex-
perimentally, where

jOiðx; y; zÞj2 ¼ δðx; yÞδðz − ziÞ for i ¼ 1;…;N:

ð14Þ
In other words, each object is a point source located zi
away from the scanning mirrors. We can then formN
complex holograms, which can be used to find the im-
pulse responses hðx; y; ziÞ experimentally.

We measure the holograms of a point object (pin-
hole of 0:5 μm in diameter) located at every 5 μm from
70 μm to 125 μm,with a numerical aperture NA ¼ 0:4
in the system. Figure 2 shows the holograms of the
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pinhole at z ¼ 125 μm, with a field of view equal to
100 μm × 100 μm. Both consist of concentric rings.
The fringes are at a frequency commensurate with
the depth of the object. As it increases, the spatial
frequency of the fringes decreases, which is the same
in both the real and imaginary parts. (Online readers
can view the datasets using the OSA Interactive
Science Publishing software by clicking on View 1
and View 2 in the caption of Fig. 2.)
The holograms of a point source can then be recon-

structed to confirm that the necessary information of
the object is indeed embedded in them. Since each
object only has one depth, the conventional method
suffices as there is no defocus noise. On the other
hand, we can compare the reconstruction results
using the experimental impulse response and those
from the theoretical values given by Eq. (4). The re-
constructed images by the two functions are accessi-
ble online by seeing View 3 and View 4, respectively.
Not surprisingly, the reconstruction using the experi-
mental impulse response shown in View 3 gives a
single point in the object. This is because the
matched filter, being the complex conjugate of the ex-
perimental impulse response, has taken into account
the imperfections in the imaging so that the recon-
structed image is free from such aberrations. On
the other hand, if we reconstruct the object using
the theoretical impulse response, we get the images
in View 4, one of which is shown in Fig. 3. On the left
we have the reconstructed image in full scale, which
appears quite good as it seems to contain only a
single point. However, if wemagnify the area marked
by a yellow square, we have the magnified image
shown in Fig. 3(b). We can clearly see that it is
blurred with some ringing, resembling an Airy disc.

B. Holograms of a Biological Specimen

We also obtain the complex hologram of a three-
dimensional object consisting of a slide of fluorescent
beads (DukeR0200, 2 μm in diameter, excitation
around 542nm, and emission around 612nm). The
beads tend to stick either to the top surface of the
mounting slide or to the bottom surface of the cover-
slip, giving us a simple three-dimensional test sam-

ple with two dominant sections. In the sample used,
the distance between the two planes was around
35 μm [33]. An emission filter and a fluorescence de-
tector are attached to the system to measure the
emitted light from the beads.

Experimentally, we have to estimate the values z1
and z2 that correspond to the two sections. This is
done by reconstructing the object using all the im-
pulse responses from 70 μm to 125 μm. For speed con-
siderations, we use the conventional method, i.e., we
convolve the hologram with the conjugate of the var-
ious impulse responses measured earlier. Figure 4
shows the image for two particular depths, 85 μm
and 120 μm, which have the more visible signals de-
spite the presence of the defocus noise. View 5 pro-
vides the full set of the reconstruction. We then
determine that these are the planes we should recon-
struct the images, and we apply the inverse imaging
technique with these values of z1 and z2. The results
are shown in Fig. 5, with the full set of reconstruction
given online at View 6. We note that defocus noise is
suppressed in the reconstruction by inverse imaging,
and we can observe the beads with good resolution.
Referring to View 6, beads are not just at the z ¼
85 μm and z ¼ 120 μm sections but are recovered in
several others as well. The first reason is that the
beads are spherical, not flat. In adjacent sections,

Fig. 2. Holograms of a point object captured experimentally:
(a) sine hologram, cosine hologram. Online readers can see the full
set of the sine holograms at View 1 and the cosine holograms at
View 2.

Fig. 3. (Color online) Reconstructed point source at z ¼ 85 μm.
(a) Reconstruction using the theoretical impulse response.
(b) Magnified image of the yellow box in (a). The reconstruction
at various depths can be accessed online at View 3 and View 4.

Fig. 4. Sections reconstructed by the conventional method.
(a) Reconstructed section at z ¼ 85 μm. (b) Reconstructed section
at z ¼ 120 μm. The full set of the reconstruction is given online at
View 5.
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we also can recover parts of them. The other reason is
that the beads are not completely assembled at the
top and bottom surfaces. A few beads may be moving
to the surfaces or just staying at certain sections.

5. Concluding Remarks

In this paper we have demonstrated the principle
and application of optical scanning holography in
three-dimensional microscopy. We focus in particular
on sectional image reconstruction and show that in-
verse imaging is a powerful technique that can be
used on experimental data with rich content. This
is an important milestone in OSH development in de-
livering high-resolution sectional images for practi-
cal applications.
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