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Abstract—Multidetector computed-tomography (MDCT) scan-
ners provide large high-resolution three-dimensional (3-D) images
of the chest. MDCT scanning, when used in tandem with bron-
choscopy, provides a state-of-the-art approach for lung-cancer
assessment. We have been building and validating a lung-cancer
assessment system, which enables virtual-bronchoscopic 3-D
MDCT image analysis and follow-on image-guided bronchoscopy.
A suitable path planning method is needed, however, for using
this system. We describe a rapid, robust method for computing
a set of 3-D airway-tree paths from MDCT images. The method
first defines the skeleton of a given segmented 3-D chest image and
then performs a multistage refinement of the skeleton to arrive
at a final tree structure. The tree consists of a series of paths and
branch structural data, suitable for quantitative airway analysis
and smooth virtual navigation. A comparison of the method to a
previously devised path-planning approach, using a set of human
MDCT images, illustrates the efficacy of the method. Results
are also presented for human lung-cancer assessment and the
guidance of bronchoscopy.

Index Terms—Centerline analysis, CT bronchography, CT
imaging, image-guided surgery, path planning, pulmonary
imaging, virtual bronchoscopy, virtual endoscopy, 3-D imaging.

I. INTRODUCTION

M
ODERN multidetector computed-tomography (MDCT)

scanners provide large high-resolution three-dimen-

sional (3-D) images of the chest [1], [2]. MDCT scanning, when

used in tandem with bronchoscopy, provides a state-of-the-art

approach for lung-cancer assessment [3]–[5]. We have been

building and validating a lung-cancer assessment system,

which enables 3-D MDCT image analysis and follow-on

image-guided bronchoscopy [6], [7]. A major component of

this system is a method for computing the central airway

paths (centerlines) from a 3-D MDCT chest image. This paper

describes the method and illustrates the method’s use for the

planning and guidance of bronchoscopy.
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Recently, a methodology referred to as virtual endoscopy—or

virtual bronchoscopy when applied to the chest—has been put

forth as a means for assessing large high-resolution 3-D CT

chest images [1], [3]–[5], [8]–[21]. In its most basic form,

virtual bronchoscopy (VB) is a computer-based approach

for “navigating virtually” through airways captured in a 3-D

MDCT image. The graphical views generated during VB

navigation resemble the endoluminal video views generated

by a real bronchoscope. The advantage of VB is that airway

analysis can be done noninvasively, thus enabling more careful

assessment and follow-on procedure planning. When this basic

navigation is supplemented with other viewing tools, such as

multiplanar reformatted sections, projections, and thin slabs,

the physician gets a multi-faceted graphical view for assessing

the chest anatomy [11], [12], [22].

VB techniques are well-suited for the planning and guidance

of bronchoscopy. But to use them effectively, a detailed def-

inition of the 3-D airway-tree structure is required. The early

research efforts that applied VB to the planning and guidance

of bronchoscopy did not use predefined airway paths; during a

procedure, the bronchoscopist had to mentally match derived

VB views to bronchoscopic video views [3]–[5]. This limits

the number of airway sites that can be considered during a

procedure, does not entail true direct image guidance (thus

reducing accuracy) and, in general, greatly limits the poten-

tial of MDCT-guided bronchoscopy. With a detailed axial

path structure of the airway tree, more exhaustive planning

of bronchoscopy can be accomplished. More sites of interest

can be predefined. Also, as demonstrated in Section III.B and

discussed in a companion paper [7], the paths can be used for

direct MDCT-guidance of live bronchoscopy, alleviating the

physician’s burden of matching the bronchoscope’s position to

precomputed VB views.

Hundreds of separate airway branches, following complex

3-D paths, can appear in a typical MDCT chest image. Since

manual definition would require an impractical amount of

human interaction, a semi-automatic method is necessary for

defining this information. A suitable method must: 1) provide

a detailed, smooth structure of the airway tree’s central axes;

2) require little human interaction; 3) function over a wide

range of conditions as observed in typical lung-cancer patients,

such as lung-volume variations and unpredictable differences

in airway-tree structure brought on by encroaching cancer le-

sions. Our proposed method meets these requirements. Smooth

branches are needed for comfortable navigation through the

airways and for more continuous local airway measurements.

Some human interaction is acceptable, provided that it fits

comfortably within the clinical workflow of MDCT analysis
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Fig. 1. Block diagram of proposed path-planning method.

and bronchoscopy. Finally, in addition to navigation, which

is used in planning and guiding bronchoscopic biopsies, we

also wish to make local measurements on airway branches,

which is useful for planning bronchoscopy at obstructed sites.

Sections II–III will say more on these points.

Before reviewing previously proposed path-planning

methods, we first point out that no existing method meets

all of our requirements. Our method, specifically tailored to the

scenario of the planning and guidance of bronchoscopy, how-

ever, does employ concepts from previously proposed methods,

in addition to incorporating a few additional ideas. We empha-

size that other integrated methods, which might include ideas

from the cited literature, are possible. With this said, three

general path-planning approaches, which have been applied to

angiography, micro-CT imaging, colonoscopy, neurosurgery,

liver surgery, and airway analysis, have been proposed previ-

ously: 1) branch following [19], [23]–[26]; 2) skeleton-based

techniques [27]–[31]; 3) front analysis [32]–[39]. A few other

methods, which do not fit into one of these three classes, either

rely on labeled data or on a combination of the above techniques

[40], [41].

Branch following methods begin at the proximal (root) end

of the tree and trace their way through the structure to define

a smooth set of paths through the tree. As demonstrated in

Section III, these methods can fail to give many paths or give

misleading results when the structure exhibits an abrupt size

change or asymmetry [19], [23]. Unlike branch following,

which progressively analyzes small local portions of data to

build up a path or set of paths, skeleton-based techniques first

compute a digital skeleton of the entire tree. The skeleton does

not give a smooth path structure, but a few of skeleton-based

methods do employ post processing to arrive at a set of smooth

paths. Finally, front-analysis techniques analyze the properties

of an evolving structure, created by region growing or other

distance-based methods, to determine path sites and branch

points. Centerline methods have been devised specifically for

virtual colonography, but these techniques typically produce

only one path and are not geared toward tree-like structures

(e.g., [27]). Other issues in applying previously proposed

methods to VB-based airway-tree analysis and to the planning

and guidance of bronchoscopy include: 1) failure to provide vi-

sually smooth navigation paths [23]–[26], [28], [30]–[34], [36],

[37], [40], [41]; 2) path points are comprised of integer-based

coordinates, rendering them unsuitable for detailed navigation

[28]–[30]; 3) excessive user input if many branches need to be

defined [19], [23], [25]–[28], [31], [35], [37], [40]. We point out

again, though, that the underlying ideas of many of the previous

approaches could be successfully integrated into a method

suitable for our needs, provided that the issues are addressed.

Our proposed method, detailed in Section II, first defines the

skeleton of a given segmented 3-D digital MDCT chest image

and then performs a multistage refinement of the skeleton to ar-

rive at a final tree structure. The tree consists of a series of paths

and branch structural data, suitable for the quantitative planning

and live guidance of bronchoscopy. Section III gives perfor-

mance results and provides applications to VB-based planning

and guidance of bronchoscopy. Finally, Section IV offers con-

cluding comments.

II. METHOD

A. Method Overview and Notation

Fig. 1 depicts a block diagram of the proposed method. A

presegmented 3-D image , containing a branching tree struc-

ture of interest, and a preselected root site denoting the approx-

imate starting location of the tree, serve as inputs. The goal is

to produce a description of the tree’s branch structure suitable

for navigation and quantitative analysis. A tree’s branch struc-

ture (henceforth referred to as a tree) is stored in a data struc-

ture given by , where is the

set of viewing sites, is the set of branches,

is the set of all possible paths originating

from the root site, and , and are integers [19].

A viewing site specifies a single discrete point

within the tree, where is the 3-D location of within

and specifies a direction vector. The quantity is a quater-

nion vector of the form ; the quaternion implicitly

contains the viewing direction and also an up vector that spec-

ifies the observer’s orientation when viewing the scene from

viewing site [27], [42], [43].

A branch consists of an ordered set of con-

nected viewing sites . With the exception of

(the root branch of the tree), the viewing site of must

be a branch (bifurcation) point, while must be either a branch

point or an end point. The last viewing site of a branch will

often be given the special designation . For a particular branch

, we will sometimes refer to its constituent viewing sites as

the sequence , etc. If is not a terminal branch

(i.e., is not an end point), then spawns child branches and

is a branch point.

Finally, regarding path set , a path con-

sists of an ordered subset of connected branches

, terminated by two branches, and , having end points.

All paths must start with the root branch and end with a ter-

minal branch. Thus, a path defines a complete traversal through

the tree from the root to a terminal branch. contains all such

paths.

The complete method consists of four separate stages, as

shown in Fig. 1. Stage One computes a 3-D skeleton of the

presegmented image , where, for our efforts, is computed
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using the heavily validated 3-D airway-tree segmentation

method of [20]. The skeleton gives an initial estimate of the tree

structure . The subsequent three stages amend this estimate to

achieve the final tree . Stage Two consists of four operations

that eliminate false branches and perform an initial voxel-based

location adjustment of the remaining branches. Stage Three

applies three refining operations that result in a smooth sub-

voxel-interpolated tree description. Finally, Stage Four derives

viewing directions for each viewing site. Section II-B gives

details on the complete method, while Section II-C discusses

implementation aspects.

B. Method Details

Stage 1—3-D Skeletonization: The method begins by com-

puting the 3-D skeleton of . In principle, the 3-D skeletoniza-

tion algorithm must preserve homotopy and not excessively

erode the tree geometry; i.e., the algorithm should preserve end

points and give skeletal branches for significant branches of the

tree. For this paper, we have devised a method that combines

the simple-point definition of Saha et al. for homotopy preser-

vation and the end-point definition method of Zhou and Toga

for geometry preservation [44]–[46]. The method of Saha et al.,

while rigorously defined, can produce many extraneous short

branches and has an embedded surface-detection step that can

be very computationally intense [44], [45]. Zhou and Toga’s

method, while specifically tailored to tree-like structures, gives

inaccurate branch-point localization [47]. Our hybrid method

combines the strengths of the two approaches for skeletonizing

trees.

The first step involves computing two distance metrics, based

on the and chamfer distance metrics, for all

voxels contained in the segmented image [48]. These met-

rics give each voxel’s distance from the tree’s predefined root

site and outer boundary, respectively. The reasons for using two

different chamfer distance metrics are as follows. The

metric more accurately approximates the true Euclidean dis-

tance metric. Hence, subtleties on the surface of the segmen-

tation are more likely to produce voxel clusters that become

branches in the final skeleton (see below). The metric,

on the other hand, is less sensitive to surface irregularities. But

this sensitivity is not needed for measuring distance between

two sites, and the metric requires less computation. Next, clus-

ters are formed from 26-connected voxels having the same root-

site distance. Clusters having a locally maximal distance from

the root site are then further processed. For each such cluster,

the voxel furthest from the outer boundary is specially labeled

as an end point and never deleted by the remaining operations of

this stage. In the event that two or more voxels within a cluster

have the same maximum distance from the outer boundary, the

voxel that is closest to the cluster’s centroid is chosen. These la-

beled voxels designate end points that are best centered within

the tree.

The next part of the method applies an iterative thinning pro-

cedure to successive layers of unlabeled voxels. The first can-

didate layer is comprised of voxels a distance from the

boundary. Following the voxel characterization criteria of Saha

et al., simple S-open voxels that are not labeled as end points

are candidates for deletion. S-open voxels are those that are

6-connected to the image background at the beginning of the

current iteration, and a simple voxel is one that can be deleted

from without changing ’s homotopy [44]. Thinning iter-

ates through standard North, South, East, West, Top, and Bottom

scans for voxel deletion until no further simple S-open voxels

can be deleted ([49] is one of many 3-D skeletonization algo-

rithms using this scanning technique). The next thinning iter-

ation considers the layer of voxels a distance from the

boundary. This process continues for until all

layers have been considered. The final result is a 26-connected

unit-thick skeleton of the tree. Such scanning, standard in many

3-D thinning algorithms, tries to consider voxels so that direc-

tionally unbiased deletion occurs. In reality, however, because

the data is discrete, the final skeleton will exhibit some local de-

viations from the ideal central axial structure. Subsequent stages

of our method will attempt to better center these data.

The discrete nature of the data makes it difficult to prove and,

indeed, define the geometrical accuracy of a 3-D skeletoniza-

tion algorithm. For 3-D tree analysis, this is a topic of current re-

search [50]–[52]. Our primary goal is to have a 3-D skeletoniza-

tion method that robustly defines the airway-tree branches for

the first several generations, without exhibiting too many “dis-

tracting” extra branches.

Once the raw skeleton is computed, it is stored in the tree data

structure . Each skeleton voxel defines an ini-

tial 3-D location for a viewing site . The conversion of the

skeleton to starts at the voxel closest to the predefined root

site and follows its 26-connected neighbors to define the root

branch . If an encountered voxel has only two neighbors, it is

stored as a viewing site in and added to branch . Otherwise,

if it has three or more neighbors, the voxel is a branch point and

it begins (two or more) new branches, and . This process

continues for the new branches until the entire skeleton has been

processed. Note that the skeleton might contain loops. If a loop

is encountered, it is broken into terminal branches. For this cir-

cumstance, two cases are possible. In case one, a certain branch

point may connect to a previously encountered branch point of

upper generation branches that have already been defined. The

branch point that completes the loop is deleted. In case two, a

branch point might connect to branches yet to be defined, but

that eventually form a loop. As these branches become defined,

then some voxel will be encountered as in the first case and be

deleted. Note that the direction vectors for viewing sites are

not computed until Stage 4.

Finally, given the branch set , the path set is computed.

In the structure , subsequent processing, which will delete

or move viewing sites, will not change the tree’s basic homo-

topy, except to delete unwanted branches and better center the

viewing sites.

Stage 2—False Branch Elimination and Simple Cen-

tering: The main purpose of Stage 2 is to eliminate many of

the false branches typically contained in the skeleton produced

by Stage 1. Also, the skeletal branches are often not well

centered relative to the tree’s significant tubular components.

The four steps comprising Stage 2 eliminate many of the false

branches and begin the branch-centering process. During each

step, the tree is updated. Intuitively, we define a false branch
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as one that is too small geometrically to contain useful informa-

tion or that arises because of discrete-sampling artifacts. Stage

2 proposes several geometric tests for detecting false branches.

We emphasize that alternative operations are possible, but we

have found our proposed methods to be effective.

a) Length-based elimination: This step eliminates rela-

tively short terminal branches that are most likely due to insuf-

ficient data resolution. A terminal branch is eliminated if it does

not extend a sufficient length beyond a sphere inscribed about

its parent branch point. Such branches are deemed to have in-

sufficient geometric support to be significant. Two criteria are

proposed to identify such branches. Any terminal branch that

satisfies either of the following criteria is eliminated

(1)

(2)

where is the length of a branch , measured as the sum of the

distances between consecutive branch viewing sites, repre-

sents the parent branch of , is the last viewing site of ,

and is the radius of the maximally inscribable sphere,

centered at a viewing site , which stays within the

segmented tree

(3)

where refers to Euclidean distance between 3-D lo-

cations and . The values correspond to the

chamfer boundary distances computed in Stage 1.

Throughout this paper, the coordinates are normal-

ized relative to the smallest image sampling interval. For the 3-D

CT images considered in this work, this smallest interval is the

in-plane sampling interval . Since all of 3-D CT chest

images we considered were anisotropic (i.e., ),

this coordinate normalization is necessary to facilitate proper

processing.

Criterion (1) eliminates terminal skeletal branches that do not

extend at least one voxel beyond its parent’s branch-point

region; such branches are considered to be “spurs” [28]. Crite-

rion (2) focuses on longer branches. It deletes a branch that does

extend at least one radius beyond its parent’s branch-point re-

gion. This eliminates a branch that is short relative to its parent’s

branch-point region of support, implying that the branch might

appear because of a digital sampling artifact. Fig. 2(a) schemat-

ically gives examples of branches deleted by this criterion. Note

that Criterion (2) catches all unwanted branches of length 2 or

greater, but it does not get the distracting length-1 spurs; hence,

both criteria are needed.

b) Simple centering: Skeletonization tries to produce

centered branches. But, because of skeletonization’s discrete

nature, voxels constituting the final skeletal branches may

be biased away from the ideal center by one or two voxels.

Simple Centering begins to correct this improper viewing-site

centering. Skeletal points are iteratively moved until they reach

the locally maximal distance from the segmentation boundary.

Fig. 2. Impact of Stage 2 processing. (a) Length-based elimination: the
maximal sphere of radius r at a parent branch point is shown; two child
branches marked by an “x” have a length < r outside this maximally
inscribable sphere (as indicated by radius 2r disk) and hence, per (2), are
deleted; a third child branch is not deleted. (b) Simple centering: A viewing
site (white cube) is moved (dark cube) based on maximizing its distance from
the boundary. (c) Line-based elimination: Because the depicted tube has bumps
on the surface, two raw branches (dark lines) arise after 3-D skeletonization.
When applying line-based elimination, the double-arrow line segment connects
the terminating viewing site of terminal branch to a viewing site of its parent
branch; this line segment remains within the segmentation and fails the
similarity measure (7); thus, the branch marked with an “x” is deleted. (d)
Sphere-based elimination: the maximally inscribable sphere centered about the
last viewing site of branch b and the corresponding maximally inscribable
sphere centered at a viewing site v of another branch intersect; hence, by
criterion (9), branch b is deleted.

For each viewing site , its 3-D location is shifted in space

to 3-D location when

(4)

where represents the 26-connected neighbors of and

gives the radius of a maximally inscribable sphere per

(3). This operation is continued until the following condition

holds:

(5)

Note that viewing-site shifts have no effect on the tree’s homo-

topy. This is because the branch structure designates connec-

tions between viewing sites constituting branches, irrespective

of the positions of adjacent connected viewing sites.

c) Line-based elimination: To this point, a branch will

have been deleted if it is short relative to its parent’s local size

and volume. But it is possible to have a long terminal branch sit-

uated in nearly the same space as that occupied by a truly valid

branch. Such an anomalous branch can appear, for example, if a

tubular component of the tree is indented along its sides; i.e.,

missing voxels in cut “grooves” into the tube. 3-D skele-

tonization can break the single branch into two branches at the

beginning of such a groove. Fig. 2(c) shows an exaggerated ver-

sion of this circumstance. Such a terminal branch is eliminated

by this step if the branch can be reached by a sufficiently dif-

ferent straight-line path within the segmentation.

The detection of such a terminal branch begins by com-

puting line segments formed by connecting each viewing
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site of parent branch to the final viewing site (an end

point) of . If any line segment differs too much from and

remains within the segmentation, then is eliminated. Algo-

rithmically, this test is defined as follows. Any terminal branch

that satisfies the following criterion is eliminated:

and (6)

where is the subset of viewing sites in connecting

to is the line segment connecting viewing sites and

, and measures the similarity between a subbranch

formed by the set of viewing sites and

line segment

(7)

where is the shortest Euclidean distance between

point and the line segment . The value in (6) at-

tempts to strikes a balance between deleting and retaining such

branches. Examining (6)–(7) gives

(8)

implying that the average difference of a viewing site con-

stituting line segment differs units

(voxels) from tree subpath . To have this test depict truly

anomolous branches, should be significantly . We set

in our tests.

d) Sphere-based elimination: The previous simple cen-

tering step can move certain false terminal branches to the same

general space as valid branches. Sphere-based elimination iden-

tifies and eliminates a terminal branch if the maximally inscrib-

able sphere at its end point intersects a maximally inscribable

sphere at any viewing site of another branch. In mathematical

terms, a terminal branch is eliminated from the tree if the

following condition holds:

and (9)

where is the volume occupied by the maximally inscrib-

able sphere centered at viewing site that stays within the seg-

mented tree . Furthermore, if is a terminal branch, then

the following additional condition must hold before branch

is eliminated:

(10)

where is the length of the longest path containing

branch . Fig. 2(d) illustrates a branch eliminated by this step.

Note that step 3), line-based elimination, and this step do in fact

detect different branches. This can be understood by considering

Fig. 3(c). Two subtle details are present in this figure. First, the

branch’s terminal portion occurs at a “bump” on the surface.

This bump supports a smaller maximally inscribable sphere for

Fig. 3. Proposed method applied to a synthetic image with known branches.
The image is a 300� 300� 300 segmentation of a tree model proposed by
Kitoaka et al. [56]. The model is comprised of branching cylinders in a mostly
symmetric pattern with 125 branches and 63 paths. The diameter of each child
branch ranges from 50% of its parent’s to the same diameter with and average
of about 80% smaller.

the branch’s terminal portion. This sphere may not intersect with

the corresponding maximally inscribable sphere of the other

branch. Second, the airway’s cross section is pinched, which

creates a smaller maximally inscribable sphere for all points

along the main branch. Thus, the requisite spheres will not in-

tersect, leaving the branch intact after sphere-based elimina-

tion. Only line-based elimination is capable of detecting such

branches.

We now briefly justify the order of the steps above. Step 1)

eliminates many useless branches, considered too short to con-

tain significant information. This alleviates further steps from

occupying processing time with such branches. One of the out-

comes of Step 2) is to cause certain terminal branches that do

not end within protrusions of the segmented tree to “collapse”

toward the central axes of the tree. Without this step being per-

formed first, Step 4) may not detect such spurious branches. Fi-

nally, Steps 3) and 4) are interchangeable. Note that all elements

of the tree structure are continually updated after each step.

For example, if a parent branch has one of its child branches

eliminated (assuming two child branches), then the parent and

the remaining child are merged and the branch set and path

set are updated. We again emphasize that alternate operations

are conceivable for the steps above. But the primary goals of this

stage—delete many of the clearly spurious branches and begin

the process of better centering the axial structure—are satisfac-

torily accomplished by our suggested operations.

Stage 3: Tree Refinement: After stages 1 and 2, the set of

paths delineated by the set of viewing sites still suffer from

two deficiencies that render them unsuitable for 3-D navigation

and quantitative analysis. First, the viewing-site locations are

defined with integer-valued voxel coordinates. Hence, the paths

delineated by them do not accurately represent the true central

axes of the tree and are not sufficiently smooth. Integer-valued

viewing-site locations are especially unsatisfactory for naviga-

tion, as large angular shifts will occur from viewing site to the

next [53]. Second, the viewing sites still have no viewing di-

rections associated with them. Stages 3 and 4 eradicate these

deficiencies. The three operations comprising tree refinement

focus on smoothing and better centering the tree branches.
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a) Site elimination: Because the current viewing-site

positions are defined with integer-valued coordinates, adjacent

viewing sites tend to change direction abruptly. These abrupt

local direction changes do not reflect the more important

underlying tree structure and are in fact distracting to further

analysis. What is needed is a means of capturing the general

axial curvature beyond the voxel level. The approach we take

uses B-spline fitting and is similar to that employed by Shani,

Swift et al., and Bitter et al. [19], [38], [54]. Applying this

approach, the first step of tree refinement eliminates many un-

necessary (and detrimental) viewing sites, leaving the primary

skeletal structure of the tree. Subsequent tree-refinement steps

smooth these data and apply B-spline analysis to generate a

final set of acceptable viewing sites.

The eliminated viewing sites are chosen so that they do not

alter the tree geometry, excessively shorten tree branches, or

allow a subsequently fitted spline to reach outside of the seg-

mentation [Step 3) below]. Regarding this goal, most of the

tree’s branch points, which define the tree’s branch hierarchy,

and the individual branches themselves are retained. Given the

branches ordered by generation and subordered by length, the

following operations are applied to each branch . For

each viewing site , starting with and considered in re-

verse order, eliminate any viewing site if

and (11)

where was defined by (9). This process preserves and fa-

vors branch points ( for branches ). Note that it is pos-

sible, although rare for 3-D MDCT chest images, for all viewing

sites to be eliminated for very short nonterminal branches. If

such a branch does have all viewing sites eliminated, it is deleted

from the set of branches and its children are adopted by its

parent by updating the branch connections in and .

Note that the set of retained viewing sites define a “smoother”

tree structure. Local ripples arising from rapid voxel-to-voxel

shifts, are reduced. Only the larger, and arguably significant,

branch-shape variations, as captured by the maximally inscrib-

able spheres about retained viewing sites, remain. Addition-

ally, note that spline fitting is very sensitive to the positions of

points used during fitting. When the available points are closely

spaced, the fitting process in Step 3) below produces a spline

reflecting the many local variations (albeit smoothly).

b) Subvoxel centering: The remaining viewing sites still

have integer-valued coordinates. This step adjusts their posi-

tions to the subvoxel (noninteger) level. We employ an approach

similar to that proposed by Wink et al. [23]. For each branch

, begin with the first viewing site and set .

Find the maximum value of that satisfies the following rela-

tion:

(12)

where denotes a subset of viewing sites in from

to and is the similarity measure (7). Operation (12)

determines the longest run of viewing sites in that start at

and that fit a line segment . The direction of this line

segment is noted for all viewing sites .

To continue, let and repeat the process above until

is reached.

Next, each viewing site has its 3-D location adjusted ac-

cording to the central line (CL) measure proposed by Wink et

al. [23]. For a viewing site , this value measures how circular

the 3-D location is with respect to the cross section of

perpendicular to the previously computed direction. By incre-

mentally moving the 3-D location , we can locally maximize

the CL measure for the viewing site. This new 3-D location is

assigned to and better centers the viewing site within the tree.

This operation is accomplished for a given viewing site as

follows. In the two-dimensional (2-D) cross section perpendic-

ular to the computed direction and centered at , cast a series

of 256 equally spaced rays emanating from and reaching the

boundary of the tree in . Each ray has

a corresponding ray facing in the opposite direction; i.e.,

and form a line segment. These rays are used to compute

the CL measure for

(13)

The CL measure is also computed for 8 evenly spaced neighbors

a distance from . The point giving the maximum CL measure

is used as a new intermediate value for . This calculation is

repeated—i.e., a set of 8-neighbors a distance from the new

are found, the CL measures are computed, and the point giving

the maximum CL measure is identified—until gives a local

maximum CL measure.

Converse to the motivation for choosing in (6), we use

in (12). This value enables fits to reasonably long

line segments ( units) to subsets of viewing sites, giving

more gradual movements of adjacent viewing sites. For the CL

test (13), we use . Refer to Wink et al. for a detailed

discussion of the CL measure [23].

c) Spline fitting and smoothing: At this point, the tree

is similar to the discrete tree structure of Swift et al. [19]. The

tree consists of a sparse collection of viewing-site 3-D locations

having floating-point values. The last step is to fit a cubic

uniform (third-order) open B-spline to the 3-D locations com-

prising each branch and interpolate a new set of equally spaced

3-D locations along each branch fit. Viewing sites are interpo-

lated at a resolution equal to the minimum of the , and

sampling intervals ( for our data). This approach, applied by

Swift et al. and Shani, provides a locally smooth set of finely

sampled viewing sites for the final tree [19], [54]. Swift et al.

give complete details on performing the B-spline fit [19].

As is well-known, a new fitted point along a B-spline curve

must lie within the convex hull of the three nearest retained

viewing sites; this convex hull equals the union of the set of

triangles formed from each consecutive set of three viewing

sites [55]. Recall from Step 1) that the viewing sites used

for spline fitting, per (11), are spaced less than the locally

maximally inscribable sphere inside about each viewing site.

While the union of these maximally inscribable spheres does

not correspond precisely to the aforementioned convex hull,

it typically constitutes a larger volume than the convex hull.

Thus, the spline-fitted points approximately remain within .
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Some of the concepts employed in this stage have been used

previously in some form by other researchers [19], [23], [38],

[54]. Note that it is possible to perform spline fitting directly on

the integer-valued viewing sites available after Stage 2. While

the resulting splines would be smooth, they would have con-

siderable distracting undulations that would not be represen-

tative of the higher-level tree structure. Step 1) of tree refine-

ment first removes extraneous sites while retaining the impor-

tant branch points. Thus, large-diameter branch regions may

have few viewing sites remaining after this step, but not many

are needed to compute a smooth spline through such regions.

Step 2), subvoxel centering, gives a subvoxel adjustment to the

remaining sites before spline fitting is performed. Again, the tree

structure is updated continuously during this stage.

Stage 4: Direction Setting: The 3-D locations for the set

of viewing sites need no further change, but the viewing direc-

tions still are needed. We have devised a two-step method for

producing acceptable .

First, of each viewing site is adjusted so that it faces the final

viewing site of its member branch. This is done by assigning the

following viewing direction to each viewing site of branch

(14)

Recall that is actually a quaternion. The viewing directions

(14), however, are still not quite satisfactory for navigation, as

sudden local twists (rolls) can occur. To prevent this circum-

stance, we modify the up vector ( axis in the local 3-D

coordinate frame) of each viewing site’s direction per

the method of Paik et al. [27]. To do this, we leave the up

vector for the first viewing site unchanged. Next, for ,

we project ’s up vector onto the plane perpendicular to

. This projected up vector is used as the

new up vector of , giving a modified quaternion for ;

note that will still point toward after this adjustment.

This process is continued for , etc., until we reach

the end of the branch. (For aesthetics in viewing—in particular

to prevent sudden direction changes in the vicinity of the last

viewing site, our system actually reuses the same quaternion for

last 5 viewing sites of a branch.)

The second step addresses interbranch continuity. Since a

parent branch —constitutes a part of a path through each

of its child branches, a means must be used to produce smooth

transitions for child viewing sites following the branch point

. Without this, jumps can occur in views after a branch point.

Swift et al. resolved this issue by interpolating a smooth path

through each child branch separately, giving a highly ineffi-

cient data structure that would repeat viewing sites and branches

for multiple paths [19]. We resolve these discontinuities, while

keeping a single tree structure, by using spherical linear inter-

polation [42], [43]. The viewing directions for the first 9

viewing sites of a child branch are modified as follows:

(15)

where is the final viewing direction for (child branch

’s th viewing site), is the previous viewing direction

for is the viewing direction for the branch point

spawning the child branch , and

is the angle between the directions of and . The weights

in (15) gradually diminish the branch point’s influence on the

final direction calculation. For example, defaults to ,

while gives (no change). The choice to modify the

first 9 viewing-site directions can, of course, be changed and

is motivated by aesthetics in viewing. Our proposal assumes a

90 worst-case direction change from branch point to child

branch ’s first viewing site , implying a gradual 10 max-

imum direction change for the initial set of viewing sites. Wink

et al. also noted the potential for abrupt direction changes in

branches and used an approach similar to (15) to ameliorate this

difficulty [23].

C. Implementation Issues

The final output of the method is the tree data structure

. The viewing sites constituting have

floating-point 3-D positions and viewing directions . The set

consists of branches deemed significant in the presegmented

input image . These branches in turn constitute the paths

, which all begin with root branch and terminate with a

branch having an end point. The final paths are defined to the

subvoxel level and offer smooth viewing direction transitions.

The complete method integrates a number of ideas proposed

by previous researchers working in the fields of skeletoniza-

tion, path planning, branch delineation, and graphical naviga-

tion [19], [23], [27], [42]–[46], [54] in addition to several new

concepts. The Stage-1 3-D skeletonization method is tailored to

tree-like structures and is a hybrid combination of previously

proposed methods. The Stage-2 operations have not been pro-

posed previously to the best of our knowledge, but are related

to the simple skeletal pruning ideas used by others for deleting

short branches (e.g., [32]). A novel aspect of the Stage-2 opera-

tions is that they eliminate a branch based on its actual shape and

size (as represented in ), as opposed to just its skeletal length.

Stages 3 and 4 combines ideas from a few previous methods,

but the concept for generating smooth viewing directions across

branches, resulting in final smooth paths well-suited for visual

navigation inside the human airway tree, is new.

Our computer implementation uses several discrete ap-

proximations. For example, line-based elimination uses line

segments in (6) that are sampled at nearest integer-coordi-

nate points along their length. Similar digital approximations

are used for the maximally inscribable spheres in (9) for

sphere-based elimination and (11) for site elimination. These

approximations in principle can affect the accuracy of these

steps to roughly unit. But given the high resolution of our

MDCT data (Section III) and the subvoxel corrective aspects of

tree refinement, we have found no adverse influence from these

small approximations.
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The method requires no difficult parameter choices, but

values for the preselected root site, , and warrant

comment. First, as discussed in Section III, the preselected

root site can be chosen easily and over a wide range near the

proximal end of the trachea. For line-based elimination [stage

2, Step 3)], the discussion for (8) gives rationale for choosing

. To add further insight, this value relates directly to the

diameter of branches in the segmented tree . Line-based

elimination is intended for deleting false branches that spawn

off of bifurcations near large branches. If is larger than

the diameter of ’s largest branch, then no branch can be

eliminated by test (6). The choice of and in subvoxel

centering [stage 3, Step 2)] do not affect the tree’s final geom-

etry (i.e., the number of tree branches), but instead influence

the curvature and direction of the final branches. Hence, the

impact of and is minor. Following the discussion in

stage 3, Step 2), we see little reason to increase beyond 5.

See Wink et al. for a discussion of the CL measure (13) which

employs . Our parameter values were found empirically by

studying visual results generated from 3-D CT human images

using our VB system.

In principle, the method attempts to define branches for sig-

nificant tubular (branch-like) components in . While the dis-

crete approximations make it difficult to rigorously prove prop-

erties of final tree branches, it can be stated that only branches

originating in the 3-D skeleton of can appear in the final

tree . Further, each terminal branch must extend a minimum

length beyond its parent’s end point, per (1)–(2). In practice,

our goal has been to devise a method that extracts “a suffi-

cient number” of airway paths to enable MDCT assessment and

follow-on guided bronchoscopy to sites reachable by modern

bronchoscopes (see Section IV discussion).

III. RESULTS

Results are presented focusing on the performance of the pro-

posed method and on applications to VB-based assessment of

lung cancer.

A. Method Performance

Fig. 3 gives an initial test of the method for a synthetic 3-D

airway-tree image with a known branching structure, proposed

by Kitaoka et al. [56]. As the synthetic model is very simple,

with no degradations, the proposed method agreed completely

with the predefined known branches. Branch agreement was

based on how well branch points and end points of corre-

sponding branches matched. Branch points had to be at the

same hierarchical level of the tree to agree, while the difference

between 3-D locations of corresponding branch points and end

points had to be less than or equal to six voxels (this was the

value needed to enable complete agreement).

We next ran a series of tests on real human images. Twelve

3-D human CT chest images were used to compare the proposed

method to the previously developed branch-following method

of Swift et al. [19]. These images were acquired from either

a Philips MX8000 MDCT scanner, Imatron electron-beam CT

(EBCT) scanner, or Toshiba Aquilion MDCT scanner. The sub-

jects included airway, lung nodule, and mediastinal lymph-node

TABLE I
TREE ANALYSIS RESULTS FOR THE PREVIOUSLY DEVELOPED

BRANCH-FOLLOWING METHOD OF SWIFT et al. [19] VERSUS THE PROPOSED

METHOD. THE RESULTS WERE TAKEN OVER TWELVE 3-D HUMAN CT SCANS

“Branches” denotes the number of final branches produced, “paths” sig-
nifies the number of paths produced, and “maximum generation” is the
highest-generation output branch (generation 1 denotes the root branch).
For these three measures, both the mean � and standard deviation � are
given. “Time” denotes average computation time.

cases, and all were studied under a protocol approved by the

University of Iowa IRB. All scans required one 20-s breath hold

by the subject. All slices consisted of 512 512 voxels in the

transverse plane, but the number of slices for the 12 images

varied from 100 to 597. Eight images were from seven sub-

jects scanned in the MX8000. For one MX8000 subject, we

included two images, where the ventilation level [functional

residual capacity (frc) or total lung capacity (tlc)] was varied.

The anisotropic voxels in these images had in-plane resolutions

ranging from 0.57 mm to 0.59 mm, and resolu-

tion (slice-to-slice spacing) 0.60 mm. Three images were from

three different subjects scanned on the Imatron EBCT scanner,

with mm or 0.684 mm and resolutions

of 1.50 mm or 3.0 mm. The remaining data set was generated on

the Toshiba scanner, with mm and

mm. We point out that these 12 test images contain over 1000

branches, giving a more than sufficient variety of test situations.

A dual-CPU Dell workstation, using 933 MHz Intel Xeon Pen-

tium-III processors, 2 GB of RAM, and Windows 2000, was

used for all tests.

Root sites were preselected by a human operator, who exam-

ined transverse and coronal CT sections in our VB system [6],

[19]. We point out that these root sites, positioned near the prox-

imal end of the trachea, are very easy to find. Considerable flex-

ibility exists in picking a root site, since the trachea is generally

the longest branch of the airway tree. On tests with four MDCT

human images, we varied the root site over a range of 5–20 slices

and a 15 15 or a 20 20 square of voxels in the transverse

plane (this is comparable to the typical cross-sectional area of

the trachea which consists of about 400–600 voxels on a 2-D

slice or 150–250 mm ). We found no changes in the resulting

branch geometries and only minor local changes in proximal

ends of the root (tracheal) branches .

Tables I–III and Fig. 4 present comparison results for the pro-

posed method and the Swift et al. branch-following method. As

part of this table, we present results on branches deemed to be

correct or in error. An expert observer used several visualiza-

tion tools in our interactive VB system to judge the correctness

of the extracted branches. The visualization tools used were as

follows: (a) transverse slices; (b) local cross sections orthog-

onal to each viewing site along a branch; (c) local cross sections

parallel to each viewing site along a branch; and (d) coronal

front-to-back depth-weighted maximum thin slab
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TABLE II
CASE-BY-CASE TREE ANALYSIS RESULTS FOR THE SWIFT et al. BRANCH-FOLLOWING METHOD AND PROPOSED METHOD.

SAME TWELVE CASES AS IN TABLE I USED

For each image (identified by a coded name), the number of branch generations (gen.),
the total number of branches (branches) computed, and the erroneous branches (errors)
computed by each method is listed. For the swift method, an additional column indicates
whether the method failed to produce an acceptable result; Table III gives the nature of
these errors and Fig. 4 shows examples of two failures.

TABLE III
FOR EACH FAILED IMAGE OF TABLE II, THE NATURE OF THE FAILURE OF THE SWIFT METHOD IS GIVEN

views , which

clearly shows the contours of airways as they are traversed along

a branch [57]. The cross section views were windowed in the

range to sharply defined airway walls for small air-

ways. The expert ran the system in “movie mode,” which en-

abled observation of a branch in all visualization tools simulta-

neously. It was apparent that all branches generations from

terminating branches were correct. So, the expert observer fo-

cused on branches situated in the peripheral 2–3 generations for

each case; this still required the observer to interrogate on the

order of 60% of the branches. As the branches in question were

typically in the distant periphery, they were generally very short

with little spatial support. Hence, judgments on these branches

were often difficult. The structure of the tree also helped in iden-

tifying possible erroneous branches. Many branches deemed to

be erroneous arose from implausible trifurcations or from bi-

furcations that arose in rapid succession (i.e., a false bifurcation

may have occured). Also, branch following appeared to produce

branches that “circled around” an open space without regard for

whether the space had already been covered earlier.

Per Tables I–II, the proposed method generally produces

many more correct branches (1015 total over all images) than

branch following (513 total), while giving fewer erroneous

branches ( % versus %). Branch

following did produce more correct branches for one thick-slice

Toshiba case (sub7), but these branches were very small and the

dataset gave little spatial support for many branches. (We must

emphasize that nearly all of the so-called erroneous branches

found for the various images were very small and in the far

distant periphery. Hence, their significance is questionable.) As

Table II shows, branch following gave significant failures for

8 of 12 cases, while the proposed method never fails. Two of

these failures are shown in Fig. 4. Branch following is unduly

sensitive to rapid changes in the airway structure, causing

branch following to halt early in defining the tree. Unfortu-

nately, rapid changes in airway structure often correspond to

the presence of a pathology, such as a stenosis or impinging

tumor, exactly the structures the physician wishes to examine.

For case h023, branch following was barely able to produce a

tree at all (only three branches). Further, the proposed method

generally captured over two more generations of branches on

average than branch following (mean values of 9.7 versus 7.0).

The generated trees agreed on the number of extracted

branches up to generation 3.2 on average, where the root

branch was counted as generation 1. Branch agreement was

based on the criteria used for the Kitaoka phantom result.
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Fig. 4. Pictorial comparison of Swift et al. and the proposed method. (a)–(b) Coronal depth-weighted coronal projection images for image v (the lines are the
extracted 3-D paths projected onto the coronal plane). The Swift method gives no information in the left lung. (c), (d) Coronal projections of the paths obtained for
the case h008 with (c) the branch-following method of Swift et al. and (d) the proposed method. (e) A 3-D surface rendering of the input segmented airway tree
I . The proposed method recovers more peripheral branches than branch following (see Table II).

TABLE IV
PERFORMANCE BREAKDOWN OF PROPOSED METHOD. THE NUMBER OF BRANCHES, % OF BRANCHES DELETED, COMPUTATION TIME (SECONDS), AND % OF

TOTAL COMPUTATION TIME ARE GIVEN FOR EACH STAGE. A SEPARATE BREAK-OUT IS ALSO GIVEN FOR THE BRANCH-ELIMINATION STEPS OF STAGE 2

Note that stage 4 and step 2 of stage 2 do not delete any branches. The 205 entry for skeletonization gives the starting number of branches
before any deletion occurs. Results are based on an average over seven 3-D CT images.

Since branch following tended to produce shorter terminal

branches, we also allowed for a six-voxel tolerance in position

difference for matching end points. Despite this tolerance, other

corresponding branches, ruled to be different, actually appear

visually similar. Note that the matching of anatomical trees

generated from image processing is an open research problem,

and work is in progress [50], [52]. Hence, our comments on

tree matching and on the numbers of significant branches are

not rigorous. As pointed out in Section I, airway trees are

very complex and essentially impossible to define manually.

Hence, gold-standard data is not available. Yet, detailed visual

inspection, as shown in Fig. 4, supports our conclusion that

the proposed method produces more significant branches than

branch following.

Regarding execution time, the proposed method ran in 130

s on average, including prior segmentation times to generate

, while branch following ran in 70 s on average, including

multiple executions for parameter adjustments. A substantial

drawback of the branch-following method, however, not re-

flected in mere computer execution time is that the human

operator must run the method two or three times typically

to test parameter adjustments and must then examine the in-

termediate results between runs. This factor makes branch

following much more time consuming and subject to human

operator experience.

Table IV gives a performance breakdown for the proposed

method, averaged over seven 3-D images. 3-D Skeletonization

accounts for 84.8% of the computation, but this step processes

all data within the segmentation . The subsequent three stages

only examine the small amount of data captured in the tree rep-

resentation . Length-based elimination deletes the large ma-

jority of distracting branches, yet the remaining steps do delete

significant distracting branches, particularly in cases with com-

plex pathologies (e.g., Fig. 5).
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Fig. 5. Airway-obstruction case. (Top view) Coronal Projection Tool shows a weighted-sum coronal projection of the 3-D CT image (240 � y � 295 used in
projection calculation), with overlaid quantitative paths (red lines) and branch points (green squares). The blue dot lies within the most obstructed portion of the
trachea and signifies the viewing site focused on by all other tools. 3-D Surface Tool zooms in on the pertinent obstructed portion of the rendered segmented airway
tree, with quantitative paths again overlaid; the yellow sphere is the viewing site of interest. 2-D Plot Tool shows a plot of airway cross-sectional airway versus
distance along the airway. The data is plotted for a subset of viewing sites situated about the obstructed airway (path 15, sites 150–248). The blue plot site is the
viewing site of interest; the drop in cross-sectional area is apparent. Coronal Bck � > Frt Slab Tool depicts a depth-weighted maximum thin slab of data in
the coronal direction, situated about the viewing site (the red dot) (back-to-front view, focus = 20; vision = 30, data processing and viewing windows use range
[�1024;1000] [57]). Previously inserted wire-mesh stent is clear in this view. Transverse Slicer shows a slice at selected viewing site, with cross-hairs signifying
location (viewing window = [�1000;200]). Impinging cancer is clear in this view. Cross Section tool shows a local cross section orthogonal to the viewing
site; width of airway is 4.5565 mm at this site, as shown (3.0�zoom, viewing window: [�1000;200]). A second cross section at a different viewing site above
the obstruction shows a normal-looking cross section, with a measured width = 10:623 mm. (Bottom view) Sequence of three endoluminal airway renderings
along the obstructed airway, following path highlighted above. (Case parameters: image ge flip, 512� 512� 373;�x = �y = 0:647;�z = 0:5; root site =
(244;217;0), segmentation RG, e = 50000, no filter, followed by simple morphological reconstruction).

B. Applications to Human VB-Based Lung-Cancer Assessment

As mentioned in Section I, we have devised an interactive

computer-based system for VB assessment of lung-cancer pa-

tients. More details on the system appear in [6] and [7]. The

proposed path-planning method plays a vital role in this system.

Below, we present two cases.

Case 1) A 57-year-old male lung-cancer patient, previously

fitted with a nitinol stent, underwent a Toshiba Aquilion 3-D

MDCT scan. A technician then performed 3-D airway-tree

segmentation [20], root-site definition, and path analysis;

these procedures took roughly 20 min. A physician then

inspected the case and defined the site of interest, situated
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Fig. 6. Virtual bronchoscopic examination at a site of an encroaching stent [19]. Composite VB-guidance system view depicts the 3-D CT scan registered to the
bronchoscopic video near the site of the stent. (Top View) System’s Video Match Tool. The tool accepts the bronchoscopic video and matches it to the polygonal
surface data obtained from the original EBCT data. The Top-left view is the free-running bronchoscopic video (distortion corrected) and the Top-right view depicts
the matched endoluminal airway surface view; the red line is the precomputed path being followed. The CT scan had been done several months earlier after initial
stent insertion. The virtual endoluminal view shows a protruding portion of the stent before tissue grew over it. (Bottom View) The matched CT-video location is
also displayed in the other two views. The Coronal Projection Tool shows weighted-sum coronal projection of the CT data (slice data in the range 200 � y � 300
used); red lines represent the precomputed paths and the blue dot gives the current examination site. The 3-D Surface Tool depicts a rendering of the segmented
airway tree, navigation paths, and current site; the current site and viewing direction are represented as a ball and needle. An airway obstruction beyond the right
main bronchus results in few airways paths in the right lung. (Case parameters: image d001010, 512� 512� 123, Imatron EBCT scan, �x = �y = 0:586 mm,
�z = 1:5 mm, root site = (250; 257; 5), segmentation RG, e = 50000, no filter).

near the impinging cancer. The technician then selected a

path that “flies by” this site for use during follow-on quanti-

tative analysis and guidance. This path is easily selected by

pointing to the desired location on the Coronal Projection

Tool or 3-D Surface Tool (see Fig. 5). These procedures

required roughly 15 min. (Note that branch following could

not generate a path that passed through the pathology.)

Fig. 5 gives a composite after these steps. Since the 3-D

airway-surface rendering and coronal projection plainly show

the primary lung cancer in the distal trachea growing above

the stent, it was straightforward to select a path for airway

analysis. In general, path selection is done very easily, as

the preselected sites are usually near one of the visible air-

ways. Also, because of the diameters of current broncho-

scopes, no branches beyond generation 7 generally are nec-

essary. The cross-sectional area plot and other views clearly

depict other manifestations of the lingering obstruction. Post

Nd:YAG laser surgery later followed to mitigate the obstruc-

tion.

Case 2) A 43-year-old female patient presented bleeding in

the airways, as a result of a stent previously inserted into the

right main bronchus. Using an Imatron EBCT scan collected

earlier, 3-D airway-tree segmentation, root-site selection, and

path analysis was done. These procedures again took approx-

imately 20 min. The computed data were then interrogated in

our VB guidance system to select a path passing through the

stent region.

The computer system was brought into the bronchoscopy

suite and interfaced to the bronchoscope. This interfacing

required roughly 15 min, and the bronchoscope had previ-
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ously been calibrated for distortion correction [58]. After this

preparation, with the aid of the technician, the physician per-

formed a virtually guided bronchoscopy to the region of the

stent. Nd:YAG laser surgery then followed to trim the im-

pinging portion of the stent. Fig. 6 gives a composite view in

the vicinity of the stent. These results draw upon a technique

based on normalized mutual information for registering the

“virtual world” of the CT-based rendered endoluminal airway

views to the “real world” of the bronchoscopic video. Refer-

ences [7], [59] give details on this procedure. To the best of

our knowledge, this case is the first demonstration of direct

image guidance of live bronchoscopy.

IV. DISCUSSION

To date, we have successfully used the proposed path-plan-

ning method in tandem with our image-guided bronchoscopy

system on over 90 human lung-cancer patients. Studies with

these patients have involved mediastinal lymph-node biopsy,

peripheral-nodule analysis, and airway-obstruction analysis

[60]–[64]. Reference [7] gives a description of the complete

system and provides examples of virtually guided mediastinal

lymph-node biopsy. We point out that 3–4 defined airway

generations tend to be sufficient for planning and guiding

procedures for airway obstructions (e.g., stent insertion and

Nd:YAG laser surgery) and most mediastinal lymph-node biop-

sies. Bronchoscope technology, which currently employs 6 mm

diameter devices, defines this limitation. Physicians, however,

have observed on the order of 8 to 10 airway generations using

new ultrathin bronchoscopes ( mm) [65]. For

current MDCT scanning technology, our path-planning method

visually appears to produce on the order of 10 generations of

valid airway branches.

While our proposed method generates a large number of ap-

parently correct branches, we caution that “false branches” may

still exist, and no one, to the best of our knowledge, has defined a

complete anatomically correct description of a 3-D tree captured

by a 3-D CT scan. Image data degraded by excessive image re-

construction artifacts (e.g., from so-called “sharp” reconstruc-

tion kernels) can produce false branches. Application-depen-

dent model-based criteria [56] or more sophistated graphical

editing [51], [52] may be necessary to produce a definitively

correct and complete tree. The problem of accurate hierarchical

tree definition is the topic of ongoing research [50], [52] and has

not impeded our efforts for image-guided bronchoscopy, which

does not require a complete tree.

The proposed method has proven to be practical in the clinical

arena of human lung-cancer patient management. The method

typically requires 3 min to run on a medium-range PC, with the

longest observed time at 5.3 min. We point out that these times

are for very large 3-D MDCT chest scans (200–300 MBytes of

image data per typical scan). When the path-planning method

is coupled with the tasks of performing the prior airway-tree

segmentation and root-site selection, the total time for inter-

action and preparation is comfortably under 20 min. The only

human interactions required are the straightforward selection of

the airway tree’s root site and physically running the programs.

All tasks can be accomplished by a trained technician. While

our primary interest has been to apply the method to the plan-

ning and guidance of bronchoscopy, we have also applied the

method successfully to a large variety of 3-D images, including

3-D CT airway scans of phantoms, animals, and humans, in ad-

dition to 3-D micro-CT vascular-tree images [66], [52].

Finally, we would like to offer some historic comments

on the field of virtual bronchoscopy. All major CT scanner

manufacturers have offered some form of endoluminal airway

viewing on their scanner workstaions since 1996–1997. This

simple viewing operation has essentially defined what VB is.

Many small pilot studies have been done that address the poten-

tial of VB for CT image assessment, but none have definitively

confirmed VB’s lasting clinical value. Yet, we believe virtual

bronchoscopy (probably the wrong term to use) needs to go

well beyond simple endoluminal airway viewing to become

a clinically accepted tool. It has been our goal to wed this

basic methodology with many other methodologies in image

processing, computer graphics, and clinical devices to produce

a system for the planning and true guidance of bronchoscopy.
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