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## 1. Introduction

During the past half century there has occurred a series of striking advances in the mathematical theory of compressible irrotational fluid flow in two dimensions. These developments have been concomitant with discoveries of general mathematical interest and to some extent with the growth of new mathematical disciplines. Among these we may cite the hodograph transformation of Chaplygin [3], the use of functiontheoretical properties of quasi-conformal mappings [1,6, 15], the theory of regular variational problems [19, 20], potential-theoretic investigations [7], the development of fixed point theorems in function space [11, 16], and the theory of pseudo-analytic functions [2].

Since most of these methods are by their nature limited in application to twodimensional phenomena, the theory of three-dimensional flow has not fared so well, and there seems to be little literature of a precise mathematical character on the subject. There appear, in fact, to be serious difficulties in the way of a comprehensive discussion, for the study of such flows is equivalent to the study of a non-linear second order equation in three independent variables, and the problem of finding

[^0]a priori estimates in a general case for the solutions of such equations remains open. ( ${ }^{1}$ )

In the present paper we discuss questions of existence, uniqueness, and asymptotic behavior of three-dimensional compressible flows. Our method of deriving asymptotic estimates is a modification of a procedure suggested by Nirenberg which will be published elsewhere. It differs from that of Nirenberg in important respects, and permits us to obtain a fairly precise estimate on asymptotic behavior of the velocity field (Theorem 1). This result is then applied to prove the uniqueness of a given subsonic flow past an obstacle $B$ (Theorems 2, 3, 4). We remark that we do not require the flow to be uniformly subsonic (it may become sonic at $B$ ) and the uniqueness appears in a class of flows which may admit supersonic regions. We prove also that in a flow past $B$ which is subsonic at infinity, no net force is exerted on $B$ by the fluid (Theorem 5). ${ }^{2}$ )

Section 9 is devoted to a proof of existence of compressible flows past an obstacle $B$ provided the maxium speed in the flow is sufficiently small (Theorems 6, 7). In principle such a result should follow by straightforward application of the method used by Frankl and Keldysh [7] in the case of two-dimensional flows, since this method is based on potential-theoretic considerations which do not respect dimension. We have been informed (oral communication) that an independent proof based on a variational method has been given by Berg and Nirenberg. The proof we present uses the fixed-point theorem of Leray and Schauder [11] and does not seem intrinsically simpler than the others; however, it leads to an explicit estimate of the maximum speed for which existence is demonstrated. In the case of polytropic flow ${ }^{\left({ }^{3}\right)}$ with $\gamma=1.5$, it is sufficient that the Mach number does not exceed 0.53. ${ }^{4}$ )

Although this paper is directed toward the study of subsonic flows, the results can be interpreted as statements on the solutions of elliptic differential equations.
${ }^{(1)}$ After the completion of this work our attention was called to a paper of H. O. Cordes [4] in which a priori estimates in a bounded region are obtained under remarkably weak hypotheses. It would be of interest to determine whether methods similar to those of Cordes will yield an improvement on the estimate at infinity which is essential for our results.
${ }^{(2)}$ This result has been announced by Ludford [13], but is not substantiated by the contents of his paper.
$\left(^{3}\right)$ For definitions see Section 2.
${ }^{(4)}$ Added in proof: Professors L. E. Payne and H. F. Weinberger have remarked that a modification of one of our estimates will lead to a significantly better result. Using this remark and also some improvements noted by the authors, it is possible to prove the existence of flows for which the Mach number does not exceed 0.7. However, it seems likely that a much stronger result can be proved. See the note "Added in proof II" at the end of this paper.

We adopt this point of view in Section 11, where we apply a modification of our method to a study of asymptotic behavior of solutions of elliptic equations in $n$-variables. The main result consists in the statement (Theorem 10) that if a solution $u(x)$ is restricted to a certain order of growth at infinity then it must tend to a limit with at least a prescribed rate.

Finally we present in Section 12 an extension of the classical maximum principle for solutions of elliptic equations to a statement which applies also to the point at infinity. Our method here is quite different from the argument on which the earlier sections are based, and we are able to announce a result (Theorem 11) which is true for a rather broad class of non-linear equations (which need not be uniformly elliptic), and which is nevertheless sharp in the special case of Laplace's equation. In con. junction with Theorem 1, this result implies the property of subsonic compressible flows (Theorem 8) that the speed cannot tend to a maximum at infinity.

We point out that, except for the existence theorem in Section 9, the discussion is entirely elementary, being based on formal integration by parts. The estimates we have obtained in this way suffice to establish the qualitative theorems of the present paper, but they are not best possible. In a later work we shall derive precise estimates of asymptotic behavior for solutions of elliptic equations in $n$-dimensions by an extension of the method of our earlier paper [6].

## 2. Notation and Definitions

To facilitate the exposition we shall use the summation convention,

$$
a_{i} x_{i}=\sum_{i=1}^{n} a_{i} x_{i} .
$$

The symbol $x$ will denote the vector $\left(x_{1}, \ldots, x_{n}\right)$. A scalar solution $\left.{ }^{1}\right) \phi(x)$ of

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}\left[\varrho \frac{\partial \phi}{\partial x_{i}}\right]=0, \quad \varrho=\varrho\left(\phi_{i}^{2}\right)>0, \quad i=1, \ldots, 3 \tag{1}
\end{equation*}
$$

will be called the velocity potential of an irrotational gas flow with density $\varrho$. The gradient $\nabla \phi$ of $\phi(x)$ then represents the velocity vector of the flow. We shall write

$$
\nabla \phi=w=\left(u_{1}, u_{2}, u_{3}\right) .
$$

The speed $q$ of the flow is defined as the magnitude of $\nabla \phi$,

$$
q=\left(u_{i}^{2}\right)^{\frac{t}{2}} .
$$

${ }^{(1)}$ We assume $\phi(x)$ has continuous partial derivatives with respect to all $x_{i}$ up to the third order.

For simplicity, we shall occasionally restrict attention to equations of the form (1), although most of our results admit immediate extension to solutions of equations of the form

$$
\frac{\partial}{\partial x_{i}}\left[\Theta_{i}\left(u_{1}, \ldots, u_{n}\right)\right]=0, \quad u_{i}=\frac{\partial \phi}{\partial x_{i}}
$$

with suitable assumptions on the functions $\Theta_{i}$. Our special concern is the case of polytropic flow, for which

$$
\begin{equation*}
\varrho=\left[1-\frac{\gamma-1}{2} q^{2}\right]^{1 /(\gamma-1)} \tag{2}
\end{equation*}
$$

Here $\gamma$ is the ratio of specific heats of the fluid, $\gamma>1$.
If $\varrho$ is any function of $q^{2}$, then (1) takes the form

$$
\begin{equation*}
a_{i j} \frac{\partial^{2} \phi}{\partial x_{i} \partial x_{j}}=0, \tag{3}
\end{equation*}
$$

with

$$
a_{i j}=\varrho \delta_{i j}+2 \varrho^{\prime} u_{i} u_{j}, \quad \varrho^{\prime}=\frac{d \varrho}{d q^{2}}, \quad \delta_{i j}= \begin{cases}1, & i=j \\ 0, & t \neq j\end{cases}
$$

It is not hard to show that the quadratic form

$$
a_{i j} \xi_{i} \xi_{j}
$$

admits only two distinct eigenvalues, $\lambda_{1}=\varrho+2 \varrho^{\prime} q^{2}, \lambda_{2}=\lambda_{3}=\varrho$. Equation (3) is of elliptic type if all eigenvalues are positive, parabolic if at least one eigenvalue vanishes, otherwise hyperbolic.

If $\varrho$ is defined by (2) there exists a critical speed

$$
\begin{aligned}
& q_{c}=\left(\frac{2}{\gamma+1}\right)^{\frac{z}{2}} \\
& \text { and a maximum speed } \quad q_{\max }=\left(\frac{2}{\gamma-1}\right)^{\frac{1}{2}}
\end{aligned}
$$

such that (3) is elliptic, parabolic, or hyperbolic according as $0 \leqslant q<q_{c}, q=q_{c}, q_{c}<$ $q \leqslant q_{\max }$, and $\varrho$ is (in general) not defined for $q>q_{\text {max }}$.

The speed with which infinitesimal disturbances are propagated in a flow is called the speed of sound,

$$
a=\left(-\frac{\varrho}{2 \varrho^{\prime}}\right)^{\frac{2}{2}}
$$

The ratio $q / a$ of speed in the flow to the speed of sound is called the Mach number,

$$
M=\left(-\frac{2 q^{2}}{\varrho} \varrho^{\prime}\right)^{\frac{1}{2}}
$$

If $\varrho$ is defined by (2), then

$$
M^{2}=1-\frac{1-\frac{\gamma+1}{2} q^{2}}{1-\frac{\gamma-1}{2} q^{2}}
$$

Accordingly we shall call a flow

```
subsonic, if 0\leqslantq< q
sonic, if q= q
supersonic, if }\mp@subsup{q}{c}{}<q\leqslant\mp@subsup{q}{\operatorname{max}}{}
```

A flow for which both subsonic and supersonic values of $q$ appear will be called mixed.

Clearly the constants $q_{c}$ and $q_{\text {max }}$ are defined (perhaps infinite) for any density function $\varrho=\varrho\left(q^{2}\right)$ with $\varrho^{\prime}<0$. If this is not the case there will nevertheless be an interval $0 \leqslant q<q_{c}$ in which (3) is elliptic. We shall then consider only those flows for which $q$ lies in this interval throughout the flow region, and we shall refer to such a flow as subsonic.

By an obstacle $B$ we shall understand a closed surface which bounds a finite region in three-dimensional space. We assume that $B$ possesses at each point a unit normal which varies continuously on the surface. Further restrictions on $B$ will occasionally be imposed and are indicated in the context. By a flow past $B$ we mean a velocity field derived from a solution of (1), which is defined throughout the exterior of $B$ and which is directed tangentially on $B$. A flow is called uniform at infinity if the velocity vector tends to a limit as $x \rightarrow \infty$.

The symbols $C$ and $K$ will be used to represent constants, the value of which may change even within a given demonstration. Thus, from $\psi \leqslant C\left(R^{2}+1\right)^{\frac{1}{2}}$ we may conclude $\psi \leqslant C R$ for $R \geqslant 1$. We shall also use the notations $\psi=O(R), \psi=o(R)$ to mean, respectively, $(1 / R)|\psi|<C,(1 / R)|\psi| \rightarrow 0$, as $R$ tends to some limit $R_{0}$. Alternatively, the symbol $\varepsilon(R)$ will be used to denote a quantity which $\rightarrow 0$ as $R \rightarrow R_{0}$.

## 3. A Preliminary Estimate

We consider in this section a function $u(x)$ defined and continuously differentiable in a region including the exterior $E$ of a sphere $S$ in $n$-space, $n \geqslant 3$. We denote by $\Delta(\varrho)$ the Dirichlet integral of $u(x)$ extended over the exterior $E_{\varrho}$ of a sphere $S_{\boldsymbol{Q}}$ about the origin of radius $\varrho$ sufficiently large that $E_{\varrho} \subset E$. The existence of $\Delta(\varrho)$ is here assumed, later to be proved. We assume further that for any point $P$ in $E$ the

Dirichlet integral $D(r)$ of $u(x)$ in a sphere of radius $r$ about $P$ admits a suitable growth estimate as a function of $r$. We shall prove that $u(x)$ then tends to a limit $u_{0}$ at infinity and we shall estimate the rapidity with which $\left|u(x)-u_{0}\right|$ tends to zero. Our method of proof is essentially the same as that already used by Nirenberg in a similar connection.

Lemma 3.1. On every sphere $S_{\varrho}$ about the origin there is a point $\bar{P}$ such that on the extended radius from $\bar{P}$ to infinity $u(x)$ tends to a limit $u_{0}^{\varrho}$, and such that

$$
\left|u(\bar{P})-u_{0}^{\varrho}\right| \leqslant\left[\frac{\Delta(\varrho)}{\omega_{n} \cdot(n-2)}\right]^{\frac{1}{2}} \varrho^{1-\frac{1}{n} n}
$$

where $\omega_{n}$ is the area of the surface of the unit sphere in n-space.
Proof: Evidently,

$$
\int_{E_{\varrho}} u_{r}^{2} r^{n-1} d r d \omega \leqslant \Delta(\varrho) .
$$

Thus, for some ray through the center of $S_{e}$,

But for $R>\varrho$,

$$
\int_{\varrho}^{\infty} u_{r}^{2} r^{n-1} d r \leqslant \frac{1}{\omega_{n}} \Delta(\varrho)
$$

$$
|u(R)-u(\varrho)|=\left|\int_{\varrho}^{R} u_{r} d r\right| \leqslant\left|\int_{\varrho}^{R}\right| u_{r}\left|r^{\frac{1}{2}(n-1)} r^{\frac{1}{2}(1-n)} d r\right|
$$

and by Schwarz' inequality,

$$
|u(R)-u(\varrho)|^{2} \leqslant \int_{\varrho}^{R} u_{r}^{2} r^{n-1} d r \int_{\varrho}^{R} r^{1-n} d r \leqslant \frac{\Delta(\varrho)}{\omega_{n}} \frac{\varrho^{2-n}}{n-2}
$$

which proves the lemma.
Lemma 3.2. Let $S_{r}^{P}$ denote a sphere of radius $r$ about a point $P$ such that the sphere $S_{2 r}^{P}$ lies in $E$. Let $\delta_{P}(r)$ denote the oscillation of $u(x)$ on the surface of $S_{r}^{P}$. If for all such points $P$ and all $\varrho<2 r$,

$$
D(\varrho) \leqslant C \frac{\varrho^{n-2+\alpha}}{r^{2(n-2+\alpha)}}
$$

where $D(\varrho)$ denotes the Dirichlet integral of $u(x)$ extended ower the interior of $\mathcal{S}_{\varrho}^{P}$, then for all $\varrho \leqslant r$,

$$
\begin{gathered}
\delta_{P}(\varrho) \leqslant K \varrho^{\frac{\alpha}{2}} r^{2-n-\alpha} \\
K=2^{n+\frac{\alpha}{2} \frac{4 \sqrt{C}}{\alpha}} \sqrt{\frac{n-2+\alpha}{\omega_{n-1}}}
\end{gathered}
$$

where we may choose

This lemma is essentially due to Morrey [15]. A simple proof in two dimensions has been given by Shiffman [19]; the extension to $n$-space requires only formal changes.

Lemma 3.3. Let $R$ be chosen so large that $E_{R / 2} \subset E$. Then under the hypothesis of Lemma 3.2,

$$
|u(P)-u(\bar{P})| \leqslant K R^{2-n-\frac{1}{2} \alpha}
$$

for any two points $P, \bar{P}$ on a sphere $S_{R}$ about the origin, where

$$
K \leqslant 2^{n} \frac{28 \sqrt{C}}{\alpha} \sqrt{\frac{n-2+\alpha}{\omega_{n-1}}} .
$$

This result follows from Lemma 3.2 and the triangle inequality, using the fact that any two points on $S_{R}$ can be joined by a chain of at most seven spheres of radius $R / 4$.

Lemma 3.4. Under the hypothesis of Lemma 3.2, the function $u(x)$ tends to a limit $u_{0}$ at infinity. If $E_{R / 2} \subset E$, and if $P$ lies in $E_{R}$, then
where

$$
\begin{gathered}
\left|u(P)-u_{0}\right| \leqslant K_{1} \sqrt{\Delta(R)} R^{1-\frac{1}{2} n}+K_{2} R^{2-n-\frac{1}{2} \alpha}, \\
K_{1} \leqslant\left[(n-2) \omega_{n-1}\right]^{-\frac{1}{2}}, \quad K_{2} \leqslant 2^{n} \frac{28 \sqrt{C}}{\alpha} \sqrt{\frac{n-2+\alpha}{\omega_{n-1}}} .
\end{gathered}
$$

Proof: Apply Lemmas 3.1 and 3.3.
Lemma 3.5. Suppose satisfied the hypothesis of Lemma 3.2 and also the condition $\Delta(\varrho) \leqslant C \varrho^{-(n-2+\alpha)}$ for some constant $C$. Then there is a constant $K$ such that if $P$ lies in $E_{R}$ and $E_{R / 2} \subset E$,

$$
\left|u(P)-u_{0}\right| \leqslant K R^{2-n-\frac{1}{2} \alpha} .
$$

## 4. Growth of the Dirichlet Integral

We consider now a function $u(x)$ which satisfies in $E$ an equation of the form

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}\left[a_{i j}(x) \frac{\partial u}{\partial x_{j}}\right]=0, \quad a_{i j}=a_{j i}, i, j=1, \ldots, n \tag{4}
\end{equation*}
$$

We suppose that the $a_{i j}(x)$ are continuously differentiable functions which tend to limits $a_{i j}^{0}$ at infinity, and that the eigenvalues of the quadratic form
are all positive.

$$
a_{i j}^{0} \xi_{i} \xi_{j}
$$

Lemma 4.1. Suppose $|u(x)| \leqslant C r^{\alpha}$ as $x \rightarrow \infty,|x|=r$, where $\kappa<\sqrt{n-1}-\frac{1}{2}(n-2)$, and that the "outflow integral"

$$
\Omega=\int_{S_{r}} a_{i j}(x) \frac{\partial u}{\partial x_{j}} v_{i} d S
$$

where the $\nu_{i}$ are the direction cosines of the normal to $S_{r}$ vanishes for some $r$ for which $\bar{E}_{r} \subset E$. Then (i) $\Omega=0$ for every such $r$, (ii) the Dirichlet integral

$$
\Delta(r)=\int_{E_{r}}|\nabla u|^{2} d V
$$

is finite, and (iii) for any prescribed $\varepsilon>0$ there is a constant $C$ such that $\Delta(r) \leqslant C r^{-\lambda}$, $\lambda=2 \sqrt{n-1}-\varepsilon$.

Proof: A suitable linear transformation of coordinates will carry (4) into an equation of the same form for which the coefficients tend to

$$
\delta_{i j}=\left\{\begin{array}{ll}
1, & i=j \\
0, & i \neq j
\end{array}\right. \text { at infinity. }
$$

For simplicity of notation we assume that this is already the case in (4). An integration by parts, using (4), shows that

$$
\int_{S_{r}} a_{i j}(x) \frac{\partial u}{\partial x_{j}} \boldsymbol{v}_{i} d S=\int_{S_{R}} a_{i j}(x) \frac{\partial u}{\partial x_{j}} \boldsymbol{v}_{i} d S
$$

whenever $E_{r} \subset E, E_{R} \subset E$. This proves (i). A similar integration by parts yields the relation, for $r>R$,

$$
\begin{equation*}
\int_{E_{R}-E_{r}} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}} d V=A+\int_{S_{r}} u a_{i j} \frac{\partial u}{\partial x_{j}} v_{i} d S \tag{5}
\end{equation*}
$$

where $A$ represents a surface integral over $S_{R}$. Denoting the volume integral in (5) by $Q(r)$, we have by Schwarz' inequality ${ }^{1}$ )

$$
\begin{aligned}
(Q-A)^{2} & \leqslant \int_{S_{r}} u^{2} d S \int_{S_{r}}\left(a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}\right)\left(a_{i j} v_{i} v_{j}\right) d S \\
& \leqslant C r^{2 \kappa+n-1} \int_{S_{r}}\left(a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}\right) d S=C r^{2 x+n-1} \frac{d Q}{d r}
\end{aligned}
$$

for a suitable constant $C$.

[^1]Suppose $\Delta(r)=\infty$. Since the smallest eigenvalue of the form $a_{i j} \xi_{i} \xi_{j}$ is bounded from zero in a neighborhood of infinity, $Q(r)$ is monotone in $r$ and tends to infinity as $r \rightarrow \infty$. In particular there will be an $\bar{r}$ such that $Q(r)>A$ for $r \geqslant \tilde{r}$. Thus,

$$
\frac{1}{(Q-A)^{2}} \frac{d Q}{d r} \geqslant \frac{1}{C r^{n-1+2 \varkappa}},
$$

and for $r_{\mathbf{1}}>r>\bar{r}$

$$
\frac{1}{Q(r)-A}-\frac{1}{Q\left(r_{1}\right)-A} \geqslant \frac{1}{C(n-2)}\left[\frac{1}{r^{n-2+2 x}}-\frac{1}{r_{1}^{n-2+2 x}}\right] .
$$

Letting $r_{1} \rightarrow \infty$, we find

$$
\begin{equation*}
Q(r) \leqslant C r^{n-2+2 x} \tag{6}
\end{equation*}
$$

for a suitable $C$.
We shall now show that this estimate leads to a contradiction. If we introduce the average of $u(x)$ on $S_{r}$,

$$
\bar{u}(r)=\frac{1}{r^{n-1} \omega_{n}} \int_{S_{r}} u(x) d S
$$

we may write (5) in the form

$$
Q(r)-A=\int_{S_{r}}(u-\bar{u}) a_{i j} \frac{\partial u}{\partial x_{j}} v_{i} d S
$$

since $\bar{u}$ is constant on $S_{r}$. By the assumed behavior of the coefficients $a_{i j}$ near infinity, we may write on $S_{r}$,

$$
a_{i j} \frac{\partial u}{\partial x_{j}} \nu_{i}=\frac{\partial u}{\partial n}+\varepsilon(x)|\nabla u|,
$$

where $\varepsilon(x) \rightarrow 0$ as $r \rightarrow \infty$. Thus,

$$
\begin{aligned}
Q(r)-A= & \int_{S_{r}}(u-\bar{u}) \frac{\partial u}{\partial n} d S+\varepsilon(r) \int_{S_{r}}|u-\bar{u}||\nabla u| d S \\
\leqslant & \frac{\sqrt{n-1}}{2 r} \int_{S_{r}}(u-\bar{u})^{2} d S+\frac{r}{2 \sqrt{n-1}} \int_{S_{r}}\left(\frac{\partial u}{\partial n}\right)^{2} d S+ \\
& +\varepsilon(r)\left\{\int_{S_{r}}(u-\bar{u})^{2} d S \int_{S_{r}}|\nabla u|^{2} d S\right\}^{\frac{1}{2}},
\end{aligned}
$$

where we have used Schwarz' inequality and the inequality $a b \leqslant \frac{1}{2}\left(a^{2}+b^{2}\right)$. By an inequality of Wirtinger ${ }^{(1)}$
${ }^{(1)}$ A proof in two dimensions appears in [9, p. 185]. In the more general case considered here a proof can be based on the fact that the minimum of $\int_{S} u_{t}^{2} d S$ under the auxiliary condition

$$
\begin{equation*}
\int_{S_{r}}(u-\bar{u}) d S \leqslant \frac{r^{2}}{n-1} \int_{S_{r}} u_{t}^{2} d S \tag{6a}
\end{equation*}
$$

where $u_{t}$ denotes the magnitude of the projection of $\nabla u$ on the plane tangent to $S_{r}$. Thus, since

$$
\begin{gathered}
u_{t}^{2}+\left(\frac{\partial u}{\partial n}\right)^{2}=|\nabla u|^{2}, \\
Q(r)-A \leqslant \frac{r}{2 \sqrt{n-1}} \int_{S_{r}}|\nabla u|^{2} d S+r \varepsilon(r) \int_{S_{r}}|\nabla u|^{2} d S
\end{gathered}
$$

Again using the behavior of the $a_{i j}$ near infinity, we find

$$
|\nabla u|^{2} \leqslant(l+\varepsilon(r)) a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}
$$

for a suitable $\varepsilon(r)$ tending to zero. Thus,

$$
\begin{equation*}
Q(r)-A \leqslant \frac{r}{2 \sqrt{n-1}}(1+\varepsilon(r)) \frac{d Q}{d r} . \tag{7}
\end{equation*}
$$

Integrating, we obtain, for $r>r_{1}$,

$$
Q(r)-A \geqslant\left[Q\left(r_{1}\right)-A\right]\left(\frac{r}{r_{1}}\right)^{2 \sqrt{n-1} /(1+\varepsilon)}
$$

where $\varepsilon$ is an upper bound for $\varepsilon(r)$ in $E_{r_{1}}$. If $r_{1}$ is chosen so large that

$$
\frac{2 \sqrt{n-1}}{(1+\varepsilon)}>n-2+2 \varkappa
$$

this contradicts the previous estimate (6). Thus (ii) is proved, and we have proved also that $Q(r)<A$ for all $r$. Therefore (7) can be replaced by

$$
A-Q(r) \leqslant \frac{r}{2 \sqrt{n-1}}(1+\varepsilon(r)) \frac{d Q}{d r} .
$$

Again integrating, we find

$$
A-Q(r) \leqslant\left[A-Q\left(r_{1}\right)\right]\left(\frac{r_{1}}{r}\right)^{2 \sqrt{n-1} /(1+\varepsilon)},
$$

which we may write as

$$
A-Q(r) \leqslant C r^{-\lambda}, \quad \lambda=2 \sqrt{n-1}-\varepsilon
$$

$\int_{S_{2}}(u-\bar{u})^{2} d S=1$ is the smallest eigenvalue of $\bar{\Delta} u+\lambda u=0$, where $\bar{\Delta}$ denotes Beltrami's operator (Laplacian) on the unit sphere. As is known, this smallest eigenvalue is equal to $n-1$ and is achieved by the function $u=x / r$. The use of this inequality is an essential feature of the method of Nirenberg.

Clearly,

$$
\Delta(r) \leqslant(1+\varepsilon(r))[A-Q(r)] .
$$

This proves (iii).
We shall need also an estimate for the growth of the Dirichlet integral in a neighborhood of a finite point. We use here the notation of Lemma 3.2.

Lemma 4.2. Under the hypotheses of Lemma 4.1,

$$
D(\varrho) \leqslant C \frac{\varrho^{\lambda}}{r^{2 \lambda}} \quad \lambda=2 \sqrt{n-1}-\varepsilon
$$

where $\varepsilon \rightarrow 0$ as $r \rightarrow \infty$.
Proof: Repeating, for a sphere $S_{e}^{P}$ about $P$, the reasoning which led to (7), we find $A=0$ and

$$
Q(\varrho) \leqslant \frac{\varrho}{2 \sqrt{n-1}}(1+\varepsilon(r / 2)) \frac{d Q}{d \varrho},
$$

where $Q(\varrho)$ denotes an integral over the interior of $S_{\varrho}^{P}$. As before, this leads to the inequality

$$
Q(\varrho) \leqslant Q(r / 2)\left(\frac{\varrho}{r / 2}\right)^{\lambda}
$$

By Lemma 4.1, $Q(r / 2) \leqslant C(r / 2)^{-\lambda}$, q.e.d.

## 5. Asymptotic Behavior of the Velocity Field

Suppose $\phi(x)$ is a solution of an equation of the form

$$
\begin{gather*}
\frac{\partial}{\partial x_{i}}\left[\Theta_{i}\left(u_{1}, \ldots, u_{n}\right)\right]=0  \tag{8}\\
u_{i}=\frac{\partial \phi}{\partial x_{j}}, \quad \frac{\partial \Theta_{i}}{\partial u_{j}}=\frac{\partial \Theta_{j}}{\partial u_{i}}=a_{i j} .
\end{gather*}
$$

The equation (1) for the velocity potential of the flow an ideal gas is a particular case of (8). Let $u=u_{1}$, and differentiate (8) with respect to $x_{1}$. We obtain, since $\partial u_{j} / \partial x_{1}=\partial u_{1} / \partial x_{j}$,

$$
\frac{\partial}{\partial x_{i}}\left[a_{i j} \frac{\partial u}{\partial x_{j}}\right]=0
$$

Thus, each velocity component $u_{i}$ is a solution of an equation of the form (4).
Suppose in addition, that all velocity components tend to limits at infinity. Then the coefficients $a_{i j}$ tend to limits $a_{i j}^{0}$ at infinity.

If $\phi(x)$ represents the velocity potential of a flow past an obstacle $B$, and if $S$ denotes a sphere enclosing $B$, then the "outflow integral" over $S$ vanishes,

$$
\begin{array}{ll} 
& \int_{S} \Theta_{i} \nu_{i} d S=\int_{S} \varrho \frac{d \phi}{d n} d S=0 .  \tag{9}\\
& \int_{S} \varrho \frac{\partial \phi}{\partial n} d S=\int_{B} \varrho \frac{\partial \phi}{\partial n} d S
\end{array}
$$

and the latter integral vanishes since $\partial \phi / \partial n=0$ on $B$.
If $\phi(x)=\phi\left(x_{1}, \ldots, x_{n}\right)$ is a solution of (8), then $\phi^{h}(x)=\phi\left(x_{1}+h, x_{2}, \ldots, x_{n}\right)$ is again a solution, since (8) does not contain $x$ explicitly. If $\partial \phi / \partial n=0$ on $B$ then $\partial \phi^{h} / \partial n=0$ on the translation $B^{h}$ of $B$. If $S$ is a sphere enclosing $B$ and if $h$ is sufficiently small, then $S$ encloses $B^{h}$. Thus, the "outflow integral"

$$
\int_{S} \Theta_{i}^{h} \nu_{i} d S, \quad \Theta_{i}^{h}=\Theta\left(\frac{\partial \phi^{h}}{\partial x_{1}}, \ldots, \frac{\partial \phi^{h}}{\partial x_{n}}\right),
$$

vanishes. Subtracting this integral from (9), dividing by $h$, and passing to the limit as $h \rightarrow 0$ shows that the "outflow integral"

$$
\int_{S} a_{i j} \frac{\partial u}{\partial x_{j}} v_{i} d S
$$

vanishes for any flow past $B$. It it easily seen that this relation persists after a linear transformation of coordinates.

Finally, we suppose that $\phi(x)$ represents a flow past $B$ which is subsonic in a neighborhood $E$ of infinity. Then the quadratic form

$$
a_{i j} \xi_{i} \xi_{j}
$$

is definite (we may assume it positive definite) in $E$.
All hypotheses of Lemmas 4.1 and 4.2 are now satisfied by $u(x)$. We conclude the estimates of these lemmas on the Dirichlet integral of $u(x)$ near infinity. Inserting these estimates in the hypotheses of Lemmas 3.1 to 3.5 we obtain information on the behavior of the velocity components of the flow at infinity.

Theorem 1. Denote by $u(x)$ a velocity component of a flow past an obstacle $B$. If the velocity $w=\left(u_{1}, u_{2}, u_{3}\right)$ of the flow tends to a subsonic limit at infinity, and if $u_{0}=\lim _{x \rightarrow \infty} u(x)$, then for any prescribed $\varepsilon>0$ there is a constant $C$ such that in $E_{r}$, $\left|u(x)-u_{0}\right|<C r^{-\gamma}, \gamma=\frac{1}{2}+\sqrt{2}-\varepsilon$.

For an equation in $n$ variables, $n \leqslant 6$, we find

$$
\gamma=\frac{n-2}{2}+\sqrt{n-1}-\varepsilon .
$$

## 6. Uniqueness of Subsonic Flows

Consider two subsonic flows with velocity potentials $\phi, \bar{\phi}$, past an obstacle $B$, for which the velocities tend to equal subsonic limits at infinity. We may assume that this limiting velocity is directed parallel to the $x_{1}$-axis, and we denote its magnitude by $u_{0}$. We do not assume that the flows are uniformly subsonic up to $B$, but we require the velocity field to be continuous up to $B$, with $\partial \phi / \partial n=\partial \phi / \partial n=0$ on $B$. We shall prove that $\phi$ differs from $\bar{\phi}$ at most by a constant.

Both $\phi$ and $\phi$ are solutions of an equation of the form (8). Let $\bar{\Theta}_{i}=\Theta_{i}\left(\bar{u}_{1}, \bar{u}_{2}, \bar{u}_{3}\right)$, $\bar{u}_{i}=\partial \phi / \partial x_{i}$. For a region $B_{r}$ bounded by $B$ and by a sphere $S_{r}$ containing $B$ we consider the identity

$$
\begin{equation*}
\int_{B_{r}}\left(u_{i}-\bar{u}_{i}\right)\left(\Theta_{i}-\bar{\Theta}_{i}\right) d V=\int_{S_{r}}\left(\phi-\phi_{i}\right)\left(\Theta_{i}-\bar{\Theta}_{i}\right) v_{i} d S, \tag{10}
\end{equation*}
$$

the integral over $B$ vanishing because $\partial \phi / \partial n=\partial \phi / \partial n=0$ on B.
The velocity potential $\phi(x)$ can be obtained by an integration of its gradient. By Theorem 1, if $\phi(x)$ is changed by a suitable constant, $\left|\phi-u_{0} x\right| \leqslant C r^{-\gamma+1}$. A similar estimate must hold for $\bar{\phi}$, hence $|\phi-\Phi| \leqslant C r^{-\gamma+1}$ in $E_{r}$. Further, by the mean value theorem, $\Theta_{i}-\bar{\Theta}_{i}=a_{i j} \cdot\left(u_{j}-\bar{u}_{j}\right)$, where the $a_{i j}$ are to be evaluated at certain intermediate values of their arguments. Again by Theorem 1, $\left|\Theta_{i}-\bar{\Theta}_{i}\right| \leqslant C r^{-\gamma}$. Since $-2 \gamma+1<-2$, the surface integral in (10) tends to zero as $r \rightarrow \infty$. Thus, the volume integral in (10), extended over the exterior of $B$, exists and is equal to zero. The integrand, however, is at each point $x$ non-negative and zero only if $u_{i}(x)=\bar{u}_{i}(x)$.

Proof: Set

$$
F(t)=\left(u_{i}-\bar{u}_{i}\right)\left[\Theta_{i}-\Theta_{i}^{*}\right],
$$

where the arguments in $\Theta_{i}^{*}$ are $u_{j}+t\left(\bar{u}_{j}-u_{j}\right), 0 \leqslant t \leqslant l$. Then, $F(0)=0$, and $F(1)$ is the given integrand. But $F^{\prime}(t)=a_{i j}\left(u_{i}-\bar{u}_{i}\right)\left(u_{j}-\bar{u}_{j}\right)$. Uniqueness follows directly.

Theorem 2. There is at most one subsonic flow past an ostacle B, for which the velocity tends to a prescribed subsonic limit at infinity.(1)
(1) It is possible to prove this result with less knowledge of the asymptotic behavior of the velocity than is used in the present proof. In fact, the proof as first obtained by us was based on the estimate $\left|u-u_{0}\right|<C r^{-1 /(2-\varepsilon)}$ for some $\varepsilon>0$. The stronger estimate of Theorem 1 has permitted a considerable simplification of our original proof.

## 7. Uniqueness Among Mixed Flows

If the flow defined by $\phi(x)$ is everywhere subsonic it is unique among all flows $\phi(x)$ with the same limiting velocity, even though the competing flows may be supersonic in finite regions. For set $\Phi(x)=\phi(x)-\phi(x)$. If $\Phi(x) \neq$ constant, then either the maximum or the minimum (we may suppose the maximum) of $\Phi(x)$ must be attained on B. ${ }^{1}$ ) To prove this, we note that $\Phi(x)$ satisfies an elliptic equation $\left({ }^{2}\right)$

$$
a_{i j} \frac{\partial^{2} \Phi}{\partial x_{i} \partial x_{j}}+b_{i} \frac{\partial \Phi}{\partial x_{i}}=0
$$

for suitable coefficients $b_{i}$, and hence admits no interior maximum or minimum [10]. Since $\Phi(x)$ has a limit at infinity, then either its maximum or minimum is achieved on $B$. Denote the maximum of $\Phi(x)$ by $M$. A point $P$ on $B$ at which $M$ is achievd cannot be a supersonic point for the flow $\phi$, since $\nabla \Phi \neq 0$ at such a point, while $\partial \Phi / \partial n=0$ on $B$ and therefore $\nabla \Phi=0$ at $P$. For the same reason, if the flow $\phi$ is uniformly subsonic (speed bounded from the sonic speed), $P$ must be a subsonic point of both flows. For a sufficiently small $\varepsilon>0$, the set $G: \Phi>M-\varepsilon$ is finite and contains no supersonic points. In the identity

$$
\int_{G}\left(u_{i}-\bar{u}_{i}\right)\left(\Theta_{i}-\bar{\Theta}_{i}\right) d V=\int_{\Gamma}(\Phi-M+\varepsilon)\left(\Theta_{i}-\bar{\Theta}_{i}\right) \nu_{i} d S,
$$

where $\Gamma$ is the boundary of $G$, the surface integral over $\Gamma \cap B$ vanishes sine $\partial \Phi / \partial n=0$ on $B$, and the integral over the remaining part of $\Gamma$ vanishes since $\Phi=M-\varepsilon$ on this set. $\left(^{3}\right.$ ) As in the proof of Theorem 2, the integrand of the volume integral can be expressed as a define form in $\left(u_{i}-\bar{u}_{i}\right)$, since both flows are subsonic in $G$. Therefore, $\Phi \equiv M$ in $G$, a contradiction.

In case the flow $\phi$ is not uniformly subsonic it is conceivable that $P$ is a sonic point for both flows. In this case the use of a lemma of Gilbarg and Shiffman [8], under an additional hypothesis on the behavior of the velocity near $P$, leads to a contradiction with the assumption that $\partial \Phi / \partial n=0$ on $B$. The discussion that can be made quite rigorous, follows exactly that given in Section 6.1 of [6] and we therefore limit ourselves to a statement of the result.
${ }^{(1)}$ We shall prove in Section 12 that both extreme values are attained on $B$, but we do not need this fact for the present discussion.
$\left(^{(2}\right)$ See, e.g., Courant-Hilbert, Mathematische Physik II, Julius Springer (1937), pp. 274-277. The coefficients $a_{i}$, are those of (3) and correspond to the (subsonic) solution $\varphi(x)$.
${ }^{\left({ }^{3}\right)}$ The technical difficulties arising from possible irregularities of $\Gamma$ are easily circumvented, ef. Lemma 4 in [5].

Theorem 3. A uniformly subsonic flow past $B$ is unique among all (possibly mixed) flows with the same velocity at infinity.

Theorem 4. In the class of flows past $B$ for which the velocity vectors have bounded derivatives up to $B$, a subsonic flow is unique among all (possibly mixed) flows with the same velocity at infinity.(1)

## 8. D'Alembert's Paradox

The classical expression for the $x_{j}$ component of the force exerted by the fluid on a body $B$ immersed in an irrotational flow is

$$
\begin{equation*}
X_{j}=-\int_{S}\left[p v_{j}+\varrho u_{j}\left(u_{i} v_{i}\right)\right] d S \tag{11}
\end{equation*}
$$

where $\varrho$ is the density, $S$ denotes a surface enclosing $B$, and $p$ is the pressure in the fluid, $p=$ const. $-\int \varrho q d q$. From the point of view of the formal development of this paper, we may take (11) as definition.

Theorem 5. The force exerted by the fluid on $\dot{B}$ vanishes for any flow past $B$ with subsonic limiting velocity at infinity.

We remark that this result is true even in the case that supersonic regions appear in the flow.

Proof of Theorem 5: We may assume that the limiting velocity vector $w_{0}$ has the form $w_{0}=\left(u_{0}, 0,0\right)$. By the mean value theorem, we have

$$
\begin{aligned}
& \varrho=\varrho_{0}+O\left(\left|w-w_{0}\right|\right) \\
& p=\text { const. }-\varrho u\left(u-u_{0}\right)+O\left(\left|w-w_{0}\right|^{2}\right)
\end{aligned}
$$

as $\left|w-w_{0}\right| \rightarrow 0$, where we have set $u=u_{1}$. If $j=1$, we write (11) in the form

$$
X_{1}=\int_{S_{r}}\left[\varrho u\left(u-u_{0}\right) v_{1}-\varrho\left(u-u_{0}\right)\left(u_{i} v_{i}\right)-\varrho u_{0}\left(u_{i} v_{i}\right)+O\left(\left|w-w_{0}\right|^{2}\right)\right] d S
$$

where we have chosen for $S$ a sphere $S_{r}$ of radius $r$. Thus,

$$
X_{1}=-u_{0} \int_{S_{r}} \varrho u_{i} v_{i} d S+\int_{S_{r}} O\left(\left|w-w_{0}\right|^{2}\right) d S
$$

${ }^{(1)}$ We assume here that every point $P$ of $B$ can be contacted by a sphere $S$ such that $S-P$ lies exterior to $B$.
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The first integral vanishes since it equals $-u_{0} \int_{B} \varrho u_{i} \nu_{i} d S$ and the normal component of velocity must vanish on $B$. By Theorem $1,\left|w-w_{0}\right| \leqslant C r^{-\gamma}, \gamma>1$. Hence the second integral tends to zero as $r$ tends to infinity and we conclude $X_{1}=0$.

Similarly, for $j=2$, we find

$$
X_{2}=\varrho_{0} u_{0} \int_{S_{r}}\left(u_{1} v_{2}-u_{2} v_{1}\right) d S+O\left(r^{2-2 \gamma}\right)
$$

Since $\partial u_{1} / \partial x_{2}=\partial u_{2} / \partial x_{1}$, a simple application of the divergence theorem shows that the first integral vanishes, and again the second integral tends to zero. Thus $\boldsymbol{X}_{2}=0$, and a parallel argument shows $X_{3}=0$.

## 9. The Existence of Slow Flows

The methods of this paper, in conjunction with the fixed point theorem of Leray and Schauder [11] and classical results on linear elliptic equations, suffice to prove the existence of compressible flows past a prescribed obstacle provided the maximum speed in the flow is sufficiently small. As we have pointed out in the Introduction, a result of this type can also be obtained by other methods; however the proof we present leads to an explicit estimate of the permissible maximum speed.

Theorem 6. Let $\delta=\varrho+2 \varrho^{\prime} q^{2}, \varrho^{\prime}=d \varrho / d q^{2}<0, \varrho(0)=1$. Let $q_{m}$ denote a positive number so small that for $0 \leqslant q \leqslant q_{m}, \delta>3 / 2(1+\sqrt{2})$. Then for any given obstacle $B\left({ }^{1}\right)$, there is a unique flow past $B$ which at infinity is uniform and has prescribed direction, and for which the maximum speed (achieved on B) is $q_{m}$.

We remark that for a polytropic gas with $\gamma=1.5$, Theorem 6 ensures the existence of flows for which the Mach number does not exceed $\mathbf{0 . 5 3}$.

Proof of Theorem 6: We shall show that the problem can be formulated in terms of a functional equation

$$
\begin{equation*}
w-\mathcal{F}(w, k)=0, \quad 0 \leqslant k \leqslant 1, \tag{12}
\end{equation*}
$$

for which the hypotheses of Leray and Schauder [11] are satisfied.
As function space $S$ we choose the linear manifold of all vectors $w=\left(u_{1}, u_{2}, u_{3}\right)$ for which $u_{2}, u_{3} \rightarrow 0$ at infinity $\left({ }^{2}\right)$ and such that $w$ satisfies, in the closure $\bar{E}$ of the

[^2]exterior $E$ of $B$, a suitable Hölder condition. Precisely, let $\alpha$ be chosen so that for $q \leqslant q_{m}, 0<\alpha<\min [1,2 \sqrt{2} \delta /(3-2 \delta)-1]$; a vector function $w$ will be said to belong to $S$ if there is a constant $C$ such that for any two points $x^{\prime}, x^{\prime \prime}$ of the closure $\bar{E}$ of $E$, the inequalities
$$
\left|w\left(x^{\prime}\right)-w\left(x^{\prime \prime}\right)\right| \leqslant C R^{-1-\alpha} r^{\alpha / 2},\left|w\left(x^{\prime}\right)-w\left(x^{\prime \prime}\right)\right| \leqslant C R^{-1-\alpha / 2}
$$
where $r=\left|x^{\prime}-x^{\prime \prime}\right|, R=\min \left\{\left|x^{\prime}\right|,\left|x^{\prime \prime}\right|\right\}$, are both satisfied.( ${ }^{1}$ ) As norm of $w$ we choose
$$
\|w\|=\inf C+\max _{\bar{E}}|w(x)| .
$$

To define the transformation $\mathcal{F}(w, k)$, we first regularize the differential equation in a manner suggested by M. Shiffman [19].

We observe first that (1) can be obtained as the Euler equation of a variational problem

$$
\delta \int F\left(q^{2}\right) d V=0
$$

where $F\left(q^{2}\right)=\int^{q^{2}} \varrho\left(q^{2}\right) d q^{2}$. For values of $q$ larger than $q_{m}$, we may modify $F^{\prime}\left(q^{2}\right)$ so that the resulting Euler equation remains uniformly elliptic for all values of $w$, i.e. so that the eigenvalues of the quadratic form $a_{i j} \xi_{i} \xi_{j}$ are positive and bounded from zero. For details we refer the reader to Shiffman [19]. Since we shall deal only with solutions for which $q \leqslant q_{m}$, these solutions will appear also as solutions of the original equation. Accordingly, we shall refer to the coefficients $a_{i j}$ of (1) without change of notation.

Consider now the linear elliptic equation, for prescribed $w(x)$,

$$
\begin{equation*}
a_{i j}(w) \frac{\partial^{2} \Phi}{\partial x_{i} \partial x_{i}}=0 . \tag{13}
\end{equation*}
$$

If $w$ is in $S$ there will be a unique solution $\Phi(x)$ of (13) such that (i) the vector $\nabla \Phi$ is directed parallel to the $x_{1}$-axis at infinity, (ii) $\partial \Phi / \partial n=0$ on $B$, and (iii) $|\nabla \Phi|$ has a prescribed maximum in $\left.\bar{E} .{ }^{2}\right)$ We define $\mathcal{F}(w, k)$ to be the gradient of that
${ }^{(1)}$ The origin of coordinates is assumed interior to $B$.
$\left.{ }^{(2}\right)$ Precisely: if $B$ is of class $B h$ and if the coefficients of (13) satisfy both the conditions

$$
\left|a_{i j}\left(w\left(x^{\prime}\right)\right)-a_{i j}\left(w\left(x^{\prime \prime}\right)\right)\right|<C R^{-1-\alpha} r^{\alpha / 2}, \quad\left|a_{i j}\left(w\left(x^{\prime}\right)\right)-a_{i j}\left(w\left(x^{\prime \prime}\right)\right)\right|<C R^{-1-\alpha / 2}
$$

in $\bar{E}$, then there is a unique solution $\Phi(x)$ of (13) satisfying conditions (i), (ii), (iii), such that the
solution $\Phi(x)$ for which

$$
\max _{\bar{E}}|\nabla \Phi|=k q_{m} .
$$

1. $\mathcal{F}(w, k)$ is completely continuous for each $k$. For $\nabla \Phi$ is in $S$, and $\|\nabla \Phi\|$ is bounded in terms of $\|w\|$. (We use here the uniform ellipticity of the modified equation (1).)
2. If $k=0$ there is only the single solution $w \equiv 0$ of (12). Since $\mathcal{F}(w, 0) \equiv 0$, the index of this solution is obviously one.
3. For $0 \leqslant k \leqslant 1$, all solutions of (1) are bounded in $S$. This result requires an a priori estimate on the gradient of a solution of (1) which we proceed to obtain by the methods of this paper.

## 3 a. A priori estimation on the boundary

It is sufficient to show that a suitable Hölder estimate can be obtained in a (sufficiently small) neighborhood in $E$ of a given point $\bar{x}$ of $B$, since an open set containing $B$ can be covered by a finite number of such neighborhoods. Let $\varepsilon$ be a prescribed positive number. Then there is an $\eta(\varepsilon)>0$, a sphere $S_{\eta}$ of radius $\eta$ about $\bar{x}$, and a $1-1$ transformation $\xi=T(x)$ defined in $S_{\eta}$ such that (i) the image $\bar{B}$ of $B \cap S_{\eta}$ is a plane, (ii) on $B$ the transformation is conformal, and (iii) at $\bar{x}$ the Jacobian matrix $J(x)$ of the transformation is the identity $I$; throughout $S_{\eta},|J(x)-I|<\varepsilon$. To see this, we may choose as parametric lines on $B$ the image of a suitable conformal net. We may then introduce as a third set of coordinate lines the set of normals to the surface, metrized so that the differential of arc length at each point on $B$ is equal to that induced by the conformal net. A scale transformation ensures that $J(\bar{x})=I$, and by continuity of $J(x),|J(x)-I|<\varepsilon$ if $\eta$ is sufficiently small.

In the original space, equation (1) appears as Euler equation for the variational problem $\delta \int \boldsymbol{F}\left(q^{2}\right) d x=0, F\left(q^{2}\right)=\int^{q^{3}} \varrho d q^{2}$. This problem transforms to $\delta \int F\left(\alpha_{i j} \bar{u}_{i} \bar{u}_{j}\right) \times$ $J d \xi=0$, where $\bar{u}_{i}=\partial \phi / \partial \xi_{i}$ and $\alpha_{i i}=\delta_{j j}$ on the image $\bar{B}$ of $B$. For simplicity of notation we have written $J$ instead of $\operatorname{det}|J|$. We may assume that $\bar{B}$ is a plane through the origin and orthogonal to the $\xi_{3}$ axis. Equation (1) thus transforms to

$$
\frac{\partial}{\partial \xi_{j}}\left(J \cdot F^{\prime}\left(\alpha_{i j} \bar{u}_{i} \bar{u}_{j}\right) \cdot \alpha_{i j} \bar{u}_{i}\right)=0
$$

vector $\nabla \Phi$ is in $S$, and such that $\|\nabla \Phi\|$ depends only on $C, \alpha$ and on the ellipticity constant of (13). The second derivatives of $\Phi$ remain bounded up to $B$. A proof of this result will appear in a forthcoming work by these authors.
with $\partial \phi / \partial \xi_{3}=\bar{u}_{3}=0$ on $\bar{B}$. Differentiating with respect to $\xi_{l}$, we obtain

$$
\begin{equation*}
\frac{\partial}{\partial \xi_{i}}\left(\bar{a}_{i j} \frac{\partial \tilde{u}}{\partial \xi_{j}}+b_{i}\right)=0 \tag{14}
\end{equation*}
$$

where

$$
\begin{aligned}
\bar{u}_{i j} & =2 J F^{\prime \prime} \cdot \alpha_{i k} \alpha_{j m} \bar{u}_{k} \bar{u}_{m}+J F^{\prime} \alpha_{i j} \\
\bar{u} & =\frac{\partial \phi}{\partial \xi_{l}} \\
b_{i} & =\frac{\partial}{\partial \xi_{l}}\left(J \alpha_{i j}\right) \cdot F^{\prime} \bar{u}_{j}+F^{\prime \prime} J \alpha_{i j} \frac{\partial \alpha_{k m}}{\partial \xi_{l}} \bar{u}_{j} \bar{u}_{k} \bar{u}_{m}
\end{aligned}
$$

Note that $\bar{a}_{3 i}=\bar{a}_{i 3}=0$ on $\bar{B}$ if $i \neq 3$, and that $b_{3}=0$ on $\bar{B}$ if $l \neq 3$.
We now extend $\bar{u}$ to a solution of (14) on both sides of $\bar{B}$. Specifically, we set

$$
\begin{aligned}
\bar{u}\left(\xi_{1}, \xi_{2},-\xi_{3}\right) & =-\bar{\delta}_{3 l} \bar{u}\left(\xi_{1}, \xi_{2}, \xi_{3}\right), \\
\bar{a}_{i j}\left(\xi_{1}, \xi_{2},-\xi_{3}\right) & =\bar{\delta}_{3 i} \delta_{3 j} \bar{a}_{i j}\left(\xi_{1}, \xi_{2}, \xi_{3}\right), \\
b_{i}\left(\xi_{1}, \xi_{2},-\xi_{3}\right) & =\bar{\delta}_{3 l} \delta_{3 i} b_{i}\left(\xi_{1}, \xi_{2}, \xi_{3}\right),
\end{aligned}
$$

where

$$
\delta_{i j}=2\left(\delta_{i j}-\frac{1}{2}\right)=\left\{\begin{array}{r}
1, i=j \\
-1, i \neq j
\end{array}\right.
$$

In analogy with the procedure of Section 3, we form the identity

$$
\begin{equation*}
\int\left(\bar{a}_{i j} \frac{\partial \bar{u}}{\partial \xi_{i}} \frac{\partial \bar{u}}{\partial \xi_{j}}+b_{i} \frac{\partial \bar{u}}{\partial \xi_{i}}\right) d V=\int_{S_{r}} \bar{u}\left(\bar{a}_{i j} \frac{\partial \bar{u}}{\partial \xi_{j}}+b_{i}\right) \nu_{i} d S \tag{15}
\end{equation*}
$$

for a sphere $S_{r}$ of radius $r$ about the origin. (The integrals over the surface $\bar{B}$ are easily seen to vanish.)

By the choice of the transformation, $\bar{a}_{i j}=a_{i j}+\varepsilon_{i j}$, where the $\left|\varepsilon_{i j}\right|$ can be made arbitrarily small if $|\eta|$ is chosen sufficiently small. For an equation of the form (l), we have $a_{i j}\left(\bar{u}_{1}, \bar{u}_{2}, \bar{u}_{3}\right)=\delta_{i, \varrho}+2 \varrho^{\prime} \bar{u}_{i} \bar{u}_{j}$. For this choice of $a_{i j}$, it is not hard to prove that the quadratic form $a_{i j} \xi_{i} \xi_{j}$ has only two eigenvalues, of which the larger is $\varrho$, the smaller is $\varrho+2 \varrho^{\prime} q^{2}$. Thus,

$$
\left(\varrho+2 \varrho^{\prime} q^{2}-\varepsilon\right)\left(\frac{\partial \bar{u}}{\partial \xi_{i}}\right)^{2} \leqslant \bar{a}_{i j} \frac{\partial \bar{u}}{\partial \xi_{i}} \frac{\partial \bar{u}}{\partial \xi_{j}} \leqslant(\varrho+\varepsilon)\left(\frac{\partial \bar{u}}{\partial \xi_{i}}\right)^{2}
$$

for any prescribed $\varepsilon>0$ in a neighborhood of each point of $\bar{B}$. Further,

$$
\left|b_{i} \frac{\partial \bar{u}}{\partial \xi_{i}}\right| \leqslant \frac{1}{2} k b_{i}^{2}+\frac{1}{2 k}\left(\frac{\partial \bar{u}}{\partial \xi_{i}}\right)^{2}
$$

for any positive $k$. If $k$ is chosen sufficiently large, we may write, for a suitable constant $C$ and sufficiently small $r$,

$$
\begin{aligned}
C D(r) & =C \int\left(\frac{\partial \bar{u}}{\partial \xi_{i}}\right)^{2} d V \\
& \leqslant \frac{k}{2} \int \zeta_{i}^{2} d V+\left\{\int_{S_{r}} \bar{u}^{2} d S \int_{S_{r}}\left(\bar{a}_{i j} v_{i} v_{j}\right)\left(\bar{a}_{i j} \frac{\partial \bar{u}}{\partial \xi_{i}} \frac{\partial \bar{u}}{\partial \xi_{j}}\right) d S\right\}^{\frac{1}{2}}+\int_{S_{r}} \bar{u} b_{i} v_{i} d S
\end{aligned}
$$

where we have used Schwarz's inquality on the right side of (15). Thus there is a constant $C$ such that

$$
D(r)-C r^{2} \leqslant C r\left(\frac{d D}{d r}\right)^{\frac{1}{2}}
$$

We may clearly suppose $r<1$. If for $r=r_{0}, D(r) \geqslant C$ then by monotonicity $D(r) \geqslant C$ for all $r \geqslant r_{0}$. Thus,

$$
[D(r)-C]^{2} \leqslant C^{2} r^{2} D^{\prime}(r)
$$

the integration of which yields a bound on $D(r)$ which depends only on the prescribed bound for the speed and on $r$. A suitable covering of $B$ by a finite number of spheres with center on $B$ suffices to show the boundedness of the Dirichlet integral of $u$ in a neighborhood of $B$, the bound depending only on $B$ and on $q_{m}$.

Using the inequality $2 a b \leqslant a^{2}+b^{2}$, we obtain from (15)

$$
\begin{align*}
&\left(\delta_{m}-\varepsilon\right) D(r) \leqslant \frac{\sqrt{2}}{2 r} \int_{S_{r}} \bar{u}^{2} d S+\frac{r}{2 \sqrt{2}} \int_{S_{r}}\left(\frac{\partial \bar{u}}{\partial n}\right)^{2} d S+ \\
&+\int_{S_{r}} \bar{u}\left(\bar{a}_{i j}-\delta_{i j}\right) \frac{\partial \bar{u}}{\partial \xi_{i}} v_{j} d S+\int_{S_{r}} \bar{u} b_{i} v_{i} d S+\frac{k}{2} \int b_{i}^{2} d V \tag{16}
\end{align*}
$$

where $\delta_{m}=\min \left(\varrho+2 \varrho^{\prime} q^{2}\right)$. If $\lambda$ is an eigenvalue of the quadratic form $\bar{a}_{i j} \xi_{i} \xi_{i}$, then $1-\lambda$ is an eigenvalue of the form $\left(\delta_{i j}-\bar{a}_{i j}\right) \xi_{i} \xi_{j}$. If $\varrho=1$ at the origin then in a suitable neighborhood of the origin, $\left|\delta_{i j}-\bar{a}_{i j}\right|<\varepsilon$ for any prescribed $\varepsilon>0$, thus

$$
\left[\left(\delta_{i j}-\bar{a}_{i j}\right) \frac{\partial \bar{u}}{\partial \xi_{i}} v_{j}\right]^{2} \leqslant 9 \varepsilon^{2}\left(\frac{\partial \bar{u}}{\partial \xi_{i}}\right)^{2}
$$

If $\varrho \neq 1$ at the origin then there is a neighborhood in which the eigenvalues of $\bar{a}_{i j} \xi_{i} \xi_{j}$ do not exceed unity, hence in which $\left(\delta_{i j}-\tilde{a}_{i j}\right) \xi_{i} \xi_{j}$ is non-negative, and we find

$$
\left[\left(\bar{a}_{i j}-\delta_{i j}\right) \frac{\partial \bar{u}}{\partial \xi_{i}} v_{j}\right]^{2} \leqslant\left[\left(\delta_{i j}-\bar{a}_{i j}\right) \frac{\partial \bar{u}}{\partial \xi_{i}} \frac{\partial \bar{u}}{\partial \xi_{i}}\right]\left[\left(\delta_{i j}-\bar{a}_{i j}\right) v_{i} v_{j}\right]
$$

Thus, in any case we will have

$$
\left[\left(\tilde{a}_{i j}-\delta_{i j}\right) \frac{\partial \bar{u}}{\partial \xi_{i}} v_{j}\right]^{2} \leqslant\left(1-\delta_{m}+\varepsilon\right)^{2}\left(\frac{\partial \bar{u}}{\partial \xi_{j}}\right)^{2}
$$

for some $\varepsilon>0$ which $\rightarrow 0$ with $r$. Hence,

$$
\left|\int_{S_{r}} \bar{u}\left(\bar{a}_{i j}-\delta_{i j}\right) \frac{\partial \bar{u}}{\partial \xi_{i}} v_{j} d S\right| \leqslant \frac{\left(1-\delta_{m}+\varepsilon\right) \sqrt{2}}{2 r} \int_{S_{r}} \bar{u}^{2} d S+\frac{\left(1-\delta_{m}+\varepsilon\right) r}{2 \sqrt{2}} \int_{S_{r}}\left(\frac{\partial \bar{u}}{\partial \xi_{i}}\right)^{2} d S .
$$

We may assume, as in Section 4, that $\int_{S_{r}} \bar{u} d S=0$. Applying the inequality (6a), we obtain from (16),

$$
\begin{aligned}
\left(\delta_{m}-\varepsilon\right) D(r) & \leqslant \frac{r}{2 \sqrt{2}} \int_{S_{r}}|\nabla \bar{u}|^{2} d S+\frac{\left(1-\delta_{m}+\varepsilon\right) r}{\sqrt{2}} \int_{S_{r}}|\nabla \bar{u}|^{2} d S+\int_{S_{r}} \bar{u} b_{i} v_{i} d S+\frac{k}{2} \int b_{i}^{2} d V \\
& \leqslant \frac{\left(3-2 \delta_{m}+\varepsilon\right) r}{2 \sqrt{2}} D^{\prime}(r)+C r^{2}
\end{aligned}
$$

for some constant $C$. Thus, for suitable $C$ and $\varepsilon$,
where

$$
D^{\prime}(r)-\frac{a}{r} D(r)+C r \geqslant 0
$$

$$
a=\frac{2 \sqrt{2}\left(\delta_{m}-\varepsilon\right)}{3-2 \delta_{m}}
$$

Thus,

$$
\left[r^{-a} D(r)\right]^{\prime}+C r^{1-a} \geqslant 0
$$

$$
D(r) \leqslant\left[r_{1}^{-a} D\left(r_{1}\right)\right] r^{a}+C r^{a} \int_{r}^{r_{1}} r^{1-a} d r, \quad r<r_{1}
$$

Case 1: $1 \leqslant a \leqslant 2$. Set $r^{1-a}=r^{-1} r^{2-a}$. Then $\int_{r}^{r_{1}} r^{1-a} d r \leqslant r_{1}^{2-a} \log r_{1} / r$, and using the known boundness of $D\left(r_{1}\right)$, we find $D(r)<C r^{\alpha} \log r_{1} / r$ for a suitable constant $C$.

Case 2: $a>2$. In this case $\int_{r}^{r_{1}} r^{1-a} d r \leqslant r^{2-a} \log \left(r_{1} / r\right)$, from which follows $D(r)<$ $C r^{2} \log \left(r_{1} / r\right)$.

Thus we have found an estimate for the growth of the Dirichlet integral of $u$ at the boundary. The same method evidently leads to a corresponding estimate at
points in a sufficiently small neighborhood of B. Applying Lemma 3.2, we find that the solution $w=\left(u_{1}, u_{2}, u_{3}\right)$ satisfies in such a neighborhood a Hölder condition with exponent larger than $\frac{1}{2} \alpha$ for any $\alpha<\min \left[1,2 \sqrt{2} \delta_{m} /\left(3-2 \delta_{m}\right)-1\right]$, with a constant depending only on $q_{m}$ and on $B$. This completes the a priori estimate of $w$ at the boundary.

## 3 b. A priori estimation at infinity

As in Section 4, we use the identity

$$
\begin{equation*}
Q(r)=\int_{E_{R}-E_{r}} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}} d V=A+\int_{S_{r}} u a_{i j} \frac{\partial u}{\partial x_{j}} \nu_{i} d S \tag{5}
\end{equation*}
$$

where we shall now permit $S_{R}$ to denote an arbitrary closed surface containing $B$. The reasoning of Section 4 shows directly that $Q(r) \leqslant C r$ as $r \rightarrow \infty$. Using the estimates of part 3 a on the quadratic form $a_{i j} \xi_{i} \xi_{j}$ we find that if $Q(r)$ exceeds $A$, then

$$
Q-A \leqslant \frac{3-2 \delta_{m}}{2 \sqrt{2} \delta_{m}} r \frac{d Q}{d r}
$$

from which follows $Q \geqslant C r^{\gamma}, \gamma=2 \sqrt{2} \delta_{m} /\left(3-2 \delta_{m}\right)$. By hypothesis, $\gamma>1$, hence $Q(r)$ tends to a finite limit. As in Section 4, we then find

$$
A-Q \leqslant\left(A-Q_{1}\right) r_{1}^{\gamma} r^{-\gamma}, \quad r>r_{1} .
$$

In order to use this result we shall need an a priori bound for $A$. We have

$$
\begin{aligned}
& A=\int_{S_{R}} u a_{i j} \frac{\partial u}{\partial x_{j}} v_{i} d S \\
& A^{2} \leqslant C \int_{S_{R}}\left(\frac{\partial u}{\partial x_{j}}\right)^{2} d S
\end{aligned}
$$

for some constant $C$, by Schwarz's inequality. In 3 a we have proved the boundedness of the Dirichlet integral of $u$ in a neighbourhood of $B$, the size of the neighbourhood depending only on $B$. Hence there is at least one surface $S_{R}$ lying in this neighborhood for which $\int_{S_{R}}\left(\frac{\partial u}{\partial x_{i}}\right)^{2} d S$ is bounded. This observation provides the needed estimate.

## 3 c. A priori estimation at interior points

We find, as above, if $Q(r)$ denotes now an integral over a solid sphere $S_{r}^{P}$ of radius $r$ about a point $P$ of distance $2 R$ from the origin,

$$
Q(r) \leqslant \frac{Q(R)}{R^{\gamma}} r^{\gamma}
$$

By the estimate of $3 \mathrm{~b}, Q(R) \leqslant C R^{-\gamma}$. Hence

$$
Q(r) \leqslant C R^{-2 \gamma} r^{\gamma}
$$

from which we find by Lemma 3.2,

$$
\left|u\left(x^{\prime}\right)-u\left(x^{\prime \prime}\right)\right| \leqslant C R^{-1-(\gamma-1)} r^{\frac{1}{2}(\gamma-1)}
$$

with $r=\left|x^{\prime}-x^{\prime \prime}\right|, R=\min \left\{\left|x^{\prime}\right|,\left|x^{\prime \prime}\right|\right\} ;$ by Lemmas 3.4 and 3.5 , there is a $u_{0}$ such that $\left|u(x)-u_{0}\right|<C R^{-1-\frac{1}{2}(\gamma-1)}$, hence $\left|u\left(x^{\prime}\right)-u\left(x^{\prime \prime}\right)\right|<2 C R^{-1-\frac{1}{2}(\gamma-1)}$.

This completes the necessary a priori estimate on the solutions of (1). All hypotheses of the Leray-Schauder theorem [11] are now satisfied, and Theorem 6 follows.

Theorem 7. For any prescribed obstacle $B$ there is a positive number $q_{M}$ such that if $0<q_{0}<q_{M}$ there is a unique flow past $B$ for which the velocity has prescribed direction and magnitude $q_{0}$ at infinity.

Proof: The theorem of Leray-Schauder establishes the existence of a continuum of solutions corresponding to the segment $0 \leqslant k \leqslant l$. The speed at infinity is a continuous function of $k$ on any branch of the continuum. It is zero for $k=0$ and nonzero for $k=1$, since the solution for given velocity at infinity is unique (Theorem 2). Let $q_{M}$ be the upper bound of limiting speeds for $0 \leqslant k \leqslant 1$ and all permissible values of $q_{m}$ (Theorem 6). Evidently $q_{M}$ has the property required by Theorem 7.

## 10. A maximum Principle for the Speed

It is an immediate consequence of the maximum principle for the solutions of second order elliptic equations that the speed of a subsonic compressible flow admits no maximum interior to the flow region. This result has been extended to include the point at infinity in a two-dimensional flow, first by Bers [1], later with a simpler proof under less restrictive hypotheses by the authors [6]. We present in this section two results of this type which are valid for three-dimensional flows.
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Theorem 8: If a subsonic flow is defined in a region $E$ which includes the exterior of a sphere, and if the velocity of the flow tends to a subsonic limit at infinity, then the speed admits no maximum interior to the region or at infinity.

From Theorem 1 we conclude that the velocity vector (and hence the speed) tends to its limit as $o(l / r)$. It is thus sufficient to show that this estimate implies the validity of the maximum principle at infinity. Such a result is best formulated as a general theorem on elliptic equations; we present it in this context as Theorem 12 in Section 12.

Theorem 9: If a flow is defined in a neighborhood $E$ of infinity and if the speed in $E$ is everywhere so small that $(\delta-\varepsilon) /(3-2 \delta)>1 / 2 \sqrt{2}, \delta=\varrho+2 \varrho^{\prime} q^{2}, \varepsilon>0$, then the velocity of the flow tends to a limit at infinity (and hence Theorem 8 applies).

By the discussion in Section 9 we see that the Dirichlet integral of the velocity vector is finite in a neighborhood of infinity and tends to its limit as $r^{-\gamma}, \gamma=$ $2 \sqrt{2}\left(\delta_{m}-\varepsilon\right) /\left(3-2 \delta_{m}\right)>1, \delta_{m}=$ lower bound for $\delta$ in $E$. A corresponding estimate holds in a neighborhood of each finite point. Theorem 9 then follows from Lemma 3.4.

## 11. Asymptotic Behavior of Solutions of Elliptic Equations

The considerations of this section differ from those of Section 4 in that the outflow integral is not assumed to vanish. We consider again a function $u(x)$ which satisfies in a region including the closure of a neighbourhood $E$ of infinity an equation of the form

$$
\frac{\partial}{\partial x_{i}}\left[a_{i j}(x) \frac{\partial u}{\partial x_{j}}\right]=0, \quad a_{i j}=a_{j i}, \quad\left(\begin{array}{ll} 
 \tag{4}\\
& i, j=1, \ldots, n .
\end{array}\right\}
$$

We suppose that the $a_{i j}(x)$ are continuously differentiable functions which tend to limits $a_{i j}^{0}$ at infinity, and that the eigenvalues of the quadratic form $a_{i j}^{0} \xi_{i} \xi_{j}$ are all positive.

LEMMA 11.1. Let $x<\sqrt{n-1}-\frac{1}{2}(n-2), n>2$. If $u(x)$ is a solution of (4) in $E$ and if $|u(x)| \leqslant C r^{*}$ as $r \rightarrow \infty$, then the Dirichlet integral $D(\varrho)=\int_{E-E_{\varrho}}|\nabla u|^{2} d V$ is bounded in $\varrho$. Here $E_{\varrho}$ denotes the exterior of a sphere $S_{\varrho}$ of radius $\rho$ about the origin.

Proof. Suppose $D(\varrho) \rightarrow \infty$. The reasoning of Section 4 leads to the inequality

$$
(Q-A)^{2} \leqslant C \frac{d Q}{d r} \int_{S_{r}} u^{2} d S
$$

where $A$ denotes a fixed contour integral and $Q(r)=\int_{E-E_{r}} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}} d V$. Using the hypotheses on $u(x)$ and on the $a_{i j}(x)$, we find, as in Section 4,

$$
\begin{equation*}
Q(r) \leqslant C r^{n+2 x-2} \tag{6}
\end{equation*}
$$

On the other hand, we may write (5) in the form

$$
\begin{equation*}
Q(\varrho)-A=\int_{S_{\varrho}}(u-\bar{u}) a_{i j} \frac{\partial u}{\partial x_{j}} v_{i} d S+C \bar{u}(\varrho) \tag{17}
\end{equation*}
$$

where

$$
C=\int_{S_{Q}} a_{i j} \frac{\partial u}{\partial x_{j}} \nu_{i} d S
$$

is independent of $\varrho$ and $\bar{u}(\varrho)$ is the average of $u(x)$ on $S_{\varrho}$. We may assume that a suitable linear transformation has been made, so that

$$
a_{i j} \frac{\partial u}{\partial x_{j}} \nu_{i}=\frac{\partial u}{\partial n}+\varepsilon(\varrho)|\nabla u|
$$

where $\varepsilon(\varrho) \rightarrow 0$ as $\varrho \rightarrow \infty$. Thus, setting $A+C \bar{u}(\varrho)=B(\varrho)$ and applying the estimate introduced in Section 4, we find

$$
\begin{equation*}
Q(\varrho)-B(\varrho) \leqslant \frac{\varrho}{2 \sqrt{n-1}}(1+\varepsilon(\varrho)) \frac{d Q}{d \varrho} . \tag{18}
\end{equation*}
$$

Suppose first that $u(x)$ is bounded. Then $\bar{u}(\varrho)$ is bounded, hence $B(\varrho) \leqslant B<\infty$ for all $\varrho>R$. This implies

$$
Q(\varrho)-B \geqslant\left[Q\left(\varrho_{1}\right)-B\right]\left(\frac{\varrho}{\varrho_{1}}\right)^{2 \sqrt{n-1} /(1+\varepsilon)}, \quad \varrho>\varrho_{1}
$$

where $\varepsilon$ is an upper bound for $\varepsilon(\varrho)$ in $E_{\varrho}$. This contradicts (6).
Suppose $u(x)$ is unbounded. We are given that $|B(\varrho)|<c \varrho^{x}$ as $\varrho \rightarrow \infty$. Set $\nu=[2 \sqrt{n-1} /(1+\varepsilon)][(\bar{c}-c) / \bar{c}]$ and choose $\bar{c}$ and $\varrho_{1}$ so large that $\nu>\chi$. If for some $\varrho_{0}>\varrho_{1}, Q\left(\varrho_{0}\right)>\bar{c} \varrho_{0}^{x}$ then there is an interval $I$ of values $\varrho>\varrho_{0}$ in which this inequality is satisfied. We assert that $I$ extends to infinity. For if not, let $\varrho$ denote the upper end point of $I$. We will have $Q(\bar{\varrho})=\bar{c} \bar{\varrho}^{x}$. But by (18) and the choice of $\bar{c}$,

$$
Q(\varrho) \frac{\bar{c}-c}{\bar{c}}<Q(\varrho)-B(\varrho) \leqslant \frac{\varrho}{2 \sqrt{n-1}}(1+\varepsilon) \frac{d Q}{d \varrho}
$$

or

$$
\frac{1}{Q(\varrho)} \frac{d Q}{d \varrho}>\frac{\nu}{\varrho}
$$

Integrating from $\varrho_{0}$ to $\bar{\varrho}, \quad \frac{Q(\bar{\varrho})}{Q\left(\varrho_{0}\right)}>\frac{\bar{\varrho}^{v}}{\varrho_{0}^{v}}$,

$$
Q(\bar{\varrho})>\bar{c} \varrho_{0}^{x-\nu} \bar{\varrho}^{\nu}=\bar{c} \frac{\varrho_{0}^{x-\nu}}{\bar{\varrho}^{x-\nu}} \bar{\varrho}^{x},
$$

hence

$$
Q(\bar{\varrho})>\bar{c} \bar{\varrho}^{x},
$$

a contradiction
Thus, either $Q(\varrho)>\bar{c} \varrho^{x}$ for all $\varrho>\varrho_{1}$ or else $Q(\varrho) \leqslant \bar{c} \varrho^{\alpha}$ for all $\varrho>\varrho_{1}$. The former case contradicts (6), hence we conclude

$$
\begin{equation*}
Q(\varrho) \leqslant c \varrho^{x}, \quad D(\varrho) \leqslant c \varrho^{x} . \tag{19}
\end{equation*}
$$

A simple modification of Lemma 3.1 shows the existence of a radial line joining $S_{r}$ to $S_{2 r}$ on which

$$
|u(2 r)-u(r)|^{2} \leqslant \frac{D(2 r)}{\omega_{n}} \frac{r^{2-n}}{n-2} \leqslant C r^{x+2-n}
$$

For a sphere $S^{p}$ lying interior to $E$ we find by (17) that

$$
\int_{S^{p}} a_{i j} \frac{\partial u}{\partial x_{j}} v_{i} d S=0
$$

since in (17) the inner sphere can be contracted to a point in $E$. Repeating the reasoning which led to (18) we find that in this case $B(\varrho) \equiv 0$ and hence

$$
\frac{Q(r / 2)}{Q(\varrho)} \geqslant\left(\frac{r / 2}{\varrho}\right)^{2 / \sqrt{n-1} /(1+\varepsilon)}
$$

But $Q(r / 2) \leqslant c r^{*}$ by (19). Thus. in the notation of Lemma 3.2,

$$
D(\varrho) \leqslant c r^{(x-2 \sqrt{n-1}+2 \varepsilon)} \varrho^{2 \sqrt{n-1}} .
$$

By Lemma 3.3, the oscillation of $u(x)$ on $S_{r}$ is bounded by $C r^{\frac{1}{2}(x-n+2-\varepsilon)}$. Now $x-n+2<\frac{1}{2}\left[\sqrt{n-1}-\frac{3}{2}(n-2)\right]<0$, hence if $r$ is sufficiently large, $\varepsilon$ can be chosen small enough that $\frac{1}{2}(x-n+2)+\varepsilon<-\alpha<0$. We have therefore proved the existence
of a constant $C$ such that if $r$ is sufficiently large, no value of $u(x)$ on $S_{r}$ differs from any value of $u(x)$ on $S_{2 r}$ by more than $C r^{-\alpha}$. The corresponding estimate for the spheres $S_{r}$ and $S_{2 N_{r}}$ becomes, by repeated use of the triangle inequality, $C r^{-\alpha}\left[1+2^{-\alpha}+\cdots+2^{-N \alpha}\right]$. Thus, on the sphere $S_{2^{N_{r}}}, u(x)$ remains uniformly bounded for all $N$. But a solution of an equation (4) admits no interior maximum or minimum [10]. Hence $u(x)$ is bounded, and by the reasoning we have already presented for this case, $u(x)$ has a finite Dirichlet integral.

Theorem 10. Let $x<\sqrt{n-1}-\frac{1}{2}(n-2), n>2$. If $u(x)$ is a solution of (4) in $E$ and if $|u(x)| \leqslant C r^{x}$ as $r \rightarrow \infty$, then $u(x)$ tends to a limit $u_{0}$ at infinity. Further, $\left|u-u_{0}\right|<C r^{-\lambda+\varepsilon}$ for any prescribed $\varepsilon>0$, where $\lambda=\min [(n-2), 2 \sqrt{n-1}] .\left(^{1}\right)$

Proof We have already shown the existence of a limit $u_{0}$ (for $n>6$ this is obvious), and we have proved $\left|u(x)-u_{0}\right|<C r^{-\alpha}$ for some $\alpha>0$. We may therefore write (17) in the form

$$
Q(\varrho)-A=\int_{S_{\varrho}}(u-\bar{u}) a_{i j} \frac{\partial u}{\partial x_{j}} v_{i} d S+C u_{0}+C\left(\bar{u}-u_{0}\right),
$$

from which

$$
B-Q(\varrho)-C \varrho^{-\alpha} \leqslant \frac{\varrho}{2 \sqrt{n-1}}(1+\varepsilon) \frac{d Q}{d \varrho}=\frac{\varrho}{v} Q^{\prime}(\varrho)
$$

where

$$
B=A+C u_{0}, v=\frac{2 \sqrt{n-1}}{1+\varepsilon} .
$$

Thus

$$
\left[\varrho^{\nu}(Q-B)\right]^{\prime}+\nu C \varrho^{\nu-\alpha-1} \geqslant 0 .
$$

Suppose $\nu>\alpha$. Then, since by Lemma (11.1) $Q$ is bounded,

$$
0<B-Q \leqslant C \varrho^{-\alpha}
$$

from which we conclude that the Dirichlet integral tends to its limit as $\underline{g}^{-\alpha}$. Similarly, for a neighborhood of a finite point

$$
Q(\varrho) \leqslant \frac{Q\left(\varrho_{1}\right)}{\varrho_{1}} \varrho^{v} \leqslant c \varrho_{1}^{-v-\alpha} \varrho^{v}, \quad \varrho<\varrho_{1} .
$$

Applying Lemma 3.1, 3.2, 3.3, we obtain

$$
\left|u(x)-u_{0}\right| \leqslant C r^{1-\frac{1}{2}(n+\alpha)}=C r^{-\frac{1}{2}(n-2+\alpha)}
$$

${ }^{(1)}$ The hypothesis that the $a_{i j}(x)$ tend to limits at infinity can be weakened, cf. Theorem 9. Theorem 10 overlaps a similar limit theorem, first proved by L. Nirenberg (to appear).


If $n>2$ this is a better estimate than the one we started with, and implies the correspondingly better relation

$$
B-Q \leqslant C r^{-\frac{1}{2}(n-2+\alpha)}
$$

provided $(n-2+\alpha) / 2<\nu$. This in turn implies

$$
\left|u-u_{0}\right| \leqslant C r^{-\frac{1}{2}(n-2)-t(n-2+\alpha)}
$$

Thus, after a finite number of iterations, we find $\left|u-u_{0}\right| \leqslant C r^{-(n-2-\varepsilon)}$ for any prescribed $\varepsilon>0$, or else $\left|u-u_{0}\right| \leqslant C r^{-\nu}$, q.e.d.

## 12. An Extension of the Maximum Principle

Let $u(x)$ be a solution of

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial u}{\partial x_{j}}\right)=0, \quad a_{i j}=a_{j i} \tag{4}
\end{equation*}
$$

in a neighborhood $E$ of infinity. It is known that if all eigenvalues of the form $a_{i j} \xi_{i} \xi_{j}$ are positive, $u(x)$ admits no maximum or minimum interior to its domain of definition [10]. In this section we present an extension of this result to include the point at infinity.

Theorem 12: Let $u(x)$ tend to a limit $u_{0}$ as $x \rightarrow \infty$ and suppose $\left|u(x)-u_{0}\right|=$ $o\left(r^{2-n}\right), n \geqslant 3$. Suppose further that $a_{i j} \xi_{i} \xi_{j} \geqslant \lambda(x) \xi_{i}^{2}, \lambda>0$, and that $\left|a_{i i}\right|<M<\infty$ in.
dependent of $x$. Then in every neighbourhood of infinity there are points where $u(x)>u_{0}$ and points where $u(x)<u_{0}$.

Remark 1. It is not assumed that (4) is uniformly elliptic in a neighborhood of infinity, i.e., there may be sequences $\{x\}$ of points along which $\lambda(x) \rightarrow 0$.

Remark 2. Theorem 12 is sharp, even for Laplace's equation $\Delta u=\partial^{2} u / \partial x_{i}^{2}=0$. For this equation admits the solution $u(x)=1-r^{2-n}$ with $u_{0}=1, u(x)<u_{0}$ for all $x \neq 0$.

Remark 3. In conjunction with Theorem 1, Theorem 12 implies that the maximum speed in a subsonic flow past an obstacle $B$, with subsonic limiting velocity, occurs on $B$.

Remark 4. If $n \leqslant 2$ a much stronger result is true, cf. [6].
Proof of Theorem 12: Suppose $u(x) \leqslant u_{0}$ in $E$. The maximum principle of $\mathbf{E}$. Hopf [10] shows that $u(x)<u_{0}$ in $E$. Let $\Sigma$ denote a sphere about the origin whose surface lies in $E$ and let $\tilde{u}$ be the maximum of $u$ on the surface $\Sigma$. Corresponding to a sequence of numbers $\bar{u}<u_{1}<u_{2}<\cdots<u_{i}<\cdots<u_{0}, u_{i} \rightarrow u_{0}$, there is a sequence of regions $G_{1 j}$ in $E$, defined by the inequalities $u_{1}<u(x)<u_{i}$, and bounded by level surfaces $\Sigma_{1}$ and $\Sigma_{i}$ on which $u=u_{1}, u=u_{i}$ respectively. We have( ${ }^{1}$ )

$$
\int_{\Sigma_{m}} a_{i j} \frac{\partial u}{\partial x_{i}} v_{j} d S=\int_{\Sigma_{1}} a_{i j} \frac{\partial u}{\partial x_{i}} v_{j} d S=K_{1}
$$

Also,

$$
Q_{1 m}=\int_{G_{1 m}} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}} d V=\int_{\Sigma_{m}} u_{m} a_{i j} \frac{\partial u}{\partial x_{i}} v_{j} d S-\int_{\Sigma_{1}} u_{1} a_{i j} \frac{\partial u}{\partial x_{i}} v_{j} d S=\left(u_{m}-u_{1}\right) K_{1} .
$$

Let $L=\left(u_{0}-u_{1}\right) K_{1}$. Then

$$
\begin{equation*}
Q_{1 m}-L=\left(u_{m}-u_{0}\right) K_{1} . \tag{20}
\end{equation*}
$$

Let $R$ be the smallest number such that the sphere $S_{R}$ of radius $R$ about the origin contains $\Sigma_{m}$. By (20) and by the definition of $Q_{1 m}$ we see that as $m \rightarrow \infty$, $Q_{1 m} \rightarrow L$ in increasing. Hence the left side of (20) is decreased in magnitude if the region of integration is enlarged. Thus, if

$$
Q(R)=\int_{G_{R}} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}} d V
$$

where $G_{R}$ is the region bounded by $\Sigma_{1}$ and $S_{R}$,
(1) See footnote ( ${ }^{3}$ ), p. 278.

$$
L-Q(R) \leqslant\left|\left(u_{0}-u_{m}\right) K_{1}\right|
$$

But since $S_{R}$ contacts $\Sigma_{m}$ we have by hypothesis $\left|u_{0}-u_{m}\right|=\varepsilon(R) R^{2-n}$ where $\varepsilon(R) \rightarrow 0$ as $R \rightarrow \infty$. Thus,

$$
\begin{equation*}
L-Q(R)=o\left(R^{2-n}\right) \tag{21}
\end{equation*}
$$

that is, the quadratic functional $Q(R)$ is bounded and tends to a limit as fast as does $u(x)$.

On the other hand, we may write

$$
\begin{aligned}
& Q(R)=\int_{S_{R}}\left(u-u_{1}\right) a_{i j} \frac{\partial u}{\partial x_{i}} v_{i} d S, \\
& Q^{2}(R) \leqslant \int_{S_{R}}\left(u-u_{1}\right)^{2} d S \int_{S_{R}}\left(a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}\right)\left(a_{i j} v_{i} v_{j}\right) d S .
\end{aligned}
$$

The eigenvalues of $a_{i j} \nu_{i} \nu_{j}$ are by assumption positive and $\nu_{i}^{2}=1$. Thus $\left|a_{i j} \nu_{j} \nu_{i}\right|$ is certainly bounded by the sum of its eigenvalues. An orthogonal transformation which carries this form into diagonal form with the elements on the principle diagonal equal to the eigenvalues leaves invariant the trace. Thus $\left|a_{i j} \nu_{i} v_{j}\right| \leqslant a_{i i} \leqslant M$, and we obtain

$$
Q^{2}(R) \leqslant C R^{n-1} \frac{d Q}{d R}
$$

for some constant $C$. Integrating, we have

$$
\frac{1}{Q(R)}-\frac{1}{Q\left(R_{1}\right)} \geqslant C\left[R^{2-n}-R_{1}^{2-n}\right], \quad R_{1}>R .
$$

Letting $\boldsymbol{R}_{\boldsymbol{1}} \rightarrow \infty$,

$$
\frac{1}{Q(R)}-\frac{1}{L} \geqslant C R^{2-n}
$$

Thus,

$$
L-Q(R) \geqslant C L Q(R) \cdot R^{2-n}
$$

which contradicts (21) since $Q(R)$ is an increasing function of $R$. A similar discussion disposes of the case $u(x)>u_{0}$ in $E$ and completes the proof of Theorem 12.

Added in proof $I$ : The limit theorem of section 11 can be improved to the essentially sharp result, $\left|u-u_{0}\right| \leqslant C r^{2-n+\varepsilon}$, by means of the following inequality recently proved by Payne and Weinberger (see the next article, [21]) : Let $u$ be any func-
tion having a bounded Dirichlet integral in $E$. Then the average value of $u$ over concentric spheres of radius $r$ has a limit $\bar{u}$ as $r \rightarrow \infty$, and

$$
\Delta(r)=\int_{E_{r}}|\nabla u|^{2} d V \geqslant \frac{n-2}{r} \int_{S_{r}}(u-\bar{u})^{2} d S .
$$

where $E_{r}$ is the region exterior to the sphere $S_{r}$. This can now be applied to a result of Nirenberg( ${ }^{( }$) which states that if $u$ is a bounded solution of (4) in $E$, then the Dirichlet integral of $u$ is bounded in $E$ and the hypotheses of Lemma 3.2 are satisfied. It follows simply that for any $\varepsilon>0, \Delta(r) \leqslant K r^{2-n+2 \varepsilon}$, and hence, by Lemma 3.4, one concludes that $\left|u-u_{0}\right| \leqslant C r^{2-n+\varepsilon}$. This result remains valid, for fixed $\varepsilon$, if the coefficients in (4) are allowed some oscillation at infinity (depending on $\varepsilon$ ).

Added in proof II: In a note, "Parabolic Equations", Proc. Nat. Acad. Sci., U.S.A., vol. 43 (1957), pp. 754-758, J. Nash states that if $u(x)$ is a solution of an elliptic equation (4) in a region $R$ and if $|u|<M$, then

$$
\begin{equation*}
|u(x)-u(\bar{x})|<C M\left[\frac{|x-\bar{x}|}{\min \{d(x), d(\bar{x})\}}\right]^{\alpha} \tag{*}
\end{equation*}
$$

where $d(x)$ denotes distance to the boundary of $R$, and the constants $C$ and $\alpha$ depend only on $n$ and on upper and lower bounds for the eigenvalues of the associated quadratic form. No assumption is made on the eigenvalues except that they should be positive and bounded from zero and from infinity. The authors believe that this result, in conjunction with the methods of the present paper, will lead to a proof of the existence of a subsonic flow past an obstacle $B$ for any prescribed maximum speed $q_{m}$ smaller than the sonic speed $q_{c}$. New estimates on linear equations, to be published elsewhere by these authors, show that if the space $S$ of section 9 is suitably enlarged, (*) is sufficient to provide an a-priori estimate at interior points and at infinity. The only remaining difficulty is a discussion of the boundary behavior of a solution. This may require a slight extension of the result of Nash to include equations of more general structure.
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