
Three-Stage Iterative Detection of a MIMO-aided Precoded AMR-WB Speech Transceiver

N. S. Othman, M. El-Hajjar, O. Alamri, S. X. Ng and L. Hanzo*

School of ECS, University of Southampton, SO17 1BJ, UK.
Tel: +44-23-8059 3125, Fax: +44-23-8059 4508

Email: lh@ecs.soton.ac.uk, http://www-mobile.ecs.soton.ac.uk

Abstract – A jointly optimised iterative source and chan-
nel decoding (ISCD) scheme invoking the Adaptive Multi
Rate Wideband (AMR-WB) speech codec is proposed. More
explicitly, the transceiver investigated consists of serially
concatenated Recursive Convolutional (RSC) codes, a Unity
Rate Code (URC) referred to as a precoder and the AMR-
WB speech codec, where the resultant bitstream is trans-
mitted using Differential Space-Time Spreading (DSTS) and
Sphere Packing (SP) modulation over narrowband tempo-
rally correlated Rayleigh fading channels. The convergence
behaviour of the advocated scheme is investigated with the
aid of Extrinsic Information Transfer (EXIT) charts, which
suggests that potential performance improvements can be
achieved by combining a serially concatenated precoder
with the AMR-WB speech codec. The proposed system
exhibits an Eb/N0 gain of about 1.5 dB in comparison to
the benchmark scheme carrying out iterative source- and
channel-decoding as well as DSTS aided SP-demodulation,
but dispensing with the precoder, when using Isystem = 4
system iterations.

1. MOTIVATION AND BACKGROUND

Recently, considerable research interest has been devoted to
the employment of joint source and channel coding in both
delay- and complexity-constrained speech transmission sys-
tems [1]. This is justified by the limited applicability of Shan-
non’s classic source and channel coding separation theorem [2]
in practical speech systems. A beneficial example of this tech-
nique exploits the residual redundancy found in the encoded
bitstream of finite-delay lossy speech codecs as a priori in-
formation for supporting an iterative turbo decoding process,
as detailed in [3]. More explicitly, the limited-complexity,
limited-delay source encoders fail to remove all the redun-
dancy from the correlated speech source signal, thus leaving
some residual redundancy in the encoded parameters.

In [4, 5] the residual redundancy inherent in the source en-
coded bitstream was exploited using the innovative concept of
soft speech bits, which was further developed to accept the
a priori information passed to the speech decoder from the
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channel decoder as extrinsic information [6]. Hence, extrinsic
information is iteratively exchanged between the source and
channel decoders for the sake of improving the overall sys-
tem performance. The convergence behaviour of this iterative
decoding scheme can be studied using Extrinsic Information
Transfer (EXIT) charts [7], which characterize the achievable
performance of the ISCD scheme exploiting the residual re-
dundancy inherent in the source encoder bitstream.

In this paper we propose the jointly optimised ISCD scheme
of Figure 1 invoking the AMR-WB-speech codec [8], which
employs a Unity Rate Code (URC) [9] referred to as a pre-
coder. The precoder has a recursive structure, correspond-
ing to an infinite impulse response invoked for the sake of
achieving a precoding-aided decoding convergence enhance-
ment. The resultant bitstream is protected by a Recursive Sys-
tematic Convolutional (RSC) code and transmitted using Dif-
ferential Space-Time Spreading (DSTS) combined with Sphere
Packing (SP) modulation [10]. The advocated scheme invokes
DSTS employing two transmit and a single receive antenna,
which provides a spatial diversity gain without the potentially
excessive complexity of channel estimation required by co-
herently detected Multiple-Input Multiple-Output (MIMO) ar-
rangements, which is an explicit benefit of using non-coherent
detection, while tolerating 3 dB performance loss, when com-
pared to the equivalent coherently detected scheme using per-
fect channel knowledge. We will refer to this three-stage sys-
tem as the DSTS-SP-RSC-URC-AMRWB arrangement.

This paper is structured as follows. Section 2 provides
an overview of the system considered, while in Section 3 we
invoked three-dimensional (3D) EXIT charts and their two-
dimensional (2D) projections for characterizing the iterative
detection aided convergence behaviour of the advocated scheme.
Section 4 quantifies the performance of our proposed three-
stage scheme, while our conclusions are offered in Section 5.

2. SYSTEM OVERVIEW

2.1. Transmitter

The schematic of the DSTS-SP-RSC-URC-AMRWB scheme
is portrayed in Figure 1. As shown in Figure 1, extrinsic in-
formation is exchanged amongst the AMR-WB decoder, the
URC decoder and the RSC decoder. In the advocated scheme,
the soft-bit assisted AMR-WB codec of [11] is employed. The
AMR-WB speech codec is capable of supporting nine different
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Figure 1: Block diagram of the DSTS-SP-RSC-URC-AMRWB scheme.

speech codec modes having bit rates of 23.85, 23.05, 19.85,
18.25, 15.85, 14.25, 12.65, 8.55 and 6.6 kbit/s [12], each of
which may be activated in conjunction with different-rate chan-
nel codecs and different-throughput adaptive modem modes [13].
Similar near-instantaneously adaptive speech and video sys-
tems were designed in [1, 14]. In our prototype system investi-
gated here the AMR-WB codec is used for encoding the speech
signal at a bit rate of 15.85 kbps, which extracts a set of speech
parameters per 20 ms frame for representing the speech signal.

The AMR-WB speech encoder produces a frame of speech
codec parameters, namely {v1,τ ,v2,τ ,. . . ,vκ,τ ,. . . ,v52,τ}, where
vκ,τ denotes an encoded parameter, with κ = 1, ...,K denot-
ing the index of each parameter in the encoded speech frame
and K = 52, whilst τ denotes the time index referring to
the current encoded frame’s index. Then, vκ,τ is quantised
and mapped to the bit sequence uκ,τ = [u(1)κ,τ u(2)κ,τ . . .
u(M)κ,τ ], where M is the total number of bits assigned to the
κth parameter. Then, the bits of the sequence u is permuted by
the outer interleaver πout, yielding ũ of Figure 1.

The interleaved AMR-WB-encoded bit sequence ũ of Fig-
ure 1 is then encoded by a unity-rate recursive precoder having
a code memory of 5. The URC coded bit sequence c is then
permuted by the inner interleaver πin, before it is fed to the
1
2 -rate RSC encoder having a code memory of 3. The RSC
encoded bits are transmitted by using the DSTS-SP scheme
of [10]. The SP mapper maps B number of channel-coded
bits x̃=[x̃0 x̃1 . . . x̃B−1] ∈ {0,1} to a SP symbol, as detailed
in [10]. Therefore, we have B = log2(LSP ) = log2(16) = 4,
where LSP represents the set of legitimate SP constellation
points. In this investigation, we consider transmissions over
a narrowband temporally correlated Rayleigh fading channel,
associated with a normalised Doppler frequency of fD = 0.01.

2.2. Receiver

At the receiver, the extrinsic information gleaned is exchanged
amongst all three constituent decoders of Figure 1, namely the
AMR-WB decoder, the URC decoder and the RSC decoder in
a number of consecutive iterations. The inner iterative loop
corresponds to the iterative RSC and URC decoders, while
the outer iterative loop represents the extrinsic information ex-
change between the AMR-WB speech decoder and the URC
decoder.

The notations L(.) in Figure 1 represent the LLRs of the
bit probabilities, while c̃, c, ũ and u in the round brackets (.)
of Figure 1 denote the RSC data bits, the URC coded bits, the
URC data bits and the AMR-WB encoded bits, respectively.
The specific nature of the LLRs is represented by the subscripts
of L.,a, L.,p and L.,e, which denote in Figure 1 the a priori, a
posteriori and extrinsic information, respectively. The LLRs
associated with one of the three constituent decoders having
a label of {1,2,3} are differentiated by the corresponding sub-
scripts (.) of {1,2,3}. Note that the subscript 2 is used for
representing the URC decoder of Figure 1.

We define an inner iteration exchanging extrinsic informa-
tion between the RSC and URC decoders followed by two
outer iterations between the URC and AMR-WB decoders as
having one “system iteration” denoted as Isystem = 1. The ad-
vocated scheme invokes the soft-bit assisted AMR-WB speech
decoder of [11], which exploits the natural residual redundancy
inherent in the AMR-WB speech codec parameters. The de-
tails of the algorithm used for computing the extrinsic LLR val-
ues L1,e(u) of the speech parameters can be found in [6, 15].

The proposed scheme’s performance was studied against
its benchmark scheme, which does not employ the URC. We
will refer to the benchmark scheme as the DSTS-SP-RSC-
AMRWB arrangement.



3. THREE-DIMENSIONAL EXIT CHART ANALYSIS

The employment of EXIT charts [7] in the design of the pro-
posed scheme facilitates the prediction of its convergence be-
haviour, based on the mutual information exchange amongst
the constituent receiver components.

As seen from Figure 1, the URC decoder has two extrin-
sic mutual information (MI) [2] outputs, namely I2,E(ũ) and
I2,E(c). Both of the extrinsic MI outputs are functions of the
a priori MI inputs of the URC decoder, namely of I2,A(ũ) and
I2,A(c), which corresponds to the data bits ũ originating from
the extrinsic output of the RSC decoder and the coded bits c
generated from the extrinsic output of the AMR-WB decoder,
respectively. Note that the MI between the extrinsic value
E(x) and the symbol x is denoted by I.,E(x), whilst I.,A(x)
denotes the a priori value A(x) and the symbol x. Therefore,
the EXIT characteristic of the URC decoder can be described
by the following two EXIT functions [16]:

I2,E(ũ) = Tũ[I2,A(ũ), I2,A(c)], (1)

I2,E(c) = Tc[I2,A(ũ), I2,A(c)], (2)

which are illustrated by the 3D surfaces seen in Figures 2 and 3,
respectively.

By contrast, the AMR-WB decoder and the SP demapper
only receive input from and provide output for the URC de-
coder. However, the EXIT characteristic of the SP demapper
is also dependent on the Eb/N0 value. Therefore, the corre-
sponding EXIT functions are:

I1,E(u) = Tu[I1,A(u)], (3)

for the AMR-WB decoder and

I3,E(c̃) = Tc̃[I3,A(c̃), Eb/N0], (4)

for the RSC decoder of the two-transmit-antenna aided DSTS-
SP system associated with a single receive antenna. Equa-
tions (3) and (4) are illustrated in Figures 2 and 3, respectively.

As seen in Figure 2, the intersection of the surfaces charac-
terizes the best attainable performance, when exchanging in-
formation between the URC decoder and the AMR-WB de-
coder of Figure 1 for different fixed values of I2,A(c), which is
shown as a bold line. For each point [I2,A(ũ), I2,A(c), I2,E(ũ)]
of this line on the 3D surface of Figure 3, there is a specific
value of I2,E(c) determined by I2,A(ũ) and I2,A(c) according
to the EXIT function of Equation (2). Therefore, the solid line
on the surface of the EXIT function of the URC decoder seen
in Figure 2 is mapped to the solid line shown in Figure 3.

The 3D EXIT charts of Figures 2 and 3 are somewhat cum-
bersome to interpret. Therefore, we project the bold EXIT
curve of Figure 2 onto the 2D plane at I2,A(ũ) = 0, yielding
the line indicated by the squares in Figure 4. Also shown is the
EXIT curve of the RSC decoder in the two-transmit antenna
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Figure 2: 3D EXIT chart of the URC decoder and of the AMR-
WB decoder.
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Figure 3: 3D EXIT chart of the URC and the RSC de-
coders for the two-transmit-antenna aided DSTS-SP system at
Eb/N0=10.0 dB with projection from Figure 2.

aided DSTS-SP system associated with a single receive an-
tenna for various Eb/N0 values. By contrast, in the DSTS-SP-
RSC-AMRWB benchmark scheme, the soft-bit assisted AMR-
WB decoder dispensing with the URC is denoted by the dotted
line marked with triangles in Figure 4.

Figure 4 shows that the EXIT curve of the soft-bit assisted
AMR-WB decoder intersects with that of the RSC decoder.
This implies that residual errors persist, despite increasing the
number of iterations used and the size of the interleaver. On
the other hand, the precoder-aided AMR-WB decoder is capa-
ble of closely approaching the point of perfect convergence at
(1,1). Thus, there is an open tunnel between the EXIT curve
of the RSC decoder and that of the precoder-aided AMR-WB
decoder at Eb/N0=9.0 dB, as seen in Figure 4. Thus, accord-
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Figure 4: 2D projection of the EXIT chart of the three-stage
DSTS-SP-RSC-URC-AMRWB scheme and the 2D EXIT
chart of the two-stage DSTS-SP-RSC-AMRWB benchmarker
scheme.

ing to the EXIT chart predictions, the proposed system outper-
forms its benchmark scheme.

4. PERFORMANCE RESULTS

In this section we evaluate the attainable overall system perfor-
mance of the proposed scheme using both the Bit Error Ratio
(BER) and the Segmental Signal to Noise Ratio (SegSNR) [1].
The simulation parameters were described in Section 2. In our
simulations each inner iteration between the RSC and URC de-
coders was followed by two outer iterations between the URC
and AMR-WB decoders of Figure 1, which together formed
a three-stage “system iteration”. Having two outer iterations
implied that the extrinsic information was exchanged twice be-
tween the intermediate URC decoder and the outer AMR-WB
decoder. As characterized by the intersection of the surfaces
seen in Figure 2 of Section 3, this resulted in the best attainable
extrinsic LLR values L2,e(c) before being interleaved and fed
back to the URC decoder as the a priori information L3,a(c̃).
Any further increase of the number of outer iterations resulted
in an increased complexity, but only marginally increased the
attainable extrinsic LLR values.

Figure 5 compares the BER performance of the DSTS-
SP-RSC-URC-AMRWB scheme and that of its corresponding
DSTS-SP-RSC-AMRWB benchmark scheme, when commu-
nicating over narrowband temporally correlated Rayleigh fad-
ing channels. It can be seen from Figure 5 that the DSTS-SP-
RSC-URC-AMRWB scheme outperforms the DSTS-SP-RSC-

ber-decodulation.gle
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AMRWB benchmarker by about 1.5 dB at BER=
4 × 10−4 after Isystem = 4 iterations, where again, we de-
fine a “system iteration” Isystem as having an inner iteration
followed by two outer-iterations, as mentioned in Section 2.
Observe in Figure 4 that with the advent of introducing a re-
cursive precoder, the EXIT characteristic of the AMR-WB de-
coder is enhanced, which resulted in an open EXIT tunnel for
the DSTS-SP-RSC-URC-AMRWB scheme at Eb/N0=9.0 dB.
Thus, the system is expected to achieve a low BER. However,
due to the short interleaver length of 462 bits, the actual decod-
ing trajectory of Figure 4 recorded for Isystem = 4 iterations
at Eb/N0=9.0 dB was unable to reach I2,E(c)=1.0, and hence
the precoded system’s actual BER failed to reach an infinitesi-
mally low value.



Figure 6 illustrates the speech SegSNR performance of both
the proposed scheme and of the benchmark scheme versus the
Signal to Noise Ratio (SNR) per bit, namely Eb/N0. It is
shown in Figure 6 that the precoded scheme performs by 1 dB
better in terms of the required channel Eb/N0 value than its
corresponding benchmark scheme, when tolerating a SegSNR
degradation of 1 dB.

5. CONCLUSIONS

In this section, we proposed the three-stage serially concan-
tenated DSTS-SP-RSC-URC-AMRWB scheme of Figure 1,
where the iterative receiver was constituted by three SISO mod-
ules, namely the RSC decoder, the URC decoder and the AMR-
WB decoder. Furthermore, the convergence behaviour of our
advocated scheme was analyzed using 3D EXIT charts and
their 2D projections. It has been demonstrated that the DSTS-
SP-RSC-URC-AMRWB scheme achieves a significant BER
performance improvement compared to that of the conventional
two-stage DSTS-SP-RSC-AMRWB scheme, when communi-
cating over narrowband temporally correlated Rayleigh fading
channels. This is achieved by the employment of the recursive
URC, which enhanced the EXIT characteristics of the AMR-
WB decoder, resulting in an improved BER performance. Ex-
plicitly, at BER=4×10−4 the precoder was capable of enhanc-
ing the achievable Eb/N0 performance by 1.5 dB, when com-
municating over narrowband temporally correlated Rayleigh
fading channels. Our future research aims for combining the
benefits of a recursive URC and the so-called over-complete-
mapping scheme of [17], both of which are capable of improv-
ing the EXIT characteristics of the AMR-WB decoder in order
to approach the point of perfect convergence at (1,1).
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