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Abstract

In this paper, we have considered the problem of three-stage sample surveys. The problem of a three stage
multivariate stratified sample survey has been formulated as a non-linear stochastic programming problem
by considering survey cost and the variances as random variables. The stochastic programming problem
has been converted into equivalent deterministic form using Chance constraint programming and modified
E-model.
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Introduction

The analysis of two-stage stratified sampling designs is well defined in the sampling
literature. In two-stage stratified sampling designs the total population is subdivided into
a number of strata and then two-stage stratified sampling procedure is applied for taking
the samples. The two- stage stratified sampling designs generally specifies two- stages of
selection: primary sampling units (PSUs) at the first stage and sub samples from each
PSUs at second stage as a secondary sampling units (SSUs) units. The methods to obtain
the optimum allocations of sampling units to each stage are readily available. Showkat et
al. (2011) has used the geometric programming approach in multivariate two-stage
sampling design for obtaining optimum sample sizes of each stage.

In the three—stage stratified sampling design the process of sub sampling of the

population under study can be carried out by dividing the given population into a number
of strata, instead of enumerating them completely. The use of three stage sampling

Pak.j.stat.oper.res. Vol.XI No.3 2015 pp347-359


mailto:irfii.ali@gmail.com

Sanam Haseen, Shafiullah, Irfan Ali, Abdul Bari

designs generally specifies three stages of selection: primary sampling units (PSUs) at the
first stage, sub samples from each PSUs at second stage as secondary sampling units
(SSUs) units and again sub samples from SSUs at third stage as tertiary sampling units
(TSUs). For instance, in surveys to estimate crop production in India (Sukhatme, 1947),
the village is a convenient sampling unit. Within a village, only some of the fields
growing the crop in question are selected, so that the field is a sub-unit. When a field is
selected, only certain parts of it are cut for the determination of yield per acre; thus the
sub unit itself is sampled. Here we have to find the optimal sample sizes n, m and p for
all the three stages with the minimum cost. The problem of optimum allocation in two-
stage and three-stage sample surveys is described in standard text book on sampling such
as W.G. Cochran (1977). Recently Shafiullah et at. (2013) has worked on three-stage
sample surveys and applied geometric programming approach for finding optimum
sample sizes of each stage.

In many real-life situations the decision makers have to optimize their objectives which
they have decided under certain conditions. The parameters on which the decision makers
have to optimize their objectives are not always certain. The mathematical programming
problem which deals with the theory and methods of the unknown parameters where the
variables are considered as random is called stochastic programming problem. Stochastic
programming plays very important role for modeling optimization problems. Uncertainty
is the root of the stochastic programming. The main target of using stochastic
programming is for finding such solution where the feasibility occurs for all data and
optimal in some cases. The stochastic programming is discussed by many authors in their
text books such as Prékopa (1995), Charnes and Cooper (1959).

The stochastic programming approach is applied by many researchers in the field sample
surveys. Some of them are Ali et al. (2011), Khan et al. (2011, 2012), Bakhshi et al.
(2010), Javed et al. (2009), Kozak (2006), Diaz-Garcia and Tapia (2007), Diaz-Garcia
and Cortez (2006, 2008) and many more.

In this paper, we have formulated the three-stage sample surveys problem as a stochastic
programming problem. In three-stage sample surveys problem, we have considered that
sampling variance and stratum costs has normally distributed random variable. The
stochastic formulation of the problem has been converted into equivalent deterministic
form by using chance constrained programming and modified E- model respectively.

2. Formulation of the problem in Three -Stage Stratified Sample Surveys

The population is considered to be a heterogeneous population; it is turned into a
homogeneous population by dividing it into L homogeneous stratum. Let h‘" strata have
N,, population such that N = Y% _, N,,. Now, primary stage units (PSU) are selected from
each strata taking into consideration the sizes to be constant within a stratum but may
differ from stratum to stratum. As, is the case of third stage unit (TSU), an SSU is
selected from PSU and further, a TSU is selected from SSU such that the h*"* stratum
contains N, PSUs with M;, SSUs having P, TSUs. Also, their corresponding sample sizes
are n,, my and pp, h = 1, 2, ..., L with equal probability and without replacement at each
stage.
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Let the value in the population of k" TSU in the j* SSU in i*® PSU of ht" strata be Y;
suchthati =1,2,...,n,,j=1,2,...mp,k=1,2,...,pp,h =1,2, ...,

Below are some of the usual notations that refer to ht" strata,

Sample mean of TSU that were selected,

_ v}
yii} = X, p]k :
Population mean of TSU that were selected,
= Tty ;”‘ -
Sample mean of SSU that were selected,
—h
= omy Yij
Vi = Zj:l m_h
Population mean per SSU that were selected,
—h —h
= My, ﬁ
Yi - 2] 1 Mh
Sample mean of PSU that were selected,
—h
= 5,
y =% n;
Population mean of PSU that were selected,
—h —h
p— N Y;:
Y =¥21 N—‘h

Required variances are

Sampling variance among PSU means in ht" stratum,
2

1 —h ="
2 N |5 _ 5
Sph - np—1 Zi:]_ <yi y > '

Sampling variance among SSU’s within PSU means in ~ ht" stratum,

2
2 1 np wmy [(=h =h
Ssh —m2i=1 j=1(yij_yi) .
Sampling variance among TSU’s within SSU means in ht" stratum,
1 —h\?
npmp(pp—1) Z 2 ( Lk yij) '
Population variance among PSU means in ht" stratum

_n  =h\?
2 _ 1 _
Spn = = 12 <Y Y )

Population variance among SSU’s within PSU means in hth stratum,

—h\2
2 _ 1 Ny wMy (V05
Ssh = Rt =1 2j=1 (YU k ) |
Population variance among TSU’s within SSU means in ht" stratum,
2

1 Ny M Sh
Sz, =—————3im s wen, (v - Yy)
th Nth(Ph—l)lel Jj=1 ijk tj

2
Sth =
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~|

An unbiased estimate of population mean, Y;;, per TSU may be written as

_ L
= NthP h)’
Fa=), ZWW
&= 2y NuMy Py
where W,, = NaMhPr__ i the relative size of the stratum in terms of the TSU’s.

Yk_i NpMpPp

—h
It is known that for stratified random sampling, WOR, with y as the unbiased estimator

of population mean Y, the sampling variance is given by

= \ 1-f, 1-f, A
Y (ySt) z Wh <( n[ = SSZh * : nh"]zhh) Sgh * (nhmfp};) h)

h=1
n m . .
where fi, = N_Z , fan = M—Z fan = I’j—z are the sample fraction at various stage and its

estimated variance ignoring the fps is given by

L
(= ph Sszh St,gh
V(y ) Z Wh + +
st i Ny MMy NpyMppy

Now, if the travel cost may be ignored, the total cost of survey can be written in the linear
form given below
L

Co = Z(nhclh + npympcaop + NpMpPRC3R)
h=1
where
Co=C—cy
C is the overall cost of sampling.
Co 1S the fixed cost in survey.
c1p, is the cost of obtaining information from the sampled FSU from the ht" stratum.
c,p, is the cost of obtaining information from the sampled SSU from the h" stratum.
cap, IS the cost of obtaining information from the sampled TSU from the ht" stratum.

In practice, ¢y, is likely to be larger than c,, and c,;, is likely to be larger than cy,.
Hence, a unit increase in n,, increases the cost much more as compared to a unit increase
in my, similarly, a unit increase in m;, is much more compared to a unit increase in py.
Thus, the third component of cost function will vary from sample to sample for given my,.

If C, is considered as a finite limit on cost and the optimum size of n;, m;, and p, is
required to be found so that the total survey variance can be minimized the allocation
problem will be of the following Non Linear Programming Problem (NLPP) form with v
characteristics can be given by
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2 52 s2 )

MinimizeV, Z W < Shr + thr )
= nymy nNyMmppp
, > (D
SUbject to (Tlhclh + nymycyp + nhmhphc3h) < Co
h=1

np, my, Prn =2
nhSMh,thMh,phSPh;h=1,2,...,L;r=1,...,v J

where s, s&, and sf,, are the sample variances at each stage with " characteristic,
r=1,..,v

Now, let us assume that ¢,5, c,5 and ¢, h =1,2,...,L to be independently normally
distributed random variables. Further, sampling variance s}, s3 and sg, in the A"
stratum are also random variables.

L

52h o Stn )

.. . r snr r .

Minimize E Wh< + + ) )
] np npymy nymppPn

L

subject to P Z(nhclh + nympcop + nympppcan) < Co| = B, (i) ( @)
h=1

Ny, my, Pn > 2 (lll)

np < Mh,mh < Mh,ph < Ph, h = 1,2,..,L;r=1,..,v (iv)J

4. Solution Using Modified E-technique

In objective function of Eq. 2 (i) s;4,, S and s, are considered random variables
with asymptotic normal distribution. Consider the random variable &, defined as (See
Melaku, 1986)

np —h 2
_ 1 > (5. A

i=1

which has an asymptotic normal distribution with mean

E(Eg) - 1 SphT
and

V(E{}) = —1)2( phr ( ) ),

where Cpy,,. is the fourth central moment and it is computed as

—n\ 4%
P’”:N —1Z<y _Y>
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—h\ 2
—h
Observe that, sj,, = & — -~ (y —Y> ;

—h
—h =
(yi -Y > — 0 in terms of probability.

Consider the random variable &?* defined as

Np Mmp

=N

=1 j=
which has an asymptotlc normal distribution with mean E (&) and V (&) given by

n mpy
and
V(fsh) = ( 1)2( shr (S hr) ),

where C2, is the fourth central moment and it is computed as

—h 4
Coh = Nh(Mh -1) Z ( )

—=h 2
Observe that, s2,, = & — — <§hj - Yi> ;
h~—

wher ( v 71' ) — 0 in terms of probability.

Again, conS|der the random variable &/ defined as
Nh Mp Ph

& = nymy, (p —1)222 ”k ”
hh AR i=1 j=1k=1
which has an asymptotlc normal distribution with mean E (¢,) and variance V (&;)
('Sth) 1) tzhr
and V(’S ) - 1)2( thr (Stzhr)z)

where C, is the fourth central moment and it is computed as

4
4
Cth

Nth(Ph—1)z e~ ”)

no_ v\
Observe that, s, = §¢' — = 1(yl.jk_yij) :

—h . -
where —— h_l - 1and ( ik Yl-j) — 0 in terms of probability.

Now, modified E-model technique (Garcia-2007) is applied, so that the equivalent
deterministic objective function of NLPP (2) can be written as

f(n,m,p) =
k E( W (phr_l_ Senr + Stnr )) + k \/V( W (phr_l_ Sinr + Stnr ))
1 h npmp ~ NpMuPp 2 h npMmp  NpMuPp

352 Pak.j.stat.oper.res. Vol.XI No.3 2015 pp347-359




Three - Stage Stochastic Multivariate Stratified Sample Survey

2 2 E 2 - 2 2
Now, E (Zh (W2 ( phr +Ssi+st¢)) =yL_, th< (spr) 4 EGsnr) | E(Sm))

npmy  MpMpPp np npmp  NpMpPp
h
L 2 E(fp)+5(fsh)+ E(¢1) Z Wi Sphr WE Sanr WE Sthr
h=1""h \ " ny npmp  npMmpPp =1\ (np-1) " npmp-1) ' npmp(pp-1)

2 2 v(s2,, 2 )
Also, V (Zh 1 Wh ( phr + Sshr_ + St#)) — h:l th < (Sph ) + V(S5hr) + V(Sthr)>

NpMp NpMpDh Np Npmp NMpMpDPh

v(&h V(& v(Eh wic wic witc
b (1) 1), )Zhl( ko s i)

npmp "hmhph np(np-12  nimp(mp—1)%2 ° nimipp(pr—1)>2

where Cp = Cphr - (Sghr) ,Cs = shr (Sshr)z and Cr = Ct4hr - (Stzhr)z

The equivalent deterministic form of Eq. 2(i) can be obtained by using modified E-model

=8

' L (WESihr WPsZ,, WZSZ,,
1( 2Zh=1 + + +
(nh 1) npmp—1)  npymp(pp-1)

Wi Cr Wi Cs wicr
“ <\/2 na(np—1)* * njmp(mp—1)> + "flmﬁph(m—l)z)) ®)

3. Solution Using Chance Constraint Programming

The costs c;p, c,, and c3p, in the constraint are assumed to be normally distributive
random variables.

EQh—1cinmn) = i1 npE(cwn) =

Yhe1 Ml (4)
V(Zhe1c1ann) = ThoiniaV(cip) =

h=1MR O (5)
E(Xh=1Connpnmp) = YhoynpmpE(czp) =
Yho1 M Mpllzp (6)
V(Zhe1 Cantnmp) = Yoy nampV(cay) =

h=1MME 05, (7)
E(Xh=1C3nnnmppy) = Yj—q NpmpppE (c3p) =
Zlfl=1 NpyMpPrllsn 8
V(Zhe1 Cantnmppp) = Xheq namapiV(cap) =

h=1 MEMEDRO, 9

Finally, from Eg. (4), (6) and (8) mean of objective function with random cost will be
E(C) =
Yhe1 (Mt + npmppi, +

NpMpPpUsn) (10)
and variance from Eq. (5), (7) and (9) with random cost is
v(c) =
he1(Mpofy + npmpog, +
npmpphosy) (11)
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Since, Ui, Uzn, Ush, Oin, 04, and a2, are unknown and therefore they are replaced by
their estimators. The estimator of E(C) is

E©) =

Yho1(MpCip + npmpCop +

NpMpDKRC3R) (12)

The estimator of V(Xk_; ny(cin + mu(can + Prcsn))) is

v =

Yho1(njsty + nipmpss, +

nEmepysin) (13)
where C = Yk_ (npcip + npmycon + npmpcsp).

Again, P(V (C) < C,) = P,.
P(V (C) < C,) also imply

7O -E(V©) C-E (17(0))\

which in simplified form is given by

Co—E (17(6))\

% (17(6))

P

P(V(C)<Cy)=¢

Co-E(7(0))
/V(V(c))

Now, ¢(z) represents the cumulative density function of the SNV evaluated at z. If K,
represents the value of SNV at which (K, ) = P, , then the constraint be stated as

Co—E(7(0))
v (V)

where is a standard normal variate (SNV) with mean zero and variance one.

= ¢(Kq)

YooE(V(©))

/V(V(c))
or  E(V(0)+K, /V (7)) =

L L
- - - 2.2 2 22 2 2,22
Z(nhclh + npympCop + nympppcsp) + Kq Z(nhslh + npmy sy, + nymppnSss,)
h=1 h=1
< C, (14)

This inequality will satisfy only if > K,

Since, ptan, Uzn, Ush, 02, 02, and a2, are unknown and therefore they are replaced by
their estimators. The
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Thus finally, the allocation problem will be using assumptions made for (see Melaku
1968) and using modified E-model (see Garcia 2007) the NLPP (3) will be formulated as

W2 22 22 4 4
MinV., (Zh 1( h phr_l_ Wi Sshr + Wh Sthr >)+ k, <\/Zh=1< Wy Cp +— Wy Cs

(mp—1)  npmp-1)  npymu(Pp—1) np(np—-1)2%  nimp(mp—1)2  nfim

. L - - - L 2.2 222 22,202
subject to Y51 Ny Cip + NyMpCop + NyMpPRCap + Ka\/2h=1nh51h + npmy sy, + npmipsrsin, < Co
Ny, My, Pp > 2

np < Mh,mh < Mh’ph < Ph,; h= 1,2, ,L , = 1, A

Lexicographic Method

To solve the converted deterministic NLPP using lexicographic goal programming
approach the with r characteristics arranged in lexicographic order of importance, at the
first stage of the solution the NLPP with j = 1 has to be obtained. Let V/;"be the optimal
value of the objective function V; and d; > 0 issuch that V; — V" < d;.

At the second stage of the solution the NLPP to be solved is given by

Min kl( hzl(wﬁsshz b WiShe | WSk )) ik ( \/Zh_( Wit wics . wic

(mp=1)  np(mp—1)  npmp(pp—1) “L\np(mp-12 * nimp(mp—-1)2  nimipn(

2

Wh Sphl Wifss?hl Wifstzhl L WifCP WifCS _
subject to k; ( ( + + + ko | [Xh=1 D)2 + ey ey

(mp-1)  np(mp-1)  nymp(pp-1)

L - - - I 2.2 ) )

Yho1 MnCip + NaMpCop + NpMpPyCan + Ko/ Xhoy nis?, + n2mis2, + n2mipiss, < G
Np, Mp, Pp 2 2

ny < Mh,mh < Mh'ph < Ph,; h = 1,2,...,L , = 1,...,77

Successively solving the problem at each stage, the NLPP at vt" stage will be given as

2¢2 22 202 4 4 4
Min k <2L (thphv+ Wh Sshy + Wh Sthw ) >+ k YL ( W Cp + Wh Cs + Wy C
\&P=1\ (np-1) " npOmp—-1)  npmp(pp—1) 2 h=1\np(mp-12 * nimp(mp-12  nimipnQ

2

Wi Sphr Wi Sihr Wi Sthr L Wi Cp Wi Cs ——
subject to k; ( ( + + + ko | [ Zh=1 np(np—1)2 + ngmp(mp=1)2 ~ nir

(np-1) np(mp—1) npymp(pp—1)

L - - - I 7.2 ) )
Yk o1 MhCin + NRMuCop + MyMyPrCan + Koo/ Dkoy nEs2, + nimisz, + nimipis?, < C,
Ny, My, Pp > 2
ny < Mh,mh < Mh'ph < Ph,; h = 1,2,...,L , = 1,...,17_ 1

Other Allocation Methods

A Comparative Study
1. Proportional allocation
The proportional
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2. Cochran’s Allocation

The compromise criterion of Cochran’s allocation is to average the individual
optimum allocations of np,, my,, pop; h=1,..,.Landr =1,..,v that are
solutions to the NLPP for all the p characteristics separately.

3. Minimizing Weighted Sum of Variances

Khan et al. (2003) conjectured that

v

L 2

_ 2h=15rh =1

ar = 3w ZL S2 ar =
r=14h=1%rh

r=1
v
Z(nqy,ny,..,ny) = ZarVr
r=1
v L
2 2 2
Sphr Sshr Sthr
PXRICEE
- e Ny NyMy NyMupPp

L =

ZWZ <A%h+ A%h n A%h )
e " np  NyMmp  NyMppPp
where, A}, = ¥ 1 a5 h=1,2,..,L

A%h = 2‘?:1 ajsszhr ) h = 1, 2, ,L
A =YV aist, h=1,2,..,L

4. Sukhatme’s Allocation

Sukhatme et al. [16] obtained the compromise allocation by minimizing the sum of
the variances for the p characteristics under linear cost constraints. The NLPP for
this allocation is given as

, WESZy W2s2 W2S2 wicp Wics wicr
Mlnz;f:l k1< %;’:1( pnr + h°shr + h°thr + kz Z%l=1 h + h + h

mp-1)  np(mp-1)  nymp(pp—1) np(np—12  nimp(mp—-12  nimipp(pp-

- L = - - I 2.2 ) )
subject to Yf_; MpCyp + NyMpCop + NpMpPpCan + Koy/Thoynis?, + n2mis2, + nim2p2s2, < C,
Np, My, Pn > 2

ny < My,mp < Mp,pp <Py; h=12,..,L; r=1,...,v

Simulation Study

To illustrate the theory developed in previous section a simulation study has been done.
Considering the population to posses two characteristics, randomized data with normal
probabilities have been generated at each stage with total population being divided into
four stratum. The data for simulation of three stage sampling is obtained through R-
Software.

For the population of first characteristic at primary stage, normal random variables with
specified mean and variance are generated through R-software. Later, the data is divided
into four assumed stratum and mean variance and fourth moment are obtained for each
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strata. The normal random variables are regenerated with different mean and standard
deviation for second characteristic.

Similarly, different populations at each stage are generated and regenerated for second

characteristic for pre-assumed means and variances. The required data generated through
the R-software for characteristic one and two are shown in table 1 and 2 respectively.

Table 1: Characteristiconeie.r =1

h |Ny| My | Py Son S&, St Con Can Cih
1|28 | 120 | 240 | 101.4907 | 149.3986 | 338.1822 | 16744.84 | 76925.87 | 328265.00
2 | 35| 88 | 238 | 127.7659 | 144.2444 | 420.0881 | 30352.46 | 58804.94 | 454358.00
3|25 |116 | 256 | 89.4826 | 131.6389 | 434.8655 | 21610.17 | 57372.1 | 603104.40
4132 | 96 | 266 | 106.1326 | 114.8018 | 422.8810 | 23220.17 | 39431.28 | 590399.00
Table 2: Characteristictwoie.r =2
h | Ny | My | Py Sph S&, St Con Cen Ct
1| 28 | 120 | 240 | 75.0717 | 99.2154 | 198.4202 | 10692.33 | 26751.71 | 109388.30
2| 35| 88 | 238 | 78.6746 | 88.9380 | 166.7440 | 12815.83 | 31685.18 | 101540.80
3|25 | 116 | 256 | 37.6336 | 101.4011 | 152.4509 | 3076.868 | 23863.5 | 78502.63
4| 32| 96 | 266 | 62.6065 | 102.4223 | 188.7107 | 10507.18 | 27047.83 | 128872.50
The per unit cost for measurement in various strata are independently normally
distributed with assumed means and variances as shown in table below
E(c1n) E(can) E(c3n) 512 522 53%

3 2 1 0.75 0.50 0.25

4 3 1 1.00 0.75 0.25

5 4 1 1.25 1.00 0.25

6 5 1 1.50 1.25 0.25
Results

Trace Values and Cost from different methods are given in the form of table below

Weighted
Lexicographic | Proportional | Cochran | Average Sum | Sukhatme
of Variances
Trace Value 1.0669 1.1086 1.08645 1.0669 1.0669
Cost 9954.429 9109.81 9387.852 9954.429 9954.429
Conclusions

This paper has provided comprehensive study of an optimum allocation in three-stage
multivariate stratified sample surveys with costs and the variances as random parameters.
The problem is formulated as a non-linear stochastic programming problem by
considering survey cost and the variances as random variables. The stochastic problem of
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three-stage multivariate stratified sample surveys is converted into equivalent
deterministic form by using Chance constraint programming and modified E-model.
Furthermore the researchers can use these formulations for obtaining optimum allocation
for three-stage sample surveys whenever their costs are needed to be optimized with a
limitation on variance.
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