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As threshold determination is arduous when using PROMETHEE (Preference Ranking Organization METHod for Enrichment
Evaluations) to make decisions, this study proposes a comprehensive PROMETHEE-based group decision support for covering
the uncertainties of threshold determination, risk preferences, and the evaluation itself. To reduce the difficulty on threshold
determination, it explicitly offers statistical aggregation of individuals’ indifference and preference thresholds so as to obtain
benefits from multiple sources of knowledge and experience. +ree typical combinations are characterized that reflect con-
servative, balanced, and aggressive group preferences. We also derive 6 properties to illustrate the effects of threshold changes on
preference changes. Despite variances among the individual rankings of alternatives, the rank differences within the group
decisions do converge by the illustrative example. A larger interval of a conservative group preference generates more diverse
ranks versus the other two group preferences. Moreover, PROMETHEE III has a power on managing inaccurate measurement.
+e introduction of S-shaped functions has the benefit of fitting behavioral decision making under uncertainty. Integrating these
approaches together for a decision support, our proposal is less affected by rank variance and coherent with traditional group
PROMETHEE under differentiated decision power.

1. Introduction

Preference Ranking Organization METHod for Enrichment
Evaluations (PROMETHEE) [1] is one outranking approach
among various multicriteria decision making (MCDM)
techniques. Some advantages of it are no trade-offs among
criteria, it preserves more decision information, and it is
simple to use [2]. Its outranking relations represent flows
leaving and entering through pairwise comparisons,
reflecting indifference and preference thresholds. +e
PROMETHEE family consists of PROMETHEE I and II (for
partial and complete rankings), PROMETHEE III (interval
order) and IV (continuous) extensions, PROMETHEE V
(for constrained multicriteria selection), and PROMETHEE
VI (using interval values for human brain views). Software
packages have employed a group decision extension of
PROMETHEE to support visual analysis, denoted as Gaia
(geometrical analysis for interactive aid) [3]. +ough the
family has achieved 2,393 scientific references up until

September 2020 [4], there is still a gap in processing un-
certainties, especially under a group decision environment.

PROMETHEE III was developed to manage interval
order by illustrating preference and indifference relations
in comparison [1] and is able to deal with one type of
uncertainties for an inaccurate measurement of perfor-
mance. A second type of uncertainties concerns the difficult
determination of thresholds in PROMETHEE. Another
factor related to the risk preference of decision makers, or
behavioral decision making under uncertainty, is formu-
lated by an S-shaped value function of the prospect theory
(PT) [5]. +ese uncertainties can be alleviated from the
collective knowledge of individuals in a group [6],
prompting this research to set up PROMETHEE-based
group decision support for uncertainties.

One theoretical approach to group decision making
(GDM) is the social choice theory, which seeks a synthesis of
individual opinions, preferences, interests, or welfares to
reach a collective decision, but there is no procedure for
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aggregating individual rankings into a group ranking
without violating some reasonable assumptions. Aggrega-
tion is possible if compromise and agreement exist in the
group [7]. Using this approach in PROMETHEE models
should benefit from group members’ contribution. Macharis
et al. [8] first defined the group-supported PROMETHEE
procedure using 3 stages. PROMETHEE I and II both
combine individual net flows multiplied by their decision
powers or weights of individuals, called global net flow. +is
concept has dominated other developments, such as that by
[9] and Gaia visualization applications as well [10]. Aside
from the consensus reaching process [11, 12], a lack of
developments still exists over the effect of individual pref-
erence on the group decision. We believe that a compre-
hensive structure along the group process, accommodating
the traditional group PROMETHEE procedure, will benefit
DMs when dealing with a sophisticated decision in an
uncertain environment.

Performance evaluation involves uncertainties, and be-
ing able to manipulate such data is highly useful. When
looking at Mareschal’s statistical data [4], most related works
have handled uncertainties through fuzzy sets, such as
Vavatsikos et al. [13], but Roy [14] mentioned multiple types
of uncertainties could be a shortage of hands by fuzzy tools.
In addition, the targeted problems formulated by fuzzy sets
are defined in different preference structures compared to
traditional approaches [15, 16]. Another gap appears in the
group decision environment, because there are not many
works outside the structure of Macharis et al.’s group-
supported PROMETHEE procedure [8]. Goletsis et al. [17]
extended some indices for measuring consensus among the
group. We believe there should be other considerations for
improvement of group decision support through the con-
tribution of group members.

We thus target to extend the PROMETHEE-based group
decision support in order to manage the abovementioned
uncertainties. First, this study unravels the determination of
thresholds via the aggregation of individuals’ thresholds
using statistical operations. Second, we handle uncertainty of
parameter estimation by PROMETHEE III. +ird, we
modify the preference functions in PROMETHEE by an
S-shaped value function to tackle the gains and the losses in
value judgment, which can be considered as behavioral
uncertainty. Finally, the processes for managing uncer-
tainties are integrated into the proposed group decision
support for a better decision.

+e proposed group decision support enhances tradi-
tional group-supported PROMETHEE procedure [8] with
the ability at processing a few uncertainties. It also has
flexibility in coherence with traditional approaches by
adjusting the corresponding parameters. We shall further
demonstrate some properties illustrating the effects of
threshold changes on preference changes to support the
extension herein. +e comprehensive structure helps deci-
sion makers (DMs) when dealing with a sophisticated de-
cision in an uncertain environment.

+e rest of the study runs as follows. Section 2 presents a
literature review. Section 3 proposes the process of group
decision making (GDM) in PROMETHEE. Section 4

evaluates recycling plants with sensitivity analyses. Section 5
discusses some issues in developing the group decision
support. Section 6 gives conclusions.

2. Literature Review

We first review related works of group preference aggregation,
group PROMETHEE, uncertain formulation, and behavioral
influence in this section to support the development of our
group decision support.

2.1. Group Preference Aggregation. In the PROMETHEE
process, criterion weights and criterion thresholds are the
basic inputs from the DM, depending on individual pref-
erences. When the situation involves multiple DMs, these
individual preferences should be aggregated into group
preferences, which can support MCDM at any stage of the
decision making process (see [6]). Assuming that a con-
sensus would be reached, Dias and Cĺımaco [18] classified
the participation of individuals at the input and output
levels. At the input level, we want to provide input data, e.g.,
a criteria weight set, but it is outside the MCDM core
process, which might obtain the preferences from teamwork
rather than through a group decision process [19]. Analysis
at the output level is also outside the MCDM process, as a
social choice function aggregates individual ranks or does it
via the Delphi technique in a soft fashion.We denote process
level analysis as aggregation within theMCDMprocess. Shih
[20] defined two types of external aggregation, preoperation
(aggregating criteria rating and their weights) and post-
operation (aggregating individuals’ ranks), which match
Dias and Cĺımaco’s argument [18]. Table 1 classifies the
examples.

PROMETHEE calculation generally needs inputs from
indifference and preference thresholds. We know that the
threshold can be obtained by an experiment or theoretical
prediction if the criterion has a physical meaning, but it
generally is a difficult task [18, 26]. Roy et al. [27] revealed
that the threshold in ELECTRE could have 3 forms: a
constant, a proportion of a performance function, or a
combination. Due to problems measuring the criteria,
constant thresholds are used for outranking methods [9, 28].
Roy et al. [27] provided a guideline for the veto thresh-
old≥ the preference threshold≥ the indifference threshold
on any criterion in ELECTRE III. Rogers and Bruen [29]
supplied a new interpretation of thresholds with physical
meanings. Dias and Cĺımaco [18] dealt with imprecise in-
formation for groups in ELECTRE TRI and offered an in-
teractive approach. Cantillo et al. [30] discussed how to
accurately estimate indifferent thresholds for the informa-
tion of a probability distribution in a stated choice. Achillas
et al. [31] suggested an indifference threshold at 30% of its
preference threshold in ELECTRE III.

Frikha et al. [32] used mathematical programming for
determining indifference and preference thresholds of
PROMETHEE II through an interactive disaggregation
approach, with the fixed values of thresholds being done in
the interactive process via DMs’ collaboration. Banamar and
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De Smet [33] made a temporal extension of PROMETHEE
II. In their Step 4, they asked a DM to give his temporal
indifference and preference thresholds in a dynamic envi-
ronment. +ey then used the interpolation technique to set
the thresholds with a few questions. Kourmpanis et al. [34]
adopted the preference threshold of 10–30% for the dif-
ference between the maximum and the minimum values of
each criterion, whereas the indifference threshold is 5–15%
for that difference in PROMETHEE II. Demircioğlu and
Ulukan [35] subsequently acted at their discretion and
standardized the indifference and preference thresholds as
one quarter and three quarters of the differences between the
maximal and minimal performance values on each criterion,
respectively, for PROMETHEE II in a group. Our study
provides a new way to determine the fixed values of
thresholds of PROMETHEE through group contribution.

2.2. Group PROMETHEE. Georgopoulou et al. [36]
designed a group DSS to evaluate the scenarios of renewable
energy sources (RES) penetration by PROMETHEE II.
+ough the group-supported many steps in the decision
process as teamwork (see the explanation in Shih et al. [19]),
i.e., a single output feeding into the DSS at each step, they
added a negotiation procedure for consensus. Colson [25]
employed the Argos multijudge and multicriteria group
decision support system (GDSS) to evaluate OR’s prize
winner using ELECTRE I and II and utilized PROMETHEE
I, II, and III with several social choice functions for sup-
porting the deliberation process of the group. +e DMs are
able to see the collective rankings of the candidates by visual
aid. Goletsis et al. [17] proposed a hybrid of ELECTRE III
and PROMETHEE II in a group decision environment.
Aside from the aggregation via weighting individuals’ de-
cision power as used byMacharis et al. [8], Goletsis et al. also

proposed the personal satisfaction index (PSI), group sat-
isfaction index (GSI), rest group satisfaction index (RGSI),
and agreement index (AI) for checking group consensus to
aid in further negotiation. Following the same fashion of
Georgopoulou et al. [36], Haralambopoulos and Polatidis
[37] employed PROMETHEE II for the evaluation of RES
scenarios and promoted group consensus through sensi-
tivity and weight interval analyses.

Morais and de Almeida [38] used PROMETHEE V for a
leakage management strategy, employing the procedure
given by Macharis et al. [8]. Silva et al. [39] took the same
approach in dealing with rankings of watershed manage-
ment options by PROMETHEE II and included a meeting
for conflict resolution. Roozbahani et al. [40] utilized the
precedence order of Yakowitz et al. [41] to obtain
PROMETHEE II weights and exploited Goletsis et al.’s PSI
and GSI [17] to seek group satisfaction when assessing
water supply options. Morais et al. [42] proposed a three-
phase procedure (filter, veto, and choice) for group choice
based on individual rankings, using PROMETHEE II to
rate the alternative means of controlling environmental
degradation. +is method applies the upper and lower
quartiles of alternatives, calculates the strength and
weakness of alternatives, and selects the best alternative
according to the highest difference between the strength
and weakness sets. Ishizaka and Nemery [43] introduced a
multiphased approach for location selection and partner
grouping for pregraduation students looking for an
apartment to share in London through PROMETHEE II.
+e last phase is the negotiation over location for each
group. Behzadian et al. [44] employed PROMETHEEGDSS
with PROMETHEE II to rank technical requirements of the
house of quality. +ey utilized the Gaia plane for illus-
trating the conflicts, similarities, or independencies among
the DMs’ criteria, respectively. Tavana et al. [45] combined

Table 1: Aggregation levels in MCDM by a group decision.

Aggregation
level

Comparison of the classifications
Example Note

Dias and Cĺımaco [18] Shih [20]

Input level

Transfer the inputs of
group members into the
group’s input by an

operator

External
aggregation with
preoperation

(1) Aggregation of individual judgments
for AHP (Forman and Peniwati [21])

(2) Weighted sum of subjective ratings on
some criteria by experts for TOPSIS

(Parkan and Wu [22])

Aggregation at this level can be
considered as teamwork
instead of group decision.

Process level Not available
Internal

aggregation

(1) Aggregation of individual priorities
for AHP (Forman and Peniwati [21])
(2) Establishment of group separation

measure for TOPSIS (Shih et al. [19]) and
considering differentiated decision power

in the group (Shih [23])
(3) Weighting individual net flows to be
the global evaluation for PROMETHEE

(Macharis et al. [8])

+is level of aggregation is
rather diverse, depending on
the procedures of MCDM

techniques.

Output level

Transfer the results of
group members into the
group’s result by an

operator

External
aggregation via
postoperation

(1) Aggregation of individual ranks from
TOPSIS into a group rank by the Borda

function (Shih et al. [24])
(2) Accumulation of the ranks of

multijudges from PROMETHEE through
social welfare functions (Colson [25])

Aggregation at this level
operates by social choice
functions for the group

decision.
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strengths, weaknesses, opportunities, and threats (SWOT)
along with the Delphi technique for input into PROM-
ETHEE GDSS in regards to pipeline planning.

After the essential contribution was proposed [8],
Macharis et al. [10] further revisited their PROMETHEE
GDSS and illustrated Gaia in greater detail for observing
consensus and conflict within a group and its applications.
Govindan et al. [46] prioritized green suppliers in a food
supply chain by PROMETHEE I and II, conducted a group
compromise rank by minimizing the distance from the
individual ranks through linear programming, and validated
the result by robustness analysis. Živković et al. [47] used
PROMETHEE-GAIA analysis to prioritize strategic goals in
higher education organizations, as Gaia is able to provide
information about potential conflicts of interests among
DMs. He and Xu [11] developed a consensus framework for
three preference orderings for PROMETHEE II. Abdelhadi
et al. [48] established GDSS using a communication plat-
form and PROMETHEE II, in which a negotiation process
was included for the group. +ey claimed the system is
flexible for communication through the use of web services.
Although not the main focus herein, there are numerous
recent developments for combining fuzzy sets. For instance,
Zhang et al. [49] proposed an integrated group support with
rough set theory and intuitionistic fuzzy sets by employing
PROMETHEE II, thus claiming its effectiveness. Akram
et al. [50] suggested a multicriteria GDMmodel for selecting
green suppliers under bipolar fuzzy PROMETHEE I and II,
in which the performance ratings of three DMs are averaged
for the group’s ratings. On the other hand, Soba et al. [51]
made use of grey relation and PROMETHEE for the location
selection of staffs in Turkey.

Table 1 lists the aggregation level of group decision
supporting MCDM, while Table 2 presents the support
contents and examples in PROMETHEE. +e group support
level is the MCDM’s input, process, or output. +e support
content column includes the sureness of alternatives, criteria,
criteria’s thresholds and weights, decision power, posteriori
enhancement, and consensus facilitation by the group. +e
latter two belong to the output level. +e note column gives
information on which PROMETHEE family is involved. +e
two examples at the input level, with external aggregation, are
categorized as teamwork, and there is no explicit group de-
cision. Aside from providing consensus-related indices for
group facilitation, many studies have worked on posteriori
enhancement to reach a compromise decision for the group.
We observe that there is no comprehensive group support for
the PROMETHEE family, including threshold determination
by a group. Moreover, the capability for managing uncer-
tainties does have somemerits in group decision support.+is
is the gap our study is targeting to fill.

2.3. Uncertain Formulation. Roy [14] identified four sources
of inaccuracy, uncertainty, and imprecision in decision
models. +e first three relate to data quality, and the last one
involves the modeling process, which is out of this study’s
scope. Concerning data quality, PROMETHEE III ranks
items based on preference and indifference intervals in order

to prevent an inaccurate measurement on the criteria [53].
+e interval matches the mean value of the net flows with the
plus and minus of their standard deviation multiplied by a
coefficient c, i.e., an upper bound and a lower bound of
indifferences. +ough there are few studies involved, the
value of the coefficient c depends on the applications or by
DM. Tzeng and Huang [54] suggested that c� 0.15 globally.
Shih et al. [55] found that the coefficient c cannot be so large
as to avoid any difficulty at differentiating the ranks of al-
ternatives. PROMETHEE III formulates an uncertain esti-
mation on the indifferences of net flows, while
PROMETHEE II is a special case of PROMETHEE III with
c� 0. Greco et al. [56] proposed the PROMETHEE scoring
method by considering the mean and the standard deviation
of composite indicates, which could take on an equivalent
role like PROMETHEE III, but their approach is not
straightforward and their measure of probability distribu-
tions needs a number of Monte Carlo simulations.

2.4. Behavioral Influence. Another related issue is DM’s risk
preference in making a decision, e.g., risk averse, risk
neutral, or risk seeking. We regard the prospect theory [5] as
quite appropriate for formulation, because its S-shaped
function can be formulated as an option preference function
for PROMETHEE under uncertainty:

v(x) �
(x − ϕ)α, if x≥ 0;
(− λ)(ϕ − x)β, if x< 0.

 (1)

Here, x is the monetary unit and φ is the reference point.
Tversky and Kahneman [5] suggested that α� β� 0.88, while
λ� 2.25.

+e value function that passes through the reference
point is S-shaped and asymmetrical, concave on the gains,
and convex on the losses, with diminishing sensitivity. +e
magnitude of the loss, or the loss aversion coefficient, is 2.25
times that of the gain. Many experiments have been done to
determine the parameters of the value functions. Table 3
organizes selected parameter pairs, which are generally
obtained from specific DM responses to the given instances.
As the reference point is critical in PT, we think that the
pairwise comparisons in PROMETHEE mean both com-
parisons on attributes’ performances mutually refer to each
other. Since introducing the loss part of the S-shaped
function will generally give different characteristics, we shall
leave this for the Discussions section.

+ere are some research works on considering PT in the
MCDM area. Korhonen et al. [63] examined choice behavior
using an interactive reference direction approach by two
experiments. +eir results help interpret the phenomena of
the additive utility difference model and PT. Salminen and
Wallenius [64] checked PT in a deterministic MCDM
context through experiments. +e setting assumes a fixed
reference alternative and equal weights for the criteria
without considering probability weighting functions. +e
results support PT, and the explanatory power of PT out-
performs the traditional value model. Along the same
fashion, Salminen [65] proposed piecewise linear value
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functions to approximate the S-shaped value functions of
PT. In the suggested process, the best solution so far is used
as the reference alternative with an arbitrary set of weights in
the beginning. Korhonen et al. [66] considered rational
behavior in a multiattribute riskless choice and compared
two strategies: (1) a win-win strategy with increasing and
concave functions and decreasing marginal values; and (2) a
tradeoff setting that is Tversky–Kahneman reference de-
pendent and exhibits loss aversion. +e results showed the
DM’s consistency in both strategies.

For directly connecting PT and PROMETHEE, Lerche
and Geldermann [67] first integrated the elements of PT into
PROMETHEE, employed Korhonen et al.’s piecewise linear
function [63], and added an extra alternative as a reference.
Shih et al. [55] followed the essence of PROMETHEE and
TODIM [68, 69] by mutually referring to each other on the
criteria performance of alternatives. Since the original form
of S-shaped functions has the benefit of being studied greatly
in the literature, we will exploit the proposal of Shih et al.
[55] in our study.

Table 3: Some values used in the S-shaped functions.

Parameter
Data collected Source Note

α β λ

0.88 0.88 2.25
+e responses of graduate students to hypothetical choice

problems on money with or without probability
Tversky and
Kahneman [5]

0.725 0.717 2.04
+e response of economics students to experimental

questions with hypothetical payoffs
Abdellaoui et al. [57] Used in this study

0.37 0.59 1.51
+e response of part-time postgraduate students for route
choice on trip scenarios with the lottery condition of time

Xu et al. [58] Ebert
and Wiesen [59]

0.97 0.43 1.53
+e response of students from various disciplines on
payoff of relevant lotteries with the subjects of online

recruiting system
For high-order risk data

0.95 1.06 1.88
+e response of Dutch residents on longevity and quality
of life through questions on the indifference between sure

outcomes and a risky prospect
Attema et al. [60]

Estimation results of a power
model on sign-dependent

treatment

0.543 0.543 0.982

Data from Czech commercial database containing the
closing odds and results of 82,667 soccer matches from 17

European leagues between 1996 and 2014 with a
calculation of winning probabilities

Krčál et al. [61] No loss aversion

0.8088 0.8088 3.508
An online survey of 2,045 individuals in the U.S. on the
lottery questions of making energy-efficiency investments

Heutel [62]
+e mean values of the

parameters

Table 2: Typical support of a group decision to PROMETHEE.

Aggregation
level

Support content Example Note

Input level
Alternatives, criteria, performance,

and criteria’s thresholds and
weights

(1) Alternatives, thresholds, and weights predefined by a
decision group (Georgopoulou et al. [36])

(2) Alternatives and criteria determined through the Delphi
method (Tavana et al. [45])

(3) Performance ratings of DMs averaged to represent the
group’s ratings (Akram et al. [50])

(1) For PROMETHEE
II,

(2) for PROMETHEE
II,

(3) for PROMETHEE
I and II

Process level Decision power
Weighting individual net flows as the global evaluation

(Macharis et al. [8])
For PROMETHEE II

Output level
Posteriori enhancement

(1) A negotiation procedure or meeting for consensus
(Georgopoulou et al. [36])

(2) Several social choice functions for supporting the group
decision (Colson [25])

(3) Sensitivity and weight interval analyses to promote
group consensus (Haralambopoulos and Polatidis [37])
(4) +e highest difference between upper and lower

positional counting of alternatives from individual ranking
(Morais et al. [52])

(5) Group rank from minimizing the distance among the
individual ranks through linear programming (Govindan

et al. [46])

(1) For PROMETHEE
II,

(2) for PROMETHEE
I, II, and III,

(3) for PROMETHEE
II,

(4) for PROMETHEE
II,

(5) for PROMETHEE
I and II

Consensus facilitation
Several consensus-related indices for checking the group

consensus (Goletsis et al. [17])
For PROMETHEE II
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To sum up, our study offers the following contributions
to the existing literature:

(i) Target a new way to determine the fixed values of
thresholds of PROMETHEE through group
contribution

(ii) Combine PROMETHEE III with S-shaped functions
and group contribution on threshold determination
for tackling three types of uncertainties

(iii) Provide a new framework of PROMETHEE-based
group decision support and coherency with tradi-
tional group PROMETHEE

3. Proposed Model

+is section illustrates the outrank relation with group
thresholds and risky preference function.

3.1. Determination of Group 4resholds. In group PROM-
ETHEE, two points arise. +e first reflects collective group
knowledge contributions to the process, and the second is
how to straightforwardly process group contributions.
+resholds play an important role in outranking methods,
but their determination is obscure. Collective knowledge
could alleviate this burden by providing some clues for
dealing with imprecise information in GDM under con-
sensus [70]. +e group inputs offer guidance for the
threshold setting by simple statistics and are applicable to
group PROMETHEE III. A manipulation of combinations
of indifference and preference thresholds can also form
different group preferences.

+e values of indifference and preference thresholds
commonly appear in ascending order, and outranking re-
lations move progressively from indifference to strong
preference [18]. If all group members supply inexact
thresholds in such order, then we can manipulate them
through statistical operations to obtain group thresholds.
Following the central idea of PROMETHEE III, we consider
an interval of both thresholds being formed by their means
and standard deviations and define two sets of group
thresholds with K members, k� 1,. . ., K, on criterion j,
j� 1,. . ., n, pj� {p

1
j ,. . ., p

K
j } for a set of group preference

thresholds and qj� {q
1
j ,. . ., q

K
j } for the set of group indif-

ference thresholds. +e average of preference and indiffer-
ence thresholds on criterion j is defined as [71]

μ
p
j � ∑K

k�1

pkj

K
, (2)

μ
q
j � ∑K

k�1

qkj

K
. (3)

We also present the corresponding standard deviations
of the two thresholds as

σ
p
j �

������������
∑K
k�1

pkj − μ
p
j( )2

K − 1

√√
, (4)

σ
q
j �

�����������
∑K
k�1

qkj − μ
q
j( )2

K − 1

√√
. (5)

Similar to the concept of a control limit in quality control
for group decision [72], we thus establish confidence in-
tervals for preference and indifference thresholds of the
group, p∗j and q∗j , as

μ
p
j − zσ

p
j ≤p∗j ≤ μ

p
j + zσ

p
j , for preference confidence interval,

(6)

μ
q
j − zσ

q
j ≤ q∗j ≤ μ

q
j + zσ

q
j , for indiffference confidence interval,

(7)
where z is the standard normal deviate expressing howmuch
percentages the confidence interval is under the normal
distribution. For instance, the value of 1.96 is based on the
fact of 95% of the area for a normal distribution.

+emiddle points and the upper and lower limits are our
concern, and the group will make a selection based on its
preferred limits with the corresponding z value. Properties
1–3 in Appendix A provide a guide for the selection. An
extra constraint should be embedded to meet a general rule
p∗j ≥ q∗j , j� 1,. . ., n; i.e., the group preference threshold is
greater than or equal to the group indifference threshold.

+e group outranking relation can thus be set. With a
limited number of experts working on the decision, we deem
a convenient form through combinations of the common
operators of mean, maximum, and minimum. +ere are 9
combinations of these 3 operators for 2 thresholds, i.e., 3 by
3.We choose 3 combined operations on these 2 thresholds of
group members: mean -mean, maximum-minimum, and
minimum-maximum; these 3 representative group prefer-
ences are, respectively, balanced, aggressive, and conserva-
tive. Figure 1 illustrates the group threshold changes. +e
minimum of indifference thresholds and the maximum of
preference thresholds form a gradual slope based on

q∗j � Min q1j , . . . , q
K
j( ) andp∗j � Max p1

j , . . . , p
K
j( ). (8)

Here, k� 1,. . ., K for K members in the group. +is
transition between two thresholds represents a cautious
group preference. Figure 1(b) shows the group preference as
being conservative or risk averse.

+e maximum of indifference thresholds and the min-
imum of preference thresholds form a sharp slope, in which
the group preference is aggressive or risk seeking. We thus
set an extra constraint on the lower bound of the minimal
value of preference thresholds to prevent an unfavorable
preference order. +e aggressive group preference is
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q∗j � Min q1j , . . . , q
K
j( ) andp∗j � Max p1

j , . . . , p
K
j( ), if pj ≥ qj,

q∗j � Max q1, q2, ..., qK( ) � p∗j , if pj < qj.


(9)

Here, pj �Min(p1
j ,. . ., p

K
j ) and qj �Max(q1j ,. . ., q

K
j ) on

criterion j with K group members. If the latter case occurs,
then the decision involves greater risk; i.e., Type II’s function
instead of Type V’s for group PROMETHEE.

A balanced approach uses the central tendency of the
thresholds. +e mean or average operator describes the
balanced group preference:

q∗j � μ
q
j andp

∗
j � μ

p
j . (10)

It is common for p∗j ≥ q∗j in PROMETHEE; otherwise,
p∗j � q∗j for consistency.

Observe that Figure 1(a) shows the threshold infor-
mation of three group members with different types of
dashed lines; Figure 1(b) takes the minimum of the in-
difference thresholds and the maximum of the preference
thresholds of the group members; Figure 1(c) takes the
maximum of the indifference thresholds and the minimum
of the preference thresholds of the group members; and
Figure 1(d) takes the mean of the indifference thresholds
and the preference thresholds of the group members. We

can also see the transition interval between thresholds:
conservative group preference ≻ balanced group preference
≻ aggregative group preference. +is reflects group risk
tolerance in which the outranking relation with a con-
servative group preference has the most tolerance among
the 3, while that of an aggressive group preference has the
least. Six properties illustrate positive or negative outcomes
according to a drop or rise in threshold values in Appendix
A. Since the change of DM’s preference increases due to the
movement of thresholds, discrimination ability is the
highest with the aggregative group preference, while such
ability in the conservative group preference is the least,
because the change in DM’s preference decreases. We
further classify the proposed group aggregation as being at
the input level and coherent with the traditional group
PROMETHEE process.

3.2. Preference Function Determination. PROMETHEE
provides 6 types of preference functions for comparison
without risk. Shih et al. [55] generalized Type V function
using S-shaped functions. Following the PT by Tversky and
Kahneman [5], asymmetric preference functions Pj(dj) on
criterion j, j� 1,. . ., n, can formulate a gain and loss for
decision making under risk as

DM#1

DM#2

DM#3

Indifference

Preference

0

State

qj
1 qj

2 qj
3 pj

1 pj
2 pj

3

(a)

0 qj
1 qj

2 qj
3 pj

1 pj
2 pj

3

Preference

State

Minimum Maximum

Indifference

(b)

0 qj
1 qj

2 qj
3 pj

1 pj
2 pj

3

Maximum Minimum

Indifference

Preference

State

(c)

0 qj
1 qj

2 qj
3 pj

1 pj
2 pj

3

Mean Mean

Preference

State

Indifference

(d)

Figure 1: +ree group preferences formed by the combinations of two thresholds. (a) Different values of indifference thresholds qkj and
preference thresholds pkj on criterion j, j� 1,. . ., n and k� 1, 2, and 3 for three decision makers. (b) Conservative group preference. (c)
Aggressive group preference. (d) Balanced group preference.
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Pj dj( )

1, if dj >pj,

dj − qj( )
pj − qj( ) α

, if qj < dj ≤pj,

0, if −
qj

λ
( )≤ dj ≤ qj,

−
dj + qj/λ( )
− pjqj/λ( ) β

, if −
pj

λ
( )≤dj ≤ qj

λ
( ),

− 1, if dj > −
pj

λ
( ),


(11)

where dj�gj(ai) − gj(ai’) is the performance gap between
alternatives ai and ai’ on criterion j, and pj and qj are the
respective preference and indifference thresholds on criterion j.

We enhance a preference’s discrimination capability by
introducing an S-shaped function at the loss part, which is a
sharp function within the transit interval of Figure 2.
Equation (11) has a linear function form of Type V
(Bouyssou et al. [73]) if we set α� β� λ� 1. Hence, the
suggested function is a generalized form for the PROM-
ETHEE family. In addition, the threshold setting at gain and
loss parts is the same as Lerche and Geldmann [67] with
more sensitive to the losses. Observe that we consider
Abdellaoui et al.’s suggestion [57], which α� 0.725, β� 0.717,
and λ� 2.04. However, there is no effect on preference
change with small changes of thresholds through different
sets of parameters. Please check Table 4 in below.

After the concepts are proposed, we suggest a com-
prehensive PROMETHEE group decision support under
uncertainties as in Figure 3. +ere are k, k� 1, 2, . . ., K,
individual members in a group for making a decision. After
understanding the decision problem, each DM will provide
its preferences, including criterion weights, criterion
thresholds, indifference coefficients (for PROMETHEE III
only), and parameters of S-shaped functions, which could be
categorized as the input level in Table 1. +e group could
think about whether or not all these parameters are con-
sidered as a group preference. In the former case, the group
decision is characterized as teamwork. In the latter case, each
DM will execute a flow calculation, and one can combine
them by group weights for the decision power of each
member, which is defined as a process level, for global
evaluation. A group decision is then obtained. Tomanipulate
uncertainty, group thresholds are from the input level, but
the indifference coefficient and the parameter sets of an
S-shaped function could be a fixed value or a couple of
individual values, depending on the cases. However, when
we acquire the individual ranks and aggregate the ranks into
a group rank by a social choice function, the group support is
then considered as an output level. Note that this decision
support structure is also coherent with traditional group

PROMETHEE procedures because at the input level the
parameters from the group are on demand. If teamwork is
designed, then there is no blue box and group preference at
the process level in this figure. We observe that Macharis
et al.’s work [8] is marked with dotdashed lines, skipping the
group preference at the input level. For simplicity of exhi-
bition, we omit the part of group preference at the output
level, which needs individual ranks for further processing as
well as a negotiation or consensus procedure.

4. Illustrative Case

+e Recycling Fund Management Board (RFMB) of the
Environmental Protection Administration (EPA) of Taiwan
collects recycling funds from manufacturers or importers
and monitors waste materials flow through subsidies to the
recycling industry and other sectors. A project has been set
up to evaluate waste electrical and electronic equipment
(WEEE) treatment plants, in order to rank and classify 15
local plants over five performance indices. Based on the
evaluation, RFMB will pay an extra subsidy rate if a plant’s
performance is above the standard and lower rates if per-
formance is fair or not good. RFMB also forces those plants
performing under the standard to improve their recycling
capability [20]. RFMB is seeking new evaluation technology,
which forms the basis of our study.

Table 5 shows the performance data by five aspects of
these 15 treatment plants [74]. A group of three experts
performed an extended evaluation: an expert from RFMB, a
university scholar, and a plant representative. Table 6 gives
the thresholds and weights on the five aspects by group
members, i.e., q∗j , p

∗
j , and w

∗
j on criterion j, j� 1, . . ., 5,

respectively. Table 7 lists the corresponding values by the
three group preferences, from equations (8)–(10), and group
weights are the average of group members’ values through
agreement. Only constant thresholds are provided due to no
direct physical sense for the composite indicators. We also
utilize PROMETHEE III to cover the imprecise measure-
ment in the evaluation.

pj

–pj/λ –qj/λ

qj

1

dj

Pj (dj)

0

–1

Figure 2: +e generalized Type V function with a highlight of the
gains and losses on criterion j, j� 1, . . ., n [55].
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Table 4: Comparison of a preference change in the DM resulting from small changes of thresholds.

+reshold change Preference change ΔPj(dj)
NoteIndifference Preference

Type V function
S-shaped function

Δqj Δpj Gain Loss

0.01 --- − 0.026316 − 0.023256 − 0.023133 Change in indifference threshold only
-0.01 --- 0.023810 0.020753 0.020634
--- 0.02 − 0.045455 − 0.040394 − 0.040185 Change in preference threshold only
--- − 0.02 0.055556 0.048024 0.047738
0.01 0.02 − 0.071429 − 0.063973 − 0.063657 Change in both thresholds in the same direction
-0.01 − 0.02 0.078947 0.067845 0.067430
0.01 − 0.02 0.029412 0.025598 0.025450 Change in both thresholds in the opposite directions
-0.01 0.02 − 0.021739 − 0.019187 − 0.019084

Note. Other parameter sets in Table 3 keep the same properties.

Decision
problem

Individual
preference

Individual
preference

Individual
preferenceIndividual preferences:

criterion weights,
criterion thresholds,

Indi�erence
coe�cients, function’s

parameters, etc.

DM#1 DM#2 DM#K

Flow
calculation

Flow
calculation

Flow
calculation

Group decision

Group preferences:

group weights, group
thresholds, group

indi�erence
coe�cient,

consensus/negotiation
process, etc.

Input
level

Process
level

Output
level

Group preference
(process level)

Group preference
(input level)
-on demand-

(social
choice

functions)

Figure 3: Proposed PROMETHEE-based group decision support.

Table 5: Performance measures of E-waste treatment plants in Taiwan.

Plant
Aspect

Environment protection Management system Financial performance Technology achievement Social responsibility

A 3.75 5.5 7.5 6.3 2.0
B 3.75 5.1 7.5 6.3 3.0
C 4.25 4.75 8.5 7.6 3.5
D 3.25 5.0 5.25 2.2 1.0
E 3.25 5.5 6.0 4.6 1.0
F 4.25 5.1 7.0 6.1 2.8
G 2.75 1.3 6.6 3.9 1.3
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PROMETHEE III yields an interval for indifference
relations in addition to preference relations for evaluating
performance measures. Le Téno and Mareschal [2] men-
tioned that the large interval will yield a large set of rankings
which resulted in analytical burden. Here, the interval range
is controlled by parameter c, and we set the coefficient
c� 0.03 after illustrating the effect on ranking to the group.
To determine the parameters for the S-shaped function, we
also demonstrate the parameter sets in Table 2 for the DMs,

who accept Abdellaoui et al.’s suggestion [57] to describe
their risky behavior for the PROMETHEE function.

Table 8 shows the rankings of the three DMs, where the
ranks of the university scholar are considerably more diverse
than those of the experts from RFMB and industry.+e same
table illustrates the ranks by the group using each of the three
group preferences under equal decision power. +e group
rankings are quite similar, meaning the group decision has
an offsetting effect among members. We next apply the

Table 6: +resholds and criteria weights of the members of the group.

Group
member

Preference information
Environment
protection

Management
system

Financial
performance

Technology
achievement

Social
responsibility

RFMB
+resholds

Indifference
q1j

0.15 0.20 0.25 0.30 0.20

Preference p1
j 0.35 0.50 0.60 0.80 0.40

Criteria weight w1
j 0.25 0.25 0.15 0.25 0.10

University
+resholds

Indifference
q2j

0.25 0.30 0.40 0.45 0.25

Preference p2
j 0.50 0.60 0.80 1.00 0.55

Criteria weight w2
j 0.4618 0.0898 0.0546 0.1853 0.2085

Industry
+resholds

Indifference
q3j

0.30 0.45 0.60 0.70 0.35

Preference p3
j 0.60 0.90 1.10 1.20 0.70

Criteria weight w3
j 0.2479 0.1528 0.4351 0.0613 0.1029

Table 7: +resholds and criteria weights of the group with different group preferences.

Group preference
+resholds

Environment
protection

Management
system

Financial
performance

Technology
achievement

Social
responsibility

Conservation equations
(8)

Indifference
q∗j

0.15 0.20 0.25 0.30 0.20

Preference p∗j 0.60 0.90 1.10 1.20 0.70

Aggression equations
(9)

Indifference
q∗j

0.30 0.45 0.60 0.70 0.35

Preference p∗j 0.35 0.50 0.60 0.80 0.40

Balance equations (10)
Indifference

q∗j
0.2333 0.3167 0.4167 0.4833 0.2667

Preference p∗j 0.4833 0.6667 0.8333 1.0000 0.5500

Criteria weight of the group w∗j 0.3199 0.1642 0.2132 0.1655 0.1371

Note. w∗j takes the average value of all members’ weights of the group.

Table 5: Continued.

Plant
Aspect

Environment protection Management system Financial performance Technology achievement Social responsibility

H 3.95 3.8 7.35 2.6 1.5
I 2.8 4.55 7.1 4.1 2.5
J 3.85 6.75 7.0 5.3 4.3
K 4.1 4.0 5.6 8.6 2.0
L 3.25 2.75 6.8 4.1 1.0
M 4.25 5.5 5.05 5.9 2.0
N 3.25 4.75 6.6 3.6 4.0
O 2.8 3.5 6.6 4.6 3.0
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Spearman ranking tests among the ranks generated by the
three DMs and three group preferences. Because a couple of
plants’ ranks are the same, all correlation coefficients are
greater than 0.9, denoting that these ranks by individuals and
with different group preferences are linearly correlated. +e
coefficients’ values among the group are greater than those
among the individuals, implying that the group model
balances group member differences. We show the ranking
results from PROMETHEE II in parentheses and list ranks
by Borda count, a social choice function, in the table’s last
row. +e results of generalized TODIM [75] are listed in the
last row of Table 8 for comparison. +e method considers
S-shaped functions without thresholds, but the results look
quite similar to others. Based on these evaluations, the
performances of Plants D, E, G, I, L, and O are below
standard and would receive a lower subsidy as a form of
penalty; therefore, they should improve their treatment
capability.

+ese different models yield similar ranks. As the effect
from a group decision compromises individual decisions
and thus group results converge, we now apply sensitivity
analyses to further examine these effects. +e first sensitivity
analysis changes the weight of environmental protection by
±50% of its original weight. Table 9 presents the results
under a conservative group preference. We count the fre-
quencies of rank changes on each alternative and sum over
all alternatives to confirm whether the rankings are stable.
+e second analysis investigates the changes on both criteria
weights and thresholds, to see how a single DM correlates to
the group decision. Table 10 illustrates a spectrum of analysis
results by alternative ranks from a single DM (from the
university scholar) to the conservative group preference of
the group, increasing each one by 10% of the values of the
gap between a single DM and the group. Table 11 shows the
combined outcomes of both analyses by numbers of rank
changes. Although the outcomes do not appear to exhibit
significant differences, we do see that the results of the
conservative group preference provide more diverse ranks.
+ere is no significant difference between the balanced and
the aggressive group preferences in the case study. One could
infer that a big interval between the thresholds of the
conservative group preference provides many sets of

rankings that will be risky for making a decision, and thus we
need to use these thresholds carefully or use an interactive
procedure for reassessing the thresholds to reduce possible
risk [32]. Fortunately, we do not need to placemuch value on
the other two group preferences in determining the
thresholds at the individual level. Please see the contents of
Appendix A about the phenomena.

We now investigate the effects of differentiated decision
power on changes in the alternatives’ ranks. Table 12 depicts
the comparative results on the differentiated decision power
of a single DM (from the university scholar) with a con-
servative group preference. We collect data on the numbers
of rank changes on different group preferences and tabu-
larize them in Table 11. +e results from different settings
look similar, meaning that the differentiated decision power
does not generate a sufficiently different effect on final
rankings. We also compare the proposed group decision to
the results from traditional PROMETHEE with an S-shaped
preference function.+e numbers of rank changes under the
approach of Macharis et al. [8] indeed provide diverse ranks,
implying that our method has an advantage over their ap-
proach in rank preservation. We also list the results from
their approach with the S-shaped function, which are
promising for rank invariance. From the contents of Ta-
ble 13, the use of S-shaped functions has a definite value for
group PROMETHEE III.

5. Discussions

After proposing the group decision support, there are five
issues left to be discussed in this section, including negative
flows, weight assignment, consensus reaching, fuzzy process,
and complexity analysis.

5.1. Negative Flows. +e PROMETHEE’s preference struc-
ture is based on measuring the deviation between the per-
formance evaluation of any two alternatives on a particular
criterion [3], covering six criteria for making decisions: usual
criterion (Type I), quasi-criteria (Type II), criterion with linear
preference (Type III), level-criterion (Type IV), criterion with
linear preference and indifference area (Type V), and

Table 8: Ranks of plants by the single DM and the group by generalized PROMETHEE III with equal decision power.

DM(s)
Plants

A B C D E F G H I J K L M N O

Single
DM

RFMB 2 (4) 2 (5) 1 (1) 13 (14) 8 (8) 2 (3) 15 (15) 9 (10) 11 (11) 2 (2) 7 (7) 13 (13) 6 (6) 9 (9) 12 (12)
University 7 (7) 3 (6) 1 (1) 13 (14) 10 (10) 2 (2) 15 (15) 8 (8) 10 (12) 3 (3) 3 (5) 13 (13) 3 (4) 8 (9) 10 (11)
Industry 2 (4) 2 (3) 1 (1) 15 (15) 11 (13) 2 (5) 14 (14) 6 (6) 7 (8) 2 (2) 10 (10) 11 (12) 7 (9) 7 (7) 11 (11)

Group

Conservation 4 (5) 4 (4) 1 (1) 14 (14) 10 (10) 2 (2) 15 (15) 8 (8) 10 (11) 2 (3) 7 (7) 13 (13) 6 (6) 9 (9) 12 (12)
Aggression 2 (5) 2 (4) 1 (1) 14 (14) 10 (11) 2 (2) 15 (15) 8 (8) 10 (10) 2 (3) 7 (7) 13 (13) 6 (6) 9 (9) 12 (12)
Balance 2 (5) 2 (4) 1 (1) 14 (14) 10 (10) 2 (2) 15 (15) 8 (8) 10 (11) 2 (3) 7 (7) 13 (13) 6 (6) 9 (9) 12 (12)
Borda

function
5 2 1 14 10 2 15 8 10 4 7 13 6 9 12

Generalized
TODIM

5 4 1 14 11 3 15 9 10 2 6 13 7 8 12

Note. (1) +e values in the parentheses are the ranks by PROMETHEE II. (2) Generalized PROMETHEE III means the use of the S-shaped preference
function. (3) +e ranks of generalized TODIM [75] using the group averaging weights.
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Gaussian criterion (Type VI) [53]. +e above six functions
only count the positive difference on the one side and give a
value of zero for an inferior comparison. After introducing
the S-shaped functions of PT [5], the negative flows are
counted for the evaluation. Apart from ordinal characteristics
of Types I, II, and IV, we choose the general form of Type V
for the modification. +e loss part of the S-shaped function
has a negative flow in the modified process and produces a

large difference due to risk-seeking behavior. To mimic risk-
seeking behavior at the loss part, we design a narrow margin
for the thresholds, which are the value of original thresholds
divided by λ. Note that Lerche and Geldermann [67] also
considered the negative flows and threshold setting at the loss
part. In this case study, we demonstrate the parameter sets in
Table 2 for the DMs and explain their effects to them for ease
of selection[69, 71].

Table 10: Sensitivity analysis on the weight and thresholds from a single DM (university) to the group under conservative group preference
with equal decision power.

Change of weight and thresholds
Alternatives

Note
A B C D E F G H I J K L M N O

0% 7 3 1 13 10 2 15 8 10 3 3 13 3 8 10 Single DM
10% 7 4 1 13 10 2 15 8 10 3 4 13 4 8 10
20% 4 5 1 14 10 2 15 8 10 3 4 13 4 8 10
30% 6 4 1 14 10 2 15 8 11 3 6 13 4 8 11
40% 4 4 1 14 10 2 15 8 10 2 4 13 4 8 10
50% 5 4 1 14 10 2 15 8 10 2 7 13 4 8 10
60% 4 4 1 14 10 2 15 8 10 2 7 13 4 8 10
70% 4 4 1 14 10 2 15 8 10 2 7 13 6 8 12
80% 2 2 1 14 10 2 15 8 10 2 7 13 6 8 12
90% 2 2 1 14 10 2 15 8 10 2 7 13 6 9 12
100% 4 4 1 14 10 2 15 8 10 2 7 13 6 9 12 Conservative group preference
Rank changes 5 3 0 1 0 0 0 0 2 1 4 0 2 1 3 22

Note. +e total ranks of changes are 22, whose value is illustrated in the rightmost cell of the last row.

Table 11: Comparison on the total ranks of changes for group PROMETHEE III with equal decision power.

Sensitivity analysis
Group preference

Note
Conservation Balance Aggression

Change of weight on environmental criterion 21 16 17 Change of weights by ±50% of the original weight

Change of weight and
thresholds from a single DM to
the group

DM #1
(RFMB)

8 10 10
Changes of both weights and thresholds from a
single DM to the group incrementally by 10% for

each gap.

DM #2
(university)

22 20 20

DM #3
(industry)

23 17 17

Table 9: Sensitivity analysis on the weight of environmental protection under conservative group preference of the group with equal
decision power.

Change of weight
Alternatives

Note
A B C D E F G H I J K L M N O

− 50% 3 3 1 14 11 3 14 9 9 2 7 13 6 8 11
− 40% 3 3 1 14 11 3 14 9 9 2 7 13 6 8 11
− 30% 3 3 1 14 11 3 14 8 10 2 7 13 6 8 11
− 20% 2 2 1 14 10 2 14 8 10 2 7 13 6 8 12
− 10% 2 2 1 14 10 2 15 8 10 2 7 13 6 8 12
0% 4 4 1 14 10 2 15 8 10 2 7 13 6 9 12 Original weight
10% 4 4 1 14 10 2 15 8 10 2 7 12 6 9 12
20% 4 4 1 14 10 2 15 8 10 2 7 12 6 9 12
30% 4 4 1 14 10 2 15 8 11 3 7 12 6 9 12
40% 4 4 1 14 10 2 15 8 11 3 7 11 4 9 11
50% 3 3 1 13 10 2 15 8 11 3 7 11 3 9 11
Rank changes 3 3 0 1 1 1 1 1 2 1 0 2 2 1 2 21

Note. +e total ranks of changes are 21, whose values are listed in the rightmost cell of the last row.

12 Mathematical Problems in Engineering



5.2. Weight Assignment. In MCDM problems, weights are
commonly used to aggregate the preference of a single
criterion for an overall evaluation. +e weight generally
reflects the importance of a criterion in a DM’s mind [76].
PROMETHEE is an additive model combining the prefer-
ences of all criteria by their weights, and most of them
involve representation in a ratio scale. In searching for a
suitable weight set for PROMETHEE, Mareschal [77] pro-
posed weight stability intervals (WSI) on a single criterion
for PROMETHEE II and provided the necessary and suf-
ficient conditions. Eppe and De Smet [78] suggested an
adaptive query selection scheme for eliciting PROMETHEE
II’s weight parameters that improved the efficiency of the
eliciting phase. Morais et al. [42] utilized rank order centroid
(ROC) weights for PROMETHEE-ROC to assess the
readiness of technology. De Almeida-Filho et al. [79] pro-
vided surrogate weighting procedures for PROMETHEE,
while Maghrabiea et al. [80] utilized fuzzy possibility degrees
to estimate the weights of PROMETHEE II. +ese works
offer robust inputs to our proposed decision support.

In our case study, one weight set comes from a direct
weight assignment and the other two are from a eigenvector
method (in AHP). +e weight sets denote concerns on
different aspects or criteria. +e group weight just takes an
average of the individual weights for simplicity. Since this

PROMETHEE-based GDSS concentrates on the effects of
thresholds, we do not examine the effect of weight changes.
+is study also does not take into account the consensus or
negotiation issue (e.g., Ishizaka and Nemery [43]), due to
just a few members in the group. +ese two issues could be
left for further study.

5.3. Consensus Reaching. For the aggregation of individuals’
preferences into a group preference, social choice focuses on
combining individual opinions, preferences, interests, or
welfares to reach a collective decision, but there is no
procedure for the aggregation without violating some
conditions of Arrow’s impossibility theorem [81]. From a
practical aspect, the aggregation of a group’s preference is
still possible if consensus exists in the group, as it is reached
through feedback and discussion among group members
[82]. Here, the core process is to measure the consensus.
Ben-Arieh and Easton [83] organized the approaches on
measuring consensus into four categories: (i) counting the
number of members who share the group opinion; (ii)
measuring distances between the participants; (iii) com-
paring similarity and differences among group members;
and (iv) ordering the alternatives according to the group and
its members. Zhang et al. [12] reviewed the feedback

Table 13: Comparison on the total changes of ranks from differentiated decision power.

Sensitivity analysis

Group preference Without group preference

Note
Conservation∗ Balance∗ Aggression∗

Macharis
et al. (1998)

S-shaped
function∗

Change of decision
power of DM#1
(RFMB)

2 3 4 6 4

Change of weights by ±50% of their
original decision power (1/3 for each

DM, i.e., equal decision power).

Change of decision
power of DM#2
(university)

3 3 2 12 4

Change of decision
power of DM#3
(industry)

7 7 7 11 7

Note. (1) Macharis et al. [8] proposed decision weights for differentiated decision power. (2) ∗Means the use of the S-shaped function from equation (11).

Table 12: Sensitivity analysis on differentiated decision power of a single DM (university) with conservative group preference.

Change of decision power
Alternatives

Note
A B C D E F G H I J K L M N O

− 50% 2 2 1 14 10 2 15 8 10 2 7 13 6 9 12
− 40% 2 2 1 14 10 2 15 8 10 2 7 13 6 9 12
− 30% 2 2 1 14 10 2 15 8 10 2 7 13 6 9 12
− 20% 4 4 1 14 10 2 15 8 10 2 7 13 6 9 12
− 10% 4 4 1 14 10 2 15 8 10 2 7 13 6 9 12
0% 4 4 1 14 10 2 15 8 10 2 7 13 6 9 12 Equal decision power
10% 4 4 1 14 10 2 15 8 10 2 7 13 6 9 12
20% 4 4 1 14 10 2 15 8 10 2 7 13 6 8 12
30% 4 4 1 14 10 2 15 8 10 2 7 13 6 8 12
40% 4 4 1 14 10 2 15 8 10 2 7 13 6 8 12
50% 4 4 1 14 10 2 15 8 10 2 7 13 6 8 12
Rank changes 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 3

Note. +e total ranks of changes are 3, whose value is listed in the rightmost cell of the last row.
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mechanisms on the process of reaching a consensus. +e
general framework includes four steps: expressing/modify-
ing individuals’ preferences, aggregation function, consen-
sus measure, and preference-modification suggestions. +e
above works indeed provide fruitful issues in dealing with
reaching a consensus.

In the area of group PROMETHEE, there are a few works
to cope with consensus. Goletsis et al. [17] proposed the
indices of PSI, GSI, RGSI, and AI for checking group
consensus so as to aid in further negotiation. Har-
alambopoulos and Polatidis [37] fostered group consensus
through sensitivity and weight interval analyses. Ishizaka
and Nemery [43] provided a multiphase approach location
selection and partner grouping, in which negotiations are
done by interactive communication in their fifth phase.
Mahmoudi et al. [84] suggested a hybrid fuzzy-intelligent
system for group PROMETHEE II and employed a similarity
measure and a threshold value to measure the consensus of
the group. De Almeida-Filho et al. [79] proposed quartile-
based voting for preventive maintenance management of a
water supply system. However, only two quartiles, highest-
rank alternatives and punished alternatives, are considered
for the final group decision. Govindan et al. [46] presented a
compromise recommendation from an analysis of pairwise
relations in the individuals’ ranks. Akram et al. [50] offered a
bipolar fuzzy group PROMETHEE in which individuals’
ratings are averaged into a group rating without thinking
about a consensus. We observe that many interesting
consensus reaching techniques can facilitate a compromise
or an agreement for group PROMETHEE under the
framework of Zhang et al. [12], and these could be left for
future study.

5.4. Fuzzy Process. Radojevic and Petrovic [85] proposed a
fuzzy approach to the preference structure in PROMETHEE
II ranking, taking advantage of three-level linguistic terms as
a DM’s preference structure, using fuzzy If-+en rules for
the operations, and employing a defuzzifier process to obtain
the crisp values of alternatives for ranking. Le Téno and
Mareschal [2] suggested an interval version of PROM-
ETHEE I with ill-defined data. By introducing basic arith-
metic operations on intervals, interval flows can be obtained
and compared, and the alternatives are then ranked after a
defuzzification operation. Geldermann et al. [86] considered
fuzzy data on preferences, scores, and weights in PROM-
ETHEE I/II for an environmental evaluation. After
employing the operations of trapezoidal fuzzy numbers, the
fuzzy entering and leaving flows are calculated, and ag-
gregated fuzzy judgments are made after a defuzzification
process. Goumas and Lygerou [87] extended PROMETHEE
II with fuzzy input data for assessing energy exploitation
projects. +rough the operations of triangular fuzzy num-
bers on the performances of alternatives on each criterion
and criterion weight, the net flows of each alternative can be
acquired. Utilizing the Yager index, the crisp values of net
flows of alternatives are derived and compared. Different
from processing fuzzy data in a previous work, Fernández-
Castro and Jiménez [88] used PROMETHEE III and fuzzy

integer linear programming to improve traditional
PROMETHEE IV, noting that a more realistic model can be
produced, because many constraints should be treated as
soft in the real world.

Zhang et al. [89] compared PROMETHEE II and fuzzy
PROMETHEE II for ranking contaminated sites. Because
some environmental indices or criteria have a range of
values, selecting their highest values always exaggerates the
risk level in a decision and thus promotes the fuzzy approach
with a defuzzification process. Li and Li [90] considered
linguistic variables on criteria weights and alternatives’
ratings on each criterion for PROMETHEE II. Liao and Xu
[91] proposed an intuitionistic fuzzy PROMETHEE to make
decisions for depicting more preference information. Celika
and Gumus [92] suggested a hybrid approach, consisting of
interval type-2 fuzzy AHP and PROMETHEE, to evaluate
the emergency preparedness and response ability perfor-
mances of nongovernmental humanitarian relief organiza-
tions. Vavatsikos et al. [13] integrated fuzzy PROMETHEE II
into geographical information system-based suitability
analysis for location rankings.

After reviewing some representative developments of
fuzzy PROMETHEE, we find that fuzzy approaches involve
inaccurate measurement or linguistic terms from the input
of PROMETHEE, which is categorized as the third uncertain
source by Roy [14] and acts in a similar role as PROM-
ETHEE III. It would be interesting to discuss the choice
between fuzzy PROMETHEE I/II and PROMETHEE III. In
addition to the debates between fuzzy and crisp sets [19, 23],
one faces the disadvantages of information distortion and
cumbersome calculation in fuzzy approaches. +erefore,
PROMETHEE III could be a better option to get rid of such
disadvantages. On the other hand, the process on linguistic
input terms can be handled through a preprocess proposed
by Shih [23], or one can directly employ Types I, II, or IV
function, so that PROMETHEE III is able to do the
evaluation.

5.5.ComplexityAnalysis. To compare different algorithms, it
is interesting to find the most efficient one for solving a
problem [93]. In the area of computer science, the com-
putational complexity or simply complexity of an algorithm
is the amount of resources (i.e., time and memory/storage
requirements) required to run it. +e issue began around
1960 after digital computers began to solve the problems in
which the experts tried to know if the problems were
solvable under resource constraints [94]. +e consumed
time of an algorithm later was considered as a benchmark for
efficiency evaluation of an algorithm. For instance, the
Karmarkar algorithm for linear programming is proven to
be polynomial-time, which is a reasonably efficient algo-
rithm [95].

In the area of MCDM, multiobjective optimization
problems have the same core of mathematical programming,
and some developments involve complexity analysis, espe-
cially for proposing a new algorithm or comparing different
algorithms [96]. On the other side, there are a few works
considering complexity analysis in multiattribute decision
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making or discrete MCDM due to its simplicity represen-
tation in a discrete domain with finite numbers of alternatives
and criteria. To the best of our knowledge, some sorting and/
or hybrid algorithms by MADM have discussed the contents
of complexity analysis [97, 98], due to the fact that these
operations are more complex than arithmetic operations. In
general, the core of PROMETHEE makes use of arithmetic
operations for the calculation, and there is no problem on
computational complexity. PROMETHEE III adds a process
of checking their indifference relations, and it empirically
incurs no stated problem.

Our proposed model extends PROMETHEE III by two
parts. +e first one involves threshold manipulation, which
is outside the process of PROMETHEE and has no effect on
the computation. +e second one engages the calculation of
the S-shaped function with power functions. +ough it also
empirically incurs no stated problem, we have built the
problem size to 60 alternatives and found the proposed
model does not exhibit computational difficulties. +is fact
shows that the proposedmodel is affordable for computation
via Excel on medium-size problems.

6. Conclusions

+is study has proposed a threshold-enhanced PROM-
ETHEE group decision support under uncertainties, sug-
gesting that a comprehensive structure of group decision
support can cover a variety of individual and group decision
information. +e analytic results of the illustrative example
show that the decision support has an edge in better rank
invariance under an uncertain environment and that rank
differences from group decisions with different group

preferences do converge. Sensitivity analyses allow us to see
the details of the group PROMETHEE, in which the con-
servative group preference generates more diverse rankings
than the other two preferences. Hence, we need to exploit its
thresholds with caution. Other analyses on differentiated
decision power illustrate that the proposed approach is more
stable than traditional group PROMETHEE and that
S-shaped preference functions yield rank invariance under
any situation in the given example.

Appendix A examines the effects from changes in
thresholds on a DM’s preferences. Six properties have
addressed the positive or negative outcomes according to a
decrease or increase in the threshold values. Moreover, our
proposed threshold enhances group decision support,
concentrating upon the demonstration of the effects of
thresholds with narrow margins. +us, weight determina-
tion is overall simple and straightforward. Because the
weights do have an impact on the final result, we shall leave
this for a future study.

+e suggested group decision support is coherent with
the traditional group PROMETHEE process and is also
applicable to PROMETHEE I and II. In addition, the
S-shaped function offers the same possibility as well. As we
do not consider a probability weight function herein, this
can be an important issue for research extension.

In this study we have assumed that consensus in the
group has been reached or after a negotiation. +us, there is
no outlier in the group under any group decision. Consensus
and negotiation are important issues in group decision and
are worth being investigated. Other fuzzy operators, like
Hamacher power aggregation operators [99], can also be
extensions of this study and be left for future study.
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Figure 4: Preference changes of the DM on the changes in the thresholds on criterion j, j� 1, . . ., n. (a) Change of DM’s preference on the
change in the indifference threshold. (b) Change of DM’s preference on the change in the preference threshold. (c) Change of DM’s
preference on the change in both thresholds in the same direction.
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Appendix

A. Effects of Changes of Thresholds on the
Preference for an Alternative

+is appendix provides some characteristics of the effects from
changes of thresholds on the preference for an alternative
based on Lin’s development [100]. Assume the performances
gj(ai) and gj(ai’), i and i’� 1,. . .,m, are two alternatives ai and
ai’ evaluated on criterion j, j� 1,. . ., n, respectively. +e gap
between the two performances is dj�gj(ai) − gj(ai’) on cri-
terion j, where pj and qj are the preference and indifference
thresholds, respectively, and qj≤ pj. We neglect the use of
superscripts in notations for the different members of the
group without loss of generality. Since Type V function is
more general, we utilize it as a representative function. As dj
increases, qj≤ dj≤ pj, the DM prefers alternatives ai to ai’ with
preference function Pj(dj) moving progressively from indif-
ference to strong preference on the slope dj − qj/pj − qj on
criterion j. To observe the effects from changes of thresholds
on the change of the preference ΔPj(dj) for an alternative, we
illustrate cases for either one change or both changes of in-
difference and preference thresholds. Below are some prop-
erties with a formulation derivation or numerical data
illustration.

Property A.1. For a linear case of Type V linear function, if
the change of the indifference threshold Δqj increases, then
the change of DM’s preference ΔPj(dj) decreases, whereas a
decrease in Δqj will cause DM’s preference ΔPj(dj) to in-
crease [100].

In the interval qj≤ dj≤ pj, we set Δqj as a small change of
the indifference threshold and see its effect on the DM’s
preference for an alternative. We define Pj″(dj) as a pref-
erence function under a change of the indifference threshold.
+e preference difference ΔPj(dj) is
ΔPj dj( ) � Pj″ dj( ) − Pj dj( ), (A.1)

�
dj − qj + Δqj( )
pj − qj + Δqj( ) −

dj − qj

pj − qj
, (A.2)

�
− pj − dj( )Δqj

pj − qj( ) pj − qj + Δqj( )[ ]. (A.3)

As qj≤ dj≤ pj, we know that pj − qj> 0 and pj − (qj+Δqj)
> 0 with a small change of Δqj. Hence, the denominator of
equation (A.3) is positive. +e effect mainly depends on the
sign and value of the nominator of equation (A.3). When the
change of the indifference threshold Δqj increases, the
change of DM’s preference ΔPj(dj) decreases. Conversely, if
Δqj decreases, then ΔPj(dj) increases.

Property A.2. For Type V linear function, if a change of the
preference threshold Δpj increases, then the change of DM’s
preference ΔPj(dj) decreases, whereas a decrease in Δpj will
cause DM’s preference ΔPj(dj) to increase [100].

We set Δpj as a small change of the preference threshold
to see its effect on the preference for an alternative:

ΔPj dj( ) � dj − qj

pj + Δpj( ) − qj −
dj − qj

pj − qj
, (A.4)

�
− dj − qj( )Δpj

pj − qj( ) pj + Δpj( ) − qj[ ]. (A.5)

+e denominator of equation (A.5) is positive for
qj≤ dj≤ pj with a small change of Δpj. When the change of
the preference threshold Δpj increases, the change of pref-
erence DM ΔPj(dj) decreases. Conversely, if Δpj decreases,
then ΔPj(dj) increases.

Property A.3. For Type V function, if changes of the in-
difference and preference thresholds increase or decrease
simultaneously, then the change of DM’s preference de-
creases, whereas a decrease in both thresholds will cause
DM’s preference to increase.

To describe the two thresholds simultaneously, we take
the formula of equation (A.1) and obtain the following
expression:

ΔPj dj( ) � dj − qj + Δqj( )
pj + Δpj( ) − qj + Δqj( ) −

dj − qj

pj − qj
, (A.6)

�
− pj − dj( )qj − dj − qj( )Δpj
pj + Δpj( ) − qj + Δqj( )[ ] pj − qj( ). (A.7)

Since qj≤ dj≤ pj, we know that the denominator of
equation (A.7) is positive with small changes of Δqj and Δpj.
When changes of the indifference and preference thresholds,
Δqj and Δpj, increase simultaneously, the change of pref-
erence ΔPj(dj) also decreases. In the opposite direction, if Δqj
and Δpj decrease, then ΔPj(dj) increases.

Figure 4 illustrates the three properties on the change of
thresholds. Subfigures (a), (b), and (c) demonstrate the var-
iation of DM’s preference on a change of the indifference and
preference thresholds, as well as a change of both thresholds in
the same direction, respectively. +e red line with arrows on
both sides shows the changes of DM’s preference. We easily
see how the DM’s preference strengthens or weakens as the
arrow moves up or down. +e figure also illustrates that a
sharp slope could enhance DM’s preference.

Note that Δqj and Δpj rise or fall in opposite directions.
Under the situation of Δqj and Δpj having one positive
number and one negative number, the effect on the change
of preference ΔPj(dj) should be less. From the nominator of
equation (A.7), the actual change of preference ΔPj(dj) relies
on the relative values of dj, Δqj, and Δpj.

We further investigate the terms in the denominator of
equation (A.7) and define it as

D � pj + Δpj( ) − qj + Δqj( )[ ] pj − qj( ). (A.8)

If Δpj decreases and Δqj increases, then the values of
[(pj + Δpj) − (qj + Δqj)] in denominator D decrease and
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thus cause DM’s preference ΔPj(dj) to increase. For the
movement in opposite directions, if Δpj increases and Δqj
decreases, then the values of denominator D increase and
thus result in DM’s preference to decrease. In the first case,
the movement of Δpj and Δqj generates a steep slope as
Figure 1(d) shows. In the second case, Δpj and Δqj move in
opposite directions simultaneously, forming a gradual slope
as in Figure 1(b).

When considering S-shaped function of equation (11),
there is a two-part nonlinear function for gain and loss,
depending on the value of dj. We follow the same style and
illustrate the effects on the DM’s preference in their original
forms due to less chance of reducing them to simple forms.

Property A.4. For a nonlinear case of S-shaped preference
function, if a change of indifference threshold Δqj increases,
then the change of preference ΔPj(dj) decreases, whereas a
decrease in Δpj causes ΔPj(dj) to increase

Following the similar fashion of Property A.1, the fol-
lowing two equations denote the change of preference
ΔPj(dj) with a change of indifference threshold for a gain and
loss, respectively:

ΔPj dj( ) � dj − qj + Δqj( )
pj − qj + Δqj( ) α

−
dj − qj

pj − qj
[ ]α, for gain,

(A.9)

ΔPj dj( ) � − dj + qj + Δqj/l( )
− pj + qj + Δqj( )/l β

+
− dj + qj/l( )
− pj + qj( )/l β, for loss.

(A.10)

We illustrate the property through Example A.1 with the
given data.

Property A.5. For S-shaped two-part nonlinear preference
function, if the change of preference threshold Δpj increases,
then the change of preference ΔPj(dj) decreases, whereas a
decrease in Δpj causes DM’s preference ΔPj(dj) to increase.

+e following two equations show the change of pref-
erenceΔPj(dj) with a change of the preference threshold for a
gain and loss, respectively:

ΔPj dj( ) � dj − qj

pj + Δpj( ) − qj α

−
dj − qj

pj − qj
[ ]α, for gain,

(A.11)

ΔPj dj( ) � − dj + qj/l( )
− pj + qj − Δpj( )/l β

+
− dj + qj/l( )
− pj + qj( )/l β, for loss.

(A.12)

We demonstrate the property through the example.

Property A.6. For S-shaped nonlinear function, if changes of
indifference and preference thresholds increase/decrease
simultaneously, then the change of DM’s preference de-
creases, whereas a decrease in both thresholds cause DM’s
preference to increase.

+e next two equations present the change of preference
ΔPj(dj) with a change of the indifference threshold for a gain
and loss, respectively:

ΔPj dj( ) � dj − qj + Δqj( )
pj + Δpj( ) − qj + Δqj( ) α

−
dj − qj

pj − qj
[ ]α, for gain,

(A.13)

ΔPj dj( ) � − dj + qj + Δqj/l( )
− pj + Δpj + qj + Δqj( )/l β

+
− dj + qj/l( )
− pj + qj( )/l β, for loss.

(A.14)

We describe the property through Example A.1 as
follows.

Example A.1. Comparing the effects from changes of in-
difference and preference thresholds

+e main data from our case, qj� 0.15 and pj� 0.35,
come from the first criterion of the expert of RFMB (Table 4).
We take their average, dj� 0.25, for a better illustration and
set small numbers Δpj�±0.02 and Δqj�±0.01 for either
increase or decrease, respectively. Equations (A.3), (A.5),
and (A.7) are for counting the change of the preference
ΔPj(dj) for Type V function. We take the gain and loss parts
of equations (A.9)-(A.14) with α� 0.725, β� 0.717, and
λ� 2.04 and other suggestions for the comparison. Table 4
lists the comparison of the DM’s preference changes. +e
results show that Properties A.1, A.2, A.4, and A.5 hold in the
upper part of the table. Based on the given data, the change
of preference ΔPj(dj) is less influenced by a small change of
thresholds when using S-shaped function versus using Type
V function, and the loss function is the least affected one. All
DM’s preference changes are greater than the changes of
thresholds.

+e effects of small changes on both thresholds show a
common interest. We thus exploit the combinations of the
above data of Δpj and Δqj and list the four cases in the lower
part of Table 4. +e results indicate that Properties A.3 and
A.6 hold. +e last four rows of Table 4 provide opposite
phenomena for when small changes of the indifference and
preference thresholds move in opposite directions.

B. Case Description

Taiwan created the Recycling Fund Management Board
(RFMB) under the Environmental Protection Administration
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in 1998 to encourage waste recycling and thus reduce damage
to the environment. RFMB collects funds frommanufacturers
and monitors waste materials flow by granting subsidies to the
recycling industry. Since hazardous materials are a major
concern, RFMB has pushed users to recycle their waste
electronics items since 2001. After a decade of policy imple-
mentation through a flat subsidy rate, some basic RFMB goals
have been achieved, but there is further opportunity to pro-
mote the recycling capability and competitiveness of WEEE
treatment plants. RFMB set up a project to score 15 WEEE
treatment plants and to rank and classify them based upon
their performance indices. RFMB offers an extra subsidy rate if
a plant’s performance is above the standard and gives lower
rates if performance is fair or not good. RFMB also forces those
plants performing under the standard to improve their
recycling capability [20]. RFMB is looking for a new evaluation
technology.

RFMB first established feasible indicators based on the
concept of Electronic Product Environmental Assessment
Tool under the guidance of the ISO 14030 Standard. +ere
are 43 indicators grouped into 5 aspects: environment
protection, management system, financial performance,
technology achievement, and social responsibility:

(i) Environment protection is for regulatory compli-
ance, waste process examination, and contaminant
collection

(ii) Management system is for operations quality, plant
worker and environment, and international certi-
fications of OHSAS 180001, ISO 14064, and EN
16001/ISO 50001

(iii) Financial performance is for financial information
disclosure, operations efficiency, the ability to repay
debt, profitability, and company size

(iv) Technology achievement is for waste processing
specifications compliance, advanced resource recy-
cling potentials, and reverse logistics chain integration

(v) Social responsibility is for corporate social re-
sponsibility, establishment of recycling depots, and
efforts put forth on corporate social image

Table 5 lists the performance data of these 15 plants by
aspect.

Data Availability

For more information on the calculation of the demon-
strated example, please visit: https://drive.google.com/drive/
folders/16otvW6AnwBNNhH73uXzuC5QFl4WI8SeH?
usp�sharing.
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