IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 18, NO. 7, JULY 2000 1289

Throughput Analysis of TCP on Channels with
Memory

Michele Zorzj Senior Member, IEEEA. Chockalingam Senior Member, IEEEand
Ramesh R. Radsenior Member, IEEE

_ Abstract—The focus of this paper is to analyze the relative sen- problem by improving the loss recovery phase to handle this
sitivity of the bulk throughput performance of different versions of  sjtuation [3], [5]. However, the performance of these enhanced

TCP, viz., OldTahoe, Tahoe, Reno, and New Reno, to channel er-tcp yersions on wireless fading links has not been adequately
rors that are correlated. We investigate the performance of a single studied so far

wireless TCP connection in a local environment by modeling the . . .
correlated packet loss/error process (e.g., as induced by a multi-  There have been several recent investigations on different

path fading channel) as a first-order Markov chain. A major con-  facets of wireless TCP [5]-[13]. Most of these studies do not
tribution of the paper is a unified analytical approachwhich allows  consider the effect aforrelation in multipath fading14], [15].

the evaluation of the throughput performance of various versions ; ;
of TCP. The main findings of this study are that 1) error corre- Errors are often assumed to occur independently and with the

lations significantly affect the performance of TCP, and in partic- same PfObab"'tY on each packgt. YeF, because the multipath
ular may result in considerably better performance for Tahoe and fading process in a mobile radio environment can be slowly
NewReno; and 2) over slowly fading channels which are charac- varying for typical values of carrier frequency and user speed,
terized by significant channel memory, Tahoe performs as well as the dependence between errors in the transmissions of consec-
NewReno. This leads us to conclut_:lethataclever design ofthe_loweruﬁve packets of data cannot be neglected. Although motivated
layers that preserve error correlations, naturally present on wire- . . (o
less links because of the fading behavior, could be an attractive al- by the behavior of the wireless channel, the loss model consid
ternative to the development or the use of more complex versions €red here also applies to any environment where the packet loss
of TCP. process exhibits memory, e.g., due to congestion.

Related work has been presented in [12], where the perfor-
mance of the OldTahoe and Tahoe versions of TCP is analyzed
assuming a two state Markov channel model. A simplified an-

. INTRODUCTION alytical model for the throughput of the Tahoe version in the
UE TO rapid advances in the area of wireless comm@resence of Markovian packet losses has been presented in [15],
D nications and the popularity of the Internet, provision g¥here it was shown that correlation has a beneficial effect. An

packet data services for applications like e-mail, web browsirn@gPen guestion in this regard is the relative difference between the
and mobile computing over wireless channels is gaini,{gerformance of various versions of TCP over the fading channel.
importance. Transport Control Protocol (TCP) is a reliable, In this paper, we compare the performance of OldTahoe,
end-to-end, transport protocol that is widely used to suppdr@hoe, Reno, and NewReno. In each instance, a single TCP
applications like telnet, ftp, and http [1]. connection is assumed to extend over a multipath fading
TCP was designed primarily for wireline networks where thghannel modeled as a first-order Markov packet error model,
channel error rates are very low and congestion is the prim#&§ in [12] and [16]. We assume that a large data file is to be
cause of packet loss [2]. Since its original deployment, sevetEinsferred from the base station to a mobile terminal, over
modifications to TCP, including Reno, NewReno, and Vega§,1-5 Mbps wireless link that is characterized by very low
have been proposed and their performance analyzed in wiflay-bandwidth product. As in [5], we assume instantaneous
line networks [2]-[4]. Reno's loss recovery algorithm is optiéCK's. The assumption of a single TCP connection, with the
mized for the case when a single packet is lost in a window &P €nd points being at the base station and at the mobile
data. Hence, Reno can suffer performance problems when nf@fminal, is consistent with 1S-99 [17], [18].
tiple packets are lost in a window [3]. NewReno addresses thisTwo main findings of this paper are that 1) error correla-
tions significantly affect the performance of TCP, and in par-
ticular result in considerably better performance for Tahoe and
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in the energy consumption performance of the protocol, direcfyackets the transmitter is permitted to send, starting fAgm).
affecting the battery life of a portable device. This issue is dit/nder normal data transferi(¢) has nondecreasing sample
cussed in detail in [19]. paths. However, the adaptive window mechanism callégs

This work provides anified analytical approacko the study to increase or decrease, but never to exdéggd. Transitions
of all four versions of TCP considered. This greatly simpliin the processed(t) and¥ (¢) are triggered by the receipt of
fies the assessment of the sensitivity of the various versiofh€K'’s. The receipt of an ACK that acknowledges some data
to the system parameters in a variety of situations. So far, will cause an increase iA(t) by an amount equal to the amount
analytical approaches have been developed foctrelated of data acknowledged. The changelif(t), however, depends
channelcase, except for Tahoe [12]. Also, this study differsn the particular version of TCP and the congestion control
from the results reported in [18] in that we examine OldTahogrocess. Each time a new packet is transmitted, the transmitter
Tahoe, Reno, and NewReno without any underlying link prgtarts a timer. If such timer reaches thmund-trip timeout
tocol, whereas the focus in [18] was on the specific IS-99 systemlue (derived from a round-trip time estimation procedure [1])
which uses a radio link protocol (RLP) below the TCP layepefore the packet is acknowledged, timeout timer expiration
TCP with an underlying FEC/ARQ link layer protocol is a topiGccurs, and retransmission is initiated from the next packet

of ongoing investigation [23]. after the last acknowledged packet. The timeout values are set
The paper is organized as follows. In Section II, we describgy in multiples of a timer granularity [1].

the OldTahoe, Tahoe, Reno, and NewReno versions of TCPhe pasic window adaptation procedure, common to all TCP

The system model and the correlated fading channel moggfsions [20], works as follows. Lé¥(¢) be the transmitter’s
co.n3|dered in th!s paper are presentled in Secnpn 1. Thg a@ngestion window widtat time ¢, and Wi (t) be theslow-
lytical approach is introduced in Section IV. Section V provmlegtart thresholdat timet. The evolution of¥ () andW, () are

the results comparing the performance of TCP OIdTahqﬁggered by ACK’s (new ACK’s, and not duplicate ACK’s) and
Tahoe, Reno, and NewReno on correlated fading Chan”‘ﬂrcneouts as follows.

Finally, conclusions and topics of future research are provided )
1) If W(t) < Win(t), each ACK cause® (t) to be incre-

in Section VI. o
mented by 1. This is thelow startphase.
2) If W(t) > Wy,(t), each ACK cause®/ (¢) to be incre-
Il. TCP OLDTAHOE, TAHOE, RENO, AND NEWRENO mented byl /(W (t)). This is thecongestion avoidance

phase.

In this section, we provide a description of the receive 3) If imeout occurs at the transmitter at timeW (¢1) is
and transmit processes in TCP OldTahoe, Tahoe, Reno, and setto 1 W, (t1) is set to[W(t)/2], and the transmitter
NewReno. While the receive processes are the same for all of  pegins retransmission from the next packet after the last

them, their transmit processes are different in the waydbe acknowledged packet.
recovery phases implemented. The following description of Note that the transmissions after a timeout always start with
the receive and transmit processes follows that of [5]. the first lost packet. The window of packets transmitted from the

The TCP receiver can accept packets out of sequence, [t packet onwards, but before retransmission starts, is called
will only deliver them in sequence to the TCP user. Duringhe |oss window

Size, Wiax, SO that the transmitter does not allow more tha@ansmitter performs the following tasks which are related to
Wiax Unacknowledged data packets outstanding at any givVBAcket losses:

time. The receiver sends back an acknowledgment (ACK) for
every data packet it receives correctly. The ACK’s are cumu-
lative. That is, an ACK carrying the sequence numbeac-

knowledges all data packets up to, and including, the data packet -
. b : tocol to recover lost packets through retransmission
with sequence numbet. — 1. The ACK’s will identify the : : . ] .
L s » window adaptation during loss recoveijyre way window
next expected packet sequence number, which is the first among S : .
adaptation is handled while lost packets are being recov-

the packets req_uwed to complete the in-sequence delivery of ered (different than the basic window adaptation in gen-
packets. Thus, if a packet is lost (after a stream of correctly eral)

received packets), then the transmitter keeps receiving ACK'’s . _
with the sequence number of the first packet lost (called dupli- The above procedures are implemented in TCP OldTahoe,
cate ACK’s), even if packets transmitted after the lost packet af@hoe, Reno, and NewReno as follows.

* loss detectiona mechanism by which the transmitter con-
cludes (correctly or incorrectly) that a packet was lost
loss recovery phasex mechanism which allows the pro-

correctly received at the receiver. * Inthe case of OldTahoe, loss detection and recovery is per-

The TCP transmitter operates on a window based transmis- formed only through timeout and retransmission. Window
sion strategy as follows. At any given tiniethere is a lower adaptation during loss recovery follows the basic algo-
window edgeA(t), which means that all data packets num-  rithm.

bered up to, and includingl(¢) — 1 have been transmitted and < In the case of Tahoe, in addition to the regular timeout
acknowledged, and that the transmitter can send data packets mechanism, dast retransmitprocedure is implemented
from A(t) onwards. The transmitter's congestion window,  forloss detection. If subsequent to a packet loss, the trans-
W (t), defines the maximum amount of unacknowledged data  mitter receives th&th duplicate ACK attime, before the
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timer expires, then the transmitter behaves as if a timeaohments where the propagation delays are small, and the ACK
has occured and begins retransmission, Wittet) and packets are relatively smaller in size than data packets (40 bytes
W.n(tT) as given in the basic window adaptation algoversus 500-1500 bytes). We checked the validity of these as-
rithm. sumptions by running some simulatiériacluding ACK delay

« In the case of Reno also, the fast retransmit procedure falRd ACK errors. As expected, for typical values of the parame-
lowing a packet loss is implemented. However, the sukers as encountered in a local wireless environment (e.g., ACK
sequent recovery procedure is different. If tRgh du- delays less than a couple of TCP slot intervals and ACK error
plicate ACK is received at timg thenW,;, () is set to probability not exceeding 0.01), the effect of ACK delays and
[W(t)/2], andW (t1) is set toWy;, (t1) + K instead of errors on the TCP throughput performance is negligible.
1 (the addition ofK” accounts for thé( packets that have As is usually done in most studies taking an analytical ap-
successfully left the network). The Reno transmitter théifoach, we assume the presence of a single TCP connection
retransmits only the first lost packet. As the transmittétver the wireless channel. Unlike in [5], where the base station
waits for the ACK for the first lost packet retransmissionside TCP/IP stack is placed on a fixed LAN host from which
it may get duplicate ACK’s for the outstanding packe@ackets are routed through an intermediate system to the mobile
The receipt of each of such duplicate ACK causiét) terminal, we assume that the TCP/IP stack is directly placed at
to be incremented by 1. If there was only a single packg"te base station similar to TCP placement in 1S-99 [17]. Conse-
loss in the loss window, then the ACK for its retransmisduently, there is no queueing and no delay due to the interme-
sion will complete the loss recovery; at this time would  diate system.
be set td¥,;,, and the transmission resumes according to
the basic window control algorithm. If there are multiplé®: €hannel Model
packet losses in the loss window, then the ACK for the We model the correlation in the multipath fading process
first lost packet retransmission will advance the left edgasing a first-order Markov model for the process of packet
of the window,A, by an amount equal to 1 plus the numbeerrors, as proposed in [16]. The statistics of the packet errors
of good packets between the first lost packet and the néstthen fully characterized by the transition matrix of such
one. In this case, if the loss recovery is not successful dpeocess:
to lack of the duplicate ACK’s necessary to trigger mul-
tiple fast retransmits, then a timeout has to be waited for. M, = <pBB PBG) (1)
The above data loss recovery strategy in Reno is shown to Pes Pca
perform better than Tahoe when single packet losses oceur

; i ere is the transition from bad to good, i.e., the condi-
in the loss window, but can suffer performance proble pra 9

. . . MBnal probability that successful transmission occurs in a slot
when multiple packets are lostin the IOS.S window [3]. _given that a failure occurred in the previous slot, and the other
' In- the case of NewReno, f,aSt retransmit and congestlgﬂmes in the matrix are defined similarly. The average proba-
window adaptation are as in Reno, but the loss recovglyi of 4 packet lossPy, can be found from the probabilities in
mechanism is as in Tahoe [5]. That is, NewReno will nq4y \yhich in turn depend on the physical characterization of the
send the first lost packet alone and wait for its ACK “k‘:‘channel, usually expressed in terms offéiting margin £, and
Reno. Instead it will continue with the transmission of SUBt, o normalized Doppler bandwidttf,; 7', whereT is the packet
sequent packets like Tahoe. The NewReno version of tigation [16]. Detailed relationships between the Markov tran-
protocol can recover from multiple packet losses in som&ion probabilities and the fading channel parameters are given
cases. in [16].
To apply this Markov model at the TCP packet level, we as-
Ill. SysTEM MODEL sume a TCP packet size of 1400 bytes. At 1.5 Mbps rate, this

Data exchange in TCP involves a connection setup phas€Ciresponds to a packet transmission tifhef about 7.5 ms.
data transfer phase, and a connection tear-down phase. In B¥schoosing different’y and f41" values, we can establish
paper, we are primarily interested in the bulk throughput perfd‘fadmg channel models with different degrees of correlation in
mance of TCP. Consequently, we model only the data transtBe fading process. Whef,I" is smalll, the fading process is
phase of the protocol which dominates the overall performand&'Y correlated (long bursts of packet errors); on the other hand,
We consider a single transmitter—receiver pair running TCP & larger values of’; 7', successive samples of the channel are
a dedicated link characterized by a two-state Markov pac@mostindependent (short bursts of packet errors). Table | shows
error process, zero propagation delay, and perfect feedback. feMarkov parameteys:¢ andps 5, and the average length of

transmitter is assumed to have an infinite supply of packetsa@urst of erroneous packets,— ps5) ", for different values
send. of Pg and f4T.

In particular, in the numerical evaluations, a 1.5 Mbps wire- |t should be stressed here that the parameters given in Table |
less data link with a negligibly small bandwidth-delay produd@re computed according to the simplified analytical model of
is assumed. Therefore, the acknowledgments (ACK'’s) from thkS]. One may expect to find some discrepancies between these
mobile receiver arrive instantaneously at the base station. T¥fdues and the values obtained through actual simulations over
ACK packets are assumed to arrive errorl'fre?' These assum@Simulation results presented in the paper have been obtained using
tions may be expected to be reasonable in wireless local ersérkeley’s network simulatans .
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TABLE | “age” of each, implemented through a timeout timer. Incorpo-
MaRrkov PARA""ETERSPG; A/E‘EDPJ;I?TAT DIFFERENTVALUES OF rating these quantities into the process description would make
E Jd

it Markov but would produce such a large state space as to make
its solution impractical.

faT | Pg | F(dB) jrlele PBB (1-pep)™" An alternative is to sample the process appropriately.
Specifically, we look for appropriate instantg such that

X(k) 2 X (i) is a Markov process.

0.01 | 0.001 [ 29.9978 | 0.999329 | 0.329452 1.49132
0.01 | 19.9782 | 0.997518 | 0.754308 4.07013

01 | 977322 | 0.991872 | 0.926851 | 13.6708 Consider a time slot immediately after a slot in which a
0.08 | 0.001 | 29.9978 | 0.999007 | 0.008239 1.00831 timeout timer expired. According to the rules of TCP Reno,
0.01 | 19.9782 | 0.990680 | 0.077286 1.08376 at that time the window size shrinks to 1 and all timers are
0.1 ]9.77322 | 0.940354 | 0.463188 1.86285 reset, so that, from the point of view of the window adaptation
0.64 | 0.001 | 29.9978 | 0.999000 | 0.001185 |  1.00238 algorithm, no outstanding packets are present. Therefore, at
001 | 19.9782 | 0.990019 | 0.011834 |  1.01198 these instants, knowledge 6E(t — 1), Win(£), W(£)) is all

0.1 |[9.77322 | 0.90182 | 0.116376 1.13170

there is to know to characterize the window/channel evolution
in the future.

the fading channel. The characterization of the packet error be—"'kew'se’ consider a time slot immediately following a slot

havior induced by fading processes would merit a study by Ip which the loss recovery phase was successfully completed.

self, and is beyond the scope of this paper. The fully analyti }thistime, by definition, all outstanding packets have been ac-

approach adopted here (Markov modeling of the error proc I}V/Iedge%/and t.hertlalforr]e no_timeo;ts are act;]ve. A@é](n:— h
with analytically computed parameters, coupled with the ana~ (1), W(2)) is all there is to know to characterize the

Iytical throughput evaluation via Markov analysis) has the aa\[indow/channel evolution in the future.
- ughpit: Eva Lation vi M ysis) Therefore, if we sample the procesg(t) = (C(t —

vantage of providing results quickly and to allow extensive in-
g P d y y ,Wa(t), W(t)) by choosing as sampling instantg's the

vestigation of the effect of system parameters. Moreover, the : diately followi h in which eith .
sults and behaviors observed for more complicated simulatid ts immediately following those in which either a timeout

models (where we run the protocol over the actual error proc %ter dexplreztor a loss re§céo]\€/erx e:jase |sh§ l;]C.C e:/lsfull(ly com-
produced by a Rayleigh fading trace) are very similar to the on N ’\gg_t(_) allnba prfqtce ( )t_th t(tk) w '? IS thar ovt. |
observed here, and therefore the potential of the analysis to pr .an additional benetit, we note that, again from the protoco

vide useful insight is preserved. Some more discussion abBlt'JlfeS' the value ofV'(#x ) can only be equal _to 1 (timeout case)
the modeling of the fading channel is given in [19]. or to Wy, (t) (successful loss recovery). Finally, note that the

The case of independent and identically distributed (i.i.d.) e?h{ahnnfl Stat? at tun% t_ 1 can Ib%enher ertr?neous or Cofrr?ft
rors will be also considered for comparison. In this case, tr € imeout case, but can only be correct for a SUccessIul 10Ss

error process is memoryless angs = pas = Pr. ecovery, which must be ended by a successful transmission.

Although motivated by the behavior of the wireless Channé{herefore, the state space of the prockes) is given by
the loss model considered here applies to any environment w.
where the packet loss process exhibits memory, e.g., due tdf2x = {(07 Wi, 1),C = B,G,1 < Wy, < [%W}
congestion. L.i.d. loss models do not capture this and Markov

models are a natural choice in this case. U {(G, Win, Win),1 < Wy, < [W‘;aﬂ } 2
IV. ANALYTICAL APPROACH where the first set corresponds to timeout and the second set
_ _ _ corresponds to successful recovery phase. Note that the total
A. Joint Window/Channel Evolution number of states is in this ca8éW,,../2] — 1.

The analysis is based on a Markov/renewal reward approach. . o
The following discussion, for the purpose of description and & €ounting of Transmissions and Successes
introduce precisely the methodology, will refer to TCP Reno. For the purpose of evaluating metrics of interest, such as
With minor changes, the following can be adapted to the othigroughput, the above information is not sufficient, since it does

versions of TCP, as will be detailed in later subsections. not track when transmission attempts and successful transmis-
The joint evolution of the window parameters and the channgbns occur. Also, it does not track time, since no information is
state can be tracked by a random procd%s) = (C(t — given about the span between successive sampling instants.

1), Wi (t), W(t)), whereW (¢) andWy, (¢) are the window size  In order to be able to characterize these gquantities, we con-
and the slow start threshold in slatrespectively, and’(t—1) is  sider a semi-Markov process (as defined in [21, Ch. 10]) which
the channel state (ba#, or good,G, corresponding to an erro- admits X (k) as its embedded Markov chain. That is, we label
neous or correct transmission, respectively) in sletl. Time transitions of the chain¥' (k) with transition metrics which

is discrete, and the slot (packet transmission time) is the tirtrack the (possibly random) events which determine time delay,
unit. Unfortunately, this process is not Markov, since its evoldransmissions, and successes. For a given transitiofV ldte

tion starting from a certain state also depends on other quantities associated number of slofé, the number of transmissions,
not accounted for int'(¢), such as the number of outstandin@nd N, the number of successful transmissions (the transition
packets (i.e., packets whose ACK is being waited for) and thequestion will be explicitly identified only when needed).
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For this model to be semi-Markov, one must guarantee thatLetY (k) be the system state at timen cyclek. Since trans-
the probability distribution of the transition metrics is uniquelynissions in slotd, 2, ---,n — 1 were successful, there are no
determined by the origihand the destinatiofof the transition outstanding packets except for the one transmitted at time
itself and, once conditioned on the paiy, they are independent Also, by definition we know that the channel state at tiris B.
of past and future evolution. One should observe that while thinally, according to the protocol rules during the loss recovery
is rigorously verified for time delays and transmission attemptshase, the value of the slow start threshold at tim&V,;,(n),
it is not for successes, since whether or not a successful trathges not play any role in determining the state at the beginning
mission is to be accounted for toward throughput depends oicyclek + 1.3 Therefore, the state spafk- only consists of
whether or not it had been already transmitted and counted in the possible values of the window size at timewhich is the
past? One way around this problem, which we will adopt in thi®nly quantity to be tracked. The size 8f is 3Wy,,:/2 — 1
paper, is to consider two ways of counting successes. Wheneffer W,,,... even), which results from appropriate quantization
there is uncertainty about whether or not a successful transnaéthe actual window size (which is a real number in general),
sion should be counted as a true success, counting it will leadamdiscussed in the Appendix.
an optimistic throughput evaluation (upper bound), whereas notfThe system evolution during a cycle can then be separated
counting it would lead to a pessimistic throughput evaluatidnto two parts. In the first part, the system makes a transition
(lower bound). Note that in both cases, the number of succesBesn a stateX (k) € Qx to a statey’ (k) € {2y; whereas in the
counted for a transition only depends on when transmissiosecond part, the system makes a transition from a §tgte <
occur and on the channel state during those slots. Since bfith to a stateX (k+ 1) € 2x. Due to the feedforward structure
quantities evolve according to a semi-Markov processes, the tafcthe transitions, we can consider the two parts separately, and
proposed counting strategies result in semi-Markov processlesn combine the results to obtain the complete description of a
as well, and provide rigorous stochastic bounds. Tightnessfoll cycle.
these bounds has been verified to be always very good, so thatlore specifically, let®")(~) be a matrix whoseéjth entry
this technique is very accurate. is the transition function associated to the transition from state
As afinal comment, we remark that bounding techniques willc 2y to statej € 2y, and analogously leb(?(z) be a ma-
also be used in some cases to simplify the computation of sotrig whose;/th entry is the transition function associated to the
metrics. In fact, even though precise computation of all quantransition from statg € (- to statef € Qx [21]. The statistics
ties would be possible in some cases, it is much better to replad¢ehe system evolution during a cycle is fully characterized by
it with an optimistic and a pessimistic approximations, whicthe matrix
give tight bounds with the advantage of being simpler to com-
pute. B(z) = 2V (2)®?(2) (4)

C. Semi-Markov Analysis whose entries are the transition functions associated to transi-

Let ¢;, be thekth sampling instant determined according tgons from{2y to itself.

the above rules (without loss of generality, assume 1.) We The variablez is in general a vector of transform variables,
definecyclek as the time evolution of the system between th%aCh of which tracks a quantity of interest. In our case, we set

two consecutive sampling instartis andt,. 1. The statistical * ~ (za; 2, 25), t0 track the delay, number of transmissions

behavior of a cycle only depends on the channel state at tifjad number of successes. More preciselyglgtNa, Ny, N;)

#.—1 and on the slow start threshold and window size at fige be the probability that the system makes a transition to state

Also, we assume that the process is stationary, so that everyth’it@exac“yN ¢ Slots, and that i1, 2, --- ’.N‘?} N transmis-
is independent o. sioh attempts are performed ang transmission successes are

When we look at the evolution of the process during a geneﬂeumed’ given that the system was in staetime 0. Then, we
cyclek, it is implicit in what follows that system variables are
conditioned onX (k) = (C(ty — 1), Wy (tr), W(ts)) € Qx,
where2x is the set of all possible values &f(%) (state space of
the sampled process). For simplicity of notation(I¢t; —1) =

C In particular, the transition matrix of the embedded Markov

Letn > 1 be the first slot of the cycle to contain an erroneoU$yain is just given by? = @(1,1,1). The matrix of average
transmission. The probability distribution af conditioned on delays can be found as o

the state at the beginning of the cycle, is given by

Qij(2a, 2t,2:) = Z &ij(Na, Ny, NoYzy 2 2N (5)

Na,N¢,Ns

OP(zy, 21, 25)
ac(n) = Plfirsterror att = n | C(0) = (] D= T .
Fd 7t 7=
jZei: n=1
= . 3 =D:®?(1,1,1)+®%(1,1,1)D
{pCGpG‘GQPGB n>1 ®) 120 LD+ (L L LD, ©)

2In fact, it is possible that a packet transmission performed with good channel
conditions is not acknowledged because older packets were incorrectly receivethccording to the rules of the algorithmy, (t.41) is determined based
and await retransmission. Further evolution may lead to this packet being traos-1¥ (n) and on what happens during the loss recovery phase (if any), and
mitted again. Ignoring these cases would lead to incorrect double-countinglf(¢,.+. ) is either 1 of1’,,, (¢,.41). Finally, the channel state is not influenced
some packets. by the window evolution.



1294 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 18, NO. 7, JULY 2000

where that can be easily tabulated, and is assumed here to be known.
Therefore, the window size at timeis denoted by
B 8‘13(1)(2(1,23,25)
1= 074 . Y =W(n) =wln, W, W). 9)
Zd Rt R8s =
PP (24,2, 25) Also, conditioned on the value ef, Nz = n slots,N;, = n
D, = 974 D Y packet transmissions ald, = n — 1 packet successes. There-
TR fore,
The averages of the other quantiti#s,S, can be found simi- q,gg(% 2,25) = Z ac(n)zlznznt (10)

larly.

According to the theory presented in [21] and [22], from the
above quantities we can compute a number of steady-state pétereC(X,Y) = {n: w(n, W,Wy,) = Y }.
formance parameters. In particular, we can evaluate the average )
throughput as E. Computation of6(?) () for TCP Reno

The second part of the cycle can also be fully characterized by

neC(X,Y)

Z i Z P;;Si; appropriately labeling transitions and counting events. Unlike in
iClx  jCRx the previous cas& (¥ (z) does depend on the way the different

throughput= (8)  TCP versions handle packet loss recovery, and therefore it must
2™ ) Puby

be computed separately in the various cases. We address the case
of TCP Reno in this subsection.

wherer;,i € Qx, are the steady-state probabilities of the For simplicity of notation, in what follows we let = 0, so
Markov chain with transition matri¥. The average numbert_hat the first slot in the secon_o_l phase corresponds to time 1. De-
of transmissions per slot can be similarly computed, by usirﬁ‘?e ¢ij(k,x) as the probability that there afesuccesses in
T;, instead ofS;;, and is related to the energy consumption ¢¥0ts 1 throughr and that the channel is in stafeat timez,
the protocol [19]. given that .the channel was in statat time 0. Both a recur--
Note that, in order to compute steady-state performance fr&i€ technique and explicit expressions for these probabilities
this analysis, knowledge @ = ®(1,1,1) and of D, T, ands are given |n_[24]. Npte that the functiogsin _th_at paper are de-
is sufficient. On the other hand, wherever possible, we will giéhed in a slightly different way. However, it is straightforward
the full form of the transition functions, which may be useful if relate them by noting thatpq (s, ) = ¢10(j — 1,2) and
further elaborations (e.g., computation of higher moments [21¢8 (7, ©) = ¢o1(j + 1, z), whereas in the other two cases they
In the following, we evaluate the transition functioh§\)(~) ~are the same. _
and®(®)(z). The major task here is to correctly identify all pos- 1) The Case of Y] < K: If |Y]| < K, fast retransmit
sible transitions and the associated transition functions. We pfgnot be triggered, since after the packet lost at time 0, only

ceed in the following way. For each possible system state (trdr.] —1 < & more packets can be transmitted, d©duplicate
sition origin): ACK'’s will never be received. In this case, timeout timer will

. . - . expire and the lost packet will be retransmitted in $jot; =
1) asetof T“F’.“_*a”y exclusive events is identified, exhaustmjg .pNote that the vaﬁ)ue of the window size at timeou?lvlvill still
all possibilities; - be equal tat” (recall that duplicate ACK’s do not advance the
2) for each of those events, based on the origin state and on . . .
the protocol rules: window), so that a_lfter tlmeo_ut the algorithm will sBt,;, =
S ) ~JY/2],W = 1. This event will therefore lead to stafé(k +
a) the destination of the corresponding transition iB) = (C, [Y/2], 1) with transition function
identified
b) the transition function is computed; prc(T, — 1)z3e =t N (12)

3) transitions corresponqmg to distinct event.s but ,Ieadirf%te thatin (11), the quantityy, is a random variable. In order
to the same destm'a.'uon statg are combined (i.e., t‘Hieﬁnd the specific expression for the transition function, we
co(rlr)espondmg@t)ransnmn functions are added), to obtajfy, |4 have to further condition on the random events involved.
®V(2) and @t (z). This would be possible, but very tedious. Instead, we use here
a simpler approach, recalling that for our purposes we only
D. Computation oft(*)(z) need the average of the reward functions on each transition,

Since the first part of a cycle consists of error-free transmis€- in this case£[V,]. This is also tedious to compute, but
sions, and since all versions of TCP considered here have 8@ be easily boundedy noting thatiV, > 0 cannot exceed
same window adaptation mechanism as long as there are nd/&§-number of successful slots ,2,.--,[Y] — 1}, so that
rors, the computation ob®)(z) described here applies to all0 < E[N] < S ppa(i), whereppa(i) is thei-step tran-
versions of TCP. sition probability of the Markov channel, computed as

Let X = X (k) = (C,Wy,, W). The first part of the cycle i i i
has a duration alN; = n slots with probabilitycec(n),n > 1. M.(i) = <pBB(%) pBG@) = <pBB pBG) . (12)
Conditioned on the value of, the value of the window size at pes(1)  pac(i) beb Poc
timen is a deterministic functiom(n, W, W) of Wy, andiW 4Bounds obtained in this way proved to be very tight.

1€Qx JEQX
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2) The Case ofY| > K: Letus now assume that"| >
K. The following two cases can occur.

Case 1—Fast Retransmit is Not TriggereHd: fewer
than K slots in{1,2,---,|Y] — 1} are successful, fast re-
transmit will not be triggered. The destination valuesibf,
and W will be as in the previous case. Let(C, j) be the
event that there arg successful slots if1,2,---,|Y| — 1}
and that the channel state in slgt’| — 1 is C. From the
Markov channel characterization, the following probabili-
ties can be derivedP[A(G,j)] = ¢Ba(j, Y] — 1) and

P[A(B,j)] = ¢ss(4|Y] — 1). The transition function
leading fromY to stateX(k + 1) = (C,[Y/2],1) is then
given by
K-1
pec(Ty — Y )zt Pt Z PJA #V+(B.)
1\ +(G.J)

— [Y])ed i Z PlA

—H’cc(

1295

transmitted, and timeout will eventually resolve the dead-
lock. In this case, according to the TCP Reno rules, upon
receiving thekith duplicate ACK the window size will be
updated toV’ = min{[Y/2] + K, Wy.x}, S0 that the
new state after timeout iX (k + 1) = (C, [W’/2],1),
with transition function

PB(K)paepac(T, — K — 2)z;° T2

Note that the total number of successful transmissions to
be counted in this case s, since according to the TCP
Reno rules, thél successful transmissions will be eventu-
ally acknowledged (when the failed packet is finally trans-
mitted successfully) without being retransmitted (in fact,
as long as the failed packet keeps failing, the window size
remains equal to 1 and no other packets are transmitted).

Case 2b: Consider the occurrence of the evéitt, ¢; ).

17)

Successfulloss recovery is not possible here, since in TCP Reno,
multiple losses in a congestion window lead to deadlock and

consequent timeout.

(13)

where0 < N, (B, j),Ns(G,j) < j and the two terms account
for the two possibilities for the channel state at tifié| — 1.
The sums are limited t& — 1 rather than|Y"| — 1 since the
number of successes must be less thidor the considered case
of fast retransmit not triggered.

Case 2—Fast Retransmit is Triggeretf:the Kth dupli-
cate ACK is received, fast retransmit is triggered right after the
Kth successful slot i{1,2,---,|Y] — 1}. Let B{(K) be the
event that the packet failure at time 0 is followedAyconsec-
utive successes, and IBti, £,), K <i < |Y],0< ¢ < K be
the event that thé&(th success occurs at timeand the first loss
after the loss in 0 occurs at tinde (note that sinceé > K, there
must be a packet loss before thgh success). The probabilities
of these events are given as follows:

PIB(K)] IPBGPgC;l (14)
peBYBa(K,i—1),
L=1i=K+1,---,|Y] -1
pBGp[GlanGB<PBG(K — 4+ 1,i—£y),
6L=2--- K;i=K+1,---,|Y| - L
(15)

PB(i, £1)] =

Case 2a: Consider first the occurrence of the event
B(K). Since at timeX the Kth duplicate ACK is received,
retransmission of that packet is performed in gtot- 1.

« Ifthis retransmission is successful, the loss recovery phase

is successfully completed, and a new cycle starts at time
K + 2. In this case, the destination stateNgk + 1) =
(G, [Y/2],[Y/2])5and the transition function is given by

P[ ( )]pGG7k+1 K+1 Is-l—l (16)

« |If the retransmission at time+ 1 is a failure, a behavior

similar to the previous case can be observed, i.e., the next
cycle will start in stateX (k 4+ 1) = (C, [W’/2],1), with
transition function given by

PB(i,4)lpappec(To — i —

where/; — 1 < N, < K. Note, in fact, that the; —

1 successful packets consecutively transmitted after the
loss at time O will be acknowledged (without ever being
retransmitted) when that lost packet is eventually received
successfully, so thaty — 1 < N,. Also, sinceK packets
were successfully transmitted, in the best case they will all
be acknowledged without being retransmitted, iXé,,<

K.

On the other hand, if the retransmission at tiine 1 is
successful, all packets preceding the one transmitted at
time ¢; are acknowledged, and the system will timeout at
the end of sloff, + ¢, — 1. In this case, the window size at
that time will beWW” = min{[Y/2] + K +1, Wy} (the
ACK for the successful retransmission causes the window
to be further increased by one with respect to the previous
case), so that the next cycle will start in staféx + 1) =

(C, [W" /2], 1) with transition function

T,—1 i+l N,
2z, T R

(18)

P[B(, ) pcepac(To + €1 — i — 2)

O+To—1 i+l N,
X 7, Zy 2

(19)

wheref; < N, < K + 1. Note in fact that, in this case,

the number of successes to be counted is at least one more
than before, accounting for the successful retransmission
at time¢ + 1, but cannot be larger thaid + 1.

3) Transition Functions an@ () (z): Let £(Y) be an ex-

protocol will stop and wait for an ACK which W|Ilneverbe5'tlons from state’(k) = Y. Also, letdy (-): £(Y) — €x
be a well-defined function, giving the destination state corre-

5Note in fact that according to Reno’s rules, after fiéh duplicate ACK is
received W, is set to half the window siz¥’, and never changed until at last

sponding to each event ifi(Y"). Note that this requires that

at successful completion of the loss recovery phase the window size is set eﬁ}éﬁnts be defined so that the destination is unlquely speC|f|ed.

to Wy, = [v/2].

However, distinct events may lead to the same destination. Also,
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let the functiomy) map each event to the corresponding transis received at timé > K, then besides the first lost packet (at
tion function. We can then formally find tHé X -th entry of the time 0) there aré — K losses in the window.
transition function matrix®(? as 1) Successful Loss Recoverlf:after sloti we havei+1— K
consecutive successes, loss recovery is successfully completed,
Z $(A) (20) since attime2i +1 — K the last packet to be lost is successfully
AED(X,Y) retransmitted and the corresponding ACK will acknowledge all

whereD(X,Y) = {A € £(Y): dy(A) = X} is the set of all outstanding packets. A new cycle will then start at tider

events leading frony” € 2y to X € Qy during phase two. 2 — K instateX(k + 1) = (G, [Y/2], [Y/2]), since the slow
start threshold?;;,, after being set tdY /2] upon reception of

the K'th duplicate ACK, remains unchanged, aidis set to
¥ upon completion of the loss recovery phase. The transition
nction corresponding to this event is

2
P (2) =

F. TCP OldTahoe and Tahoe

In the case of TCP OldTahoe and Tahoe, there is no f
recovery. In Tahoe, once fast retransmit is triggered, reguféf
transmission is resumed, starting from the first unacknowledged
packet. In OldTahoe there is no fast retransmit. The sampling

rule for the window evolution therefore needs to be changeghce all thei packets transmitted until thth duplicate ACK

in these cases. We still consider the instants immediately fd-received, plus the very first loss, are acknowledged when the
lowing timeout. In addition (for Tahoe only), we also considgpss recovery phase is completed.

the instants in which a retransmission due to fast retransmit iSQ) Unsuccessful Loss Recovergonsider now the case in
performed. which the loss recovery phase does not end successfully, i.e.,

Consider OldTahoe first(*)(>) is found as for TCP Reno. after theK'th duplicate ACK there are less than- K consec-

For (%)(z), note that the second part of the cycle, initiated btive successes. It would be possible to extend the analysis by
the loss at time 0, has duration which is deterministically equ@bckmg the exact location of the losses by means of a vector
to 7, since every loss can only be recovered by timeout. TI@@bg% -+, 4i_g), but this leads potentially to a very compli-
next cycle then starts in stafé(k + 1) = (C,[Y/2],1) with  cated analysis. Instead, we propose a bounding technique which
transition function has about the same complexity of the analysis previously pro-
) posed for Reno.

With probability p...pc s, after the successful retransmis-
whereN, > 0 is upper-bounded by the number of successfalon of the first loss, we have exactlyconsecutive good slots,
slotsin{1,2,---,|Y] —1}, sothat, in particulaf < E[N,] < followed by a failure. After thejth success, the value of the

ZLZ%?:LPBG('L.)- window is given byW "’ = min{[Y/2] + K 4+ 1 + j, Wiax .

Let us now focus on Tahoe. In this case, agdit)(z) is The initial state of the next cycle corresponds to timeout of the
the same as before. Regarding the computatiok@f(z), we (j+2)nd loss in the window, since the first- 1 have been suc-
first observe that all the events considered for TCP Reno agessfully retransmitted, and s (k + 1) = (C, [W"/2],1).
corresponding to no fast retransmit still apply in the case (not8,order to precisely determine the statistics of the exact time
in fact, that Tahoe and Reno differ ordyter fast retransmit is at which the cycle startg,.+1, and channel state in the slot
triggered). Therefore, we only need consider here the caseiin: — 1, C, we would need to know in which slot thig¢+2)nd
which fast retransmit is triggered, i.e., the case in whichitltle  10ss was originally transmitted. Instead, we take two bounding
successful transmission occurs at tiime | Y |. The next cycle approaches.
then starts in slot + 1 and in stateX (k + 1) = (G, [Y/2], 1), e Assume that” = B and that the cycle duration is max-
with transition function imum, i.e.,,Ng = |[Y] — 141, — 1 (i.e., the loss which
times out occurred right before tliéth success). Also, let
N, = 2i — K (upper bound) andV, = ¢; (lower bound).
This situation clearly corresponds to the worst case for all
guantities. Note that the window parameters of the desti-
nation state are precisely determined, whereas assuming
C = B certainly leads to a pessimistic estimate. In this
case, the transition function is expressed as

P[B(i7gl)]pGG1i—l—l—[&'Zii+l—[&'zt2i+l—ls'zi+l (23)

pec(T, — 1)25“_17:}”_1255 (21

¢rc(K,)zg2i2)" (22)
where0 < N, < K.

G. TCP NewReno

Finally, let us consider TCP NewReno. The only case in
which it is different from TCP Reno is when there are multiple
losses within the same congestion window and the retrans-
mission performed due to fast retransmit is successful (second
bullet of Case 2b above). All other cases are the same as in. On the other hand, we can assume fhat G, that the
Reno. cycle duration is minimum, i.ely4 = ¢,+7,—1, and that

Let us then consider the case in which the loss at time O is NS andNt are maximum and minimum, respective|y, i_e_,
not followed by K’ consecutive successful transmission (Reno = ; andV, = i+ 1. This corresponds to the best case,

P[B(i, ) ppapzd TR0 (24)

and NewReno are different only whenultiple losseoccur).
Recall the definition oB3(¢, 41 ), K < ¢ < [Y],0 < £, < K as
the event that thé&(th success occurs at timand the first loss
after the loss in O occurs at tinfg. If the K'th duplicate ACK

and therefore provides an upper bound to the performance.
The transition function in this case is
(25)

PB, 6)piapepzg T Al
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Fig. 1. Throughput performance of TCP Reno and Tahoe fori.i.dfafid=  Fig.2. Throughput performance of TCP Reno and Tahoe for i.i.d fafid=
0.01. Wiax = 6. K = 3. MTO = 100. Analysis and simulation. 0.01. Whax = 24. K = 3. MTO = 100. Analysis and simulation.

J&eno’s congestion window adaptation algorithm, which is opti-
mized for single packet errors.

In the presence of bursty packet errors, however, two con-
flicting effects influence the performance. For a given value of
the average packet error raféy, clustered errors correspond to

We now compare the performance of TCP Tahoe, Reno, dietver errorevent§each comprising multiple packet errors), and
NewReno. The OldTahoe version is not considered here lieerefore the congestion window is shrunk less frequently than
cause its performance is found to be significantly inferior to th&tri.i.d. errors. A second effect takes place depending on the re-
of the other versions [5]. As a concrete example of a chanrationship between channel error burstiness and size of the ad-
with memory, we consider the flat Rayleigh fading channel [14yertized window. In order to trigger a fast retransmiit= 3 du-
whose error process is approximated by a two-state Markoviglicate ACK’s must be successfully received after a packet loss.
chain as described in [12] and [16]. In particular, the degrdEpacketn is corrupted by the channel at timeonly W (¢) — 1
of memory of the channel directly depends on the normalizedore packets can be transmitted, With(¢) — 1 < Wi — 1
value of the Doppler bandwidtlfy; 7", wheref, is the maximum (=5 in this case). Therefore, W (¢) — K or more packets are
Doppler shift [14] and" is the packet duration. For comparisonalso corrupted, then the congestion window will be exhausted
we also consider a memoryless channel. before K duplicate ACK’s can be generated. The transmitter

The values of the normalized Doppler bandwidtfyZ’, will then stop and wait for a timer expiration, i.e., the fast re-
considered are 0.01, 0.08, and 0.64. At a carrier frequencytansmit feature is not triggered. This undesirable event is fairly
900 MHz and the considered packet duration of about 7.5 nligely if the channel error burstiness is comparable with the con-
an f47 value of 0.01 corresponds to a user moving at a spegestion window size.
of about 1.5 km/h (pedestrian user), andfafi’ value of 0.64  As can be seen in Fig. 1, for high values B, the bene-
corresponds to a user speed of about 100 km/h (vehiculmial effect overweighs the negative effect, resulting in better
user). Whenf,7 = 0.01, the fading process is very muchperformance for correlated errors than for i.i.d. errors. Also the
correlated (e.g., average packet error burst length of 13 packstsformances of Reno and Tahoe are almost identical at high
for f47 = 0.01 and Pr = 0.1 in Table I) However, when Py values. On the other hand, for small valuesif, the ef-
faT = 0.64, the fading is fast and the performance is virtuallfect of fast retransmit failures may dominate the performance,
the same as in the memoryless case (i.i.d. errors). resulting in degraded performance due to error correlation. This

Fig. 1 shows the throughput of both Reno and Tahoe asfiect can be significant if the channel error burstiness is com-
function of the marginal packet error probabilf®, for the two parable with the congestion window size (which cannot exceed
cases offyZ" = 0.01 and i.i.d. errors. A maximum advertizedW,,,x).
window sizeW,,,,. of 6 packets, minimum timeout MTO of For example, in Fig. 1, with &, value of 6 the correla-
100 packets, and a fast retransmit threshiilebf 3 are used. tion benefit is not fully exploited foy, 7" = 0.01, where packet
Simulation points are also given, showing the accuracy of tleeror bursts span 13 packets on averagefgr= 0.1 (as given
analytical approach. in Table 1). In this case, providing W, larger than 13 is

From Fig. 1 we note that for the chosen advertized windobeneficial. For Tahoe, this is clearly confirmed by the perfor-
size of 6 packets, Reno performs better when packet errors ar@nce plots fot ... = 24 in Fig. 2, where thef;7" = 0.01
i.i.d. (i.e., mostly single packet errors) than correlated packet ease is found to perform significantly better than the i.i.d. case
rors (e.g.,fsZ = 0.01) at small values oFg. This is because at all values ofP. However, Reno performance is seen to be
at low values ofPg, i.i.d. errors are dealt with effectively by severely degraded at loWg clustered errors, and significantly

The methodology described in Section IV-C can be appli
here to find performance bounds.

V. RESULTS
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Fig. 3. Throughput performance of TCP NewReno fori.i.d. #g@ = 0.01. Fig. 5. Throughput performance of TCP Tahoe at different values of fast
Wax = 6 and24. K = 3. MTO = 100. Analysis and simulation. retransmit threshold/<(1,2,3) at f,7 = 0.01 and i.i.d. Wy, = 24.
MTO = 100. Analysis only.
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Fig. 4. Throughput comparison of TCP Tahoe and NewReno at different

values offgT. Wiax = 24. K = 3. MTO = 100. Analysis only. Fig. 6. Throughput performance of TCP NewReno at different values of
fast retransmit thresholdy (1,2, 3) at f,T = 0.01 and i.i.d. Wyax = 24.
worse than Tahoe in general. This poor performance of Reffd @ = 100. Analysis only.
when errors are bursty (multiple errors) is in agreement with
earlierqualitative predictions in [3]. case. This essentially translates into increased throughput in
Fig. 3 gives the performance of NewReno for i.i.d. errors adow fading compared to i.i.d. fading as can be seen from
well as atfy7 = 0.01 for W, = 6 and24, K = 3 and Fig. 4. Also, conforming to the results reported in [5], with
MTO = 100 (again, simulation checks have been performdd.d. packet errors, TCP NewReno is found to perform better
and reported in the graph). As in the case of Tahoe, NewRethan TCP Tahoe at low and medium valuesi®f, because
also benefits from correlation in packet errofg{ = 0.01 of its recovery optimization to single packet errors. At high
performance is better than i.i.d. performance), more so whealues of Pr, however, Tahoe and NewReno exhibit similar
Wiax IS large. performance. As in i.i.d. errors, NewReno is found to perform
Since TCP Reno is not appropriate for use on correlatedtter than Tahoe in correlated errors as well, but only at large
fading channels, it is therefore not considered further. Yalues off,7" (e.g.,f41 = 0.08,0.64). However, as the value
performance comparison of TCP NewReno with TCP Tahaé f,7" is decreased, the difference between NewReno and
under different degrees of correlation in the fading process féahoe diminishes. For example, whégil” = 0.01 NewReno
Wiax = 24, MTO = 100, and K = 3, is given in Fig. 4 and Tahoe exhibit almost identical performance.
(for clarity, simulation marks are not included in this and the The effect of varying the fast retransmit threshaid,on the
following figures). Since both Tahoe and NewReno follow losgahoe and NewReno versions of TCP for i.i.d. gh@d’ = 0.01
recovery procedures different from that of Reno, they both shown in Figs. 5 and 6. Throughput curves are plotted for
exhibit substantial increase in the mean congestion winddd@¢ = 1,2,3. It is observed that, in i.i.d. errors, the perfor-
width at loss instants whefj, I’ = 0.01 compared to the i.i.d. mance withK = 1 is better than withK' = 3. However, when
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faT = 0.01, there is practically no benefit from going fromoffer any significant improvement on highly correlated wireless
K = 3to K =1, both for Tahoe and NewReno. Hence newdading channels. This fact, together with the observation that
versions of TCP like TCP Vegas, which propose to retransmitBEP performance depends significantly on the channel error
the instance of the receipt of the first duplicate ACK itself (i.ecorrelation, leads us to our final conclusion. A clever design
K = 1), may not benefit from such modifications on highlyof the lower layers that preserves error correlations (naturally
correlated wireless fading channels. The use of selective ACKigesent on wireless links because of the fading behavior) could
(SACK TCP [3]) has been proposed as a more promising varlae an attractive alternative to the development or the use of more
tion. However, it is worth noting that in the environment undesomplex TCP algorithms. Results for the energy consumption
consideration, where instantaneous feedback is assumed, SAEiKormance of the protocols show that, unlike throughput, this
TCP and TCP NewReno behave identically, and therefore the neetric may be very sensitive to the TCP version used and on the
sults presented for TCP NewReno apply to SACK TCP as wefirotocol parameters [19].

As previously mentioned, the proposed analysis could Topics of ongoing investigation include the study of the
be used to assess the energy consumption performanceefédct of using a link-layer FEC/ARQ scheme, and the effect
various TCP versions. For example, by looking at Fig. 2 in thaf other physical layer parameters (e.g., packet size) on the
horizontal direction, one can note that Tahoe and Reno undserall TCP performance. Other performance metrics besides
correlated fading conditions achieve throughput 0.9 at averaheoughput (e.g., delay) are also being considered [23].
error rates which are about one order of magnitude apart. Since
from Table | we see that a decrease of an order of magnitude APPENDIX
of the average error rate corresponds to a 10 dB increase of the QUANTIZATION OF THE WINDOW SIZE

fading margin, these results indicate that in these conditions.The window size at time.. denoted with” . is a real number
Tahoe. may be .ten. .t|mes more energy Eﬁ'c"?‘?t thaf‘ Rer]ﬂ’general,due to the/W increment rule during the congestion
which is a very significant result. The energy efficiency issue 1R/0idance phase. In order to select an appropriate set to repre-

adg_reslfedtlln (_jetall Itn [fl,i]C.:K del dq1 h Iso b sent the value of’, observe that what matters for the future evo-
. |n§1 y’t deblmpqc OI tion i € Zys tan ossetsh as aiso Degliy, of the protocol are the two quantiti¢® | (which counts
investigated byis simulation in order to assess the accuracy ¢f | many more packets can be transmitted) Brif2] (which

Our?SSUdmpttlﬁntoff '”ité‘gtznfous efmd etrrozr—f:ete fee(cjﬂ;acl;c Blermines the value of the window size and window threshold
we found is that for elays of up to 2 slots and for fter loss recovery).

error rates better than 0.01, there is essentially no dif“ferencel.herefore any two values o which result in the

in performance compared to the ideal case. In a local Wirgéme values of the above two quantities do not need to
less environment, the roundtrip times are such that one or t

W8 distinguished iny-. It can be seen that the followin
slots cover all practical cases. Also, ACK's are usually pr g v 9

tected inst that . te bett artition on the real numbers between 1 aWd,.. (the
ected against errors, so that assuming an error rate bEUEr \ehy e aues of the window size) satisfies this constraint:
0.01 does not seem too restrictive. For more general scenar

s
. . . . . 2);424:(2,3);(3,4); {4}, - - - Wmax - 27Wmax - 17
including the important case of connections with large bangs ) {_}’1(1/’1/ ) [)7{1)/17/{ }’} w’h(ereW has been assu?ned

width-delay product, the analysis presented in this paper is{0.." | this case. the size @i is equal [ Wy /2 — 1
be extended. : , max :
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