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ABSTRACT

Fluctuation electron microscopy (FEM) is a scanning nanodiffraction-based method that offers a unique approach to characterizing
nanometer-scale medium-range order (MRO) in disordered materials. In addition to determining the degree of MRO, careful analysis of
scanning nanodiffraction data can also be used to determine strain in thin film amorphous samples. We applied FEM to characterize the
strain and MRO of magnetron sputtered amorphous tantalum (a-Ta) thin films over a range of tilt angles from 0° to 45° in order to measure
any deviations between the in-plane and out-of-plane strain and MRO. We validate our approach using electron diffraction simulations of
FEM experiments for a-Ta. We measure anisotropic strain in the simulated a-Ta diffraction patterns and find that the experimental a-Ta is
isotropically strained within the accuracy of our method. Our approach provides a workflow for acquiring tilted scanning nanodiffraction
data, determining the relative strain and ordering as a function of in- and out-of-plane directions, and removing any artifacts induced in
FEM data due to strain. We also describe some limitations of the tilted FEM method when applied to thin films with very low strains.

© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0015532

Thin amorphous films are technologically important for applica-
tions such as antireflective coatings,' stabilizing coatings for battery
materials,” and in electronic devices.” Although amorphous materials
lack long-range crystalline order, they contain structural correlations
on the scale of a few nanometers, known as medium-range order
(MRO). Aspects of amorphous materials such as mechanical behavior
and electronic properties are thought to depend on the degree of MRO
in the material." ® To accurately understand the relationship between
the structure and properties in thin amorphous films, it is necessary to
measure both MRO and effects of thin film deposition, such as strain
induced by substrate interaction and deposition conditions.

While pair distribution functions can be measured and average
bond lengths calculated using various experimental methods, the
MRO and its distribution on the scale of 1-4 nm are difficult to mea-
sure. X-ray and neutron diffraction and Raman spectroscopy are com-
monly used for strain characterization but cannot provide information
on such small length scales.”” Fluctuation electron microscopy (FEM)
is uniquely sensitive to the relative degree of ordering on this length
scale and can measure MRO across samples and regions of a sample.”
To be sensitive to MRO, we converge the electron beam in the sample

plane, generating a probe that is approximately 2 nm in diameter and
is sensitive to MRO on a similar length scale. When implemented in
scanning transmission electron microscopy (STEM), FEM collects
many diffraction patterns at different probe positions. Electrons pass-
ing through a thin material are kinematically scattered according to
the sample’s atomic structure."” When ordering exists, atom clusters
oriented near a diffraction angle producing constructive interference
will result in a peak in the diffraction pattern. To determine relative
MRO, the mean variance of the diffraction patterns is calculated as a
function of scattering vector, averaged across probe positions. Past
research used FEM to relate MRO and shear band kinetics in metallic
glasses'' and to elucidate the distribution of MRO configurations in
amorphous Zr-Cu films."”

MRO is typically assumed to be isotropic. While some studies
considered anisotropy in short-range order by calculating tilted radial
distribution functions,'”'* no studies have considered anisotropic
MRO. In contrast, relative out-of-plane strain is nearly ubiquitous in
deposited thin films and strongly affects the mechanical, electrical, and
other properties of the films."” In amorphous films, strain can also
affect properties and performance.'”'® The same nanodiffraction
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patterns used for measuring MRO in FEM analysis can be used to
determine strain in thin amorphous films."” **

To measure the degree of MRO in the in- and out-of-plane direc-
tions, we developed an FEM protocol that accounts for the effects of
strain, which could otherwise reduce the accuracy of FEM variance
curves. We applied this to experimental and theoretical data from a
series of FEM scans at varying tilt angles, with the goal of measuring
the in- and out-of-plane degrees of MRO and strain.

This work implements a scanning nanodiffraction experimental
setup and a data processing pipeline to extract directional structural
information from thin amorphous films. To interpret data obtained
from strained materials at various tilt angles, it is necessary to decouple
the effects of strain and changing MRO on the FEM data. To achieve
this, we developed mathematical methods to accurately fit the elliptical
electron diffraction data to decouple imperfections in microscope
alignment and the effects of strain in FEM data. We then corrected for
both and calculated accurate FEM variance curves from the tilted data.
This method was tested on simulated strained amorphous tantalum
(a-Ta) and showed the ability to recover the accurate isotropic MRO
as well as measure the relative degree of strain in the in- and out-of-
plane directions. We also applied our method to experimental depos-
ited a-Ta data that is isotropic to the precision of our measurement.

a-Ta films capped with amorphous SiN, (a-SiN,) were deposited
onto a-SiN, substrates using magnetron sputtering. Both a-Ta and
a-SiN, were sputtered at room temperature in 1 mTorr of Ar pressure
under a base pressure of 7 x 10 Torr at growth rates of 0.25 A/s and
0.05A/s, respectively. The films were deposited on 10nm thick
Norcada a-SiN, grids with nine 0.1 mm X 0.1 mm windows. Samples
consisted of an 8 nm a-Ta film capped with 10 nm of a-SiN, to prevent
oxidation. Additionally, a control sample of 10nm of a-SiN, was
deposited to determine the influence of the capping layer on the varia-
tional data. The observed uniform speckle pattern and a-Ta mean
diffraction pattern confirmed that the films were amorphous.

Experiments were carried out in an FEI Titan operated at an
acceleration voltage of 200kV. The third condenser lens current was
set such that the convergence angle was 0.51 mrad, resulting in a mea-
sured 2.2nm diameter probe and a 15.5pA probe current. Images
were collected on an Orius CCD system with an exposure time of 0.3 s
and a camera length of 300 mm. The images were binned by a factor
of four to a final size of 512 x 512 pixels. Nanodiffraction data were
collected as 12 x 12 image stacks (144 total images) for each tilt with
5nm step sizes between regions of analysis. A beam stop covered the
central beam and the beam remained in the same location in all FEM
images. For both samples, data were collected at tilts of 0°, 15°, 30°,
and 45°. Collection was repeated four times per tilt angle (576 images
per angle) for statistical averaging and over different regions of the
film to avoid excess contamination. There was negligible variation
between data from different locations on a single film at a set tilt angle.
During the experiment, all diffraction patterns were taken with the
same imaging conditions to ensure that the effects of microscope mis-
alignment were the same across all patterns.

The simulated a-Ta atomic structure was computed from
molecular dynamics Large-scale Atomic/Molecular Massively Parallel
Simulator (LAAMPS) simulations provided by Ding et al.”” The simu-
lated a-Ta structure was tilted, rotated to a random angle, distorted
using a 3D strain tensor, and then cropped to the simulation cell size.
A compressive strain of —2% was applied to the simulated a-Ta
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structure in the two in-plane directions, and a tensile strain of +1.2%
was applied in the out-of-plane direction (i.e., we assume a Poisson’s
ratio of 0.3). Simulations of electron diffraction from simulated a-Ta
were performed using the multislice method implemented in the
Prismatic code with methods following Ophus™* and Pryor et al.” The
simulation FEM parameters were chosen to match the FEM experi-
ment described above, with the geometry shown in Fig. 1. The simu-
lated probe was just under 2 nm in diameter”® for a convergence angle
of 0.51 mrad. A step size of 2 nm avoided overlapping measurements.
A total of 676 probe positions were collected for each of ten tilt angles,
from 0° to 45° in increments of 5°. The inset in Fig. 1 is a diagram of
how the sample is tilted about the x-axis. Data were collected from a
52nm x 52nm region (26 x 26 probe positions) of the simulated a-
Ta film. Sixteen frozen phonon configurations were used in the simu-
lation. A pixel size of 0.15 A was used, giving a maximum scattering
angle of 42 mrads. Figure 1 shows a single representative diffraction
image from the 0° and 45° tilt data and the summed 0° and 45° tilt
data stacks. For each tilt, the patterns were summed to form a mean
image for alignment and measurement of the mean strain.

Radial fitting of the mean scanning nanodiffraction image at each
tilt used least squares fitting of the first ring, implemented in Matlab,
following a procedure similar to the one used by Gammer et al.'” The
script uses initial parameters as a rough guess to fit the amorphous
ring intensity and then refines the fit to accurately determine these
parameters. The fitting parameters for the diffracted ring are the center
coordinates, two elliptical fitting coefficients, intensity outside of the
first ring (to account for a constant background), intensity between
the center and the first ring, ring width, and radius. The scripts are
accessible on GitHub.”’

After radial fitting of the mean diffraction data, we used the two
elliptical fitting coefficients to determine strain and mean variation
intensity. The approach to preparing data for both types of analysis is
as follows: first, we calculated strain values for all the data based on the
elliptical fitting coefficients as described below. Since it is possible that

457

in-plane
sensitivity

out-of-plane
sensitivity

FIG. 1. Setup for tited FEM analysis of a-Ta. A converged electron beam was
rastered across the sample at different tilt angles. The sample is tilted with respect
to the beam with the x-axis fixed. The dotted line indicates the plane probed for
MRO. Individual and summed scanning nanodiffraction images are shown for the
simulated a-Ta film tilted to 0° (left) and 45° (right).
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projector lens distortions also induce ellipticity in the diffraction
patterns, we considered the 0° pattern to have zero in-plane strain and
eliminated the contribution of any projector lens distortion by sub-
tracting off the measured 0° strain values for all the data. The varia-
tional intensity as a function of k vector at each tilt angle was
calculated from scanning nanodiffraction data after all ellipticity had
been removed. We first applied this method to simulated data to
ensure that the correct out-of-plane strain value was recovered. After
validating our method on the simulated data, we applied it to the dif-
fraction data from the experimentally deposited a-Ta, which was in an
unknown strain state.

Relative strain was determined by the mapping of a circle into a
fitted ellipse. A detailed description of the strain fitting procedure is
given by Gammer et al.'” and Savitzky et al.”* Nanodiffraction is most
sensitive to bond lengths that lie in the plane perpendicular to the
beam. When the sample is tilted, this plane includes bond lengths in
the out-of-plane sample direction. If these bond lengths are different,
the circular diffraction pattern will be distorted into an ellipse. By fit-
ting this ellipse and accounting for the projected distortion of the tilted
sample’s diffraction pattern, the degree of relative out-of-plane strain
can be determined. Strain in the y-z plane along the z'- direction is ¢,
and strain in the x'-direction along the x-axis is &,,. The &,, strain
bisects the x' and 7’ vectors. The x'-direction is the in-plane direction
that remains constant and the 7’-direction is the out-of-plane direction
that provides information about relative strain.

Figure 2 shows the measured strain as a function of tilt angle for
the experimental and simulated a-Ta films. The experimental a-Ta
film exhibited no trend with the tilt angle, while the simulated a-Ta
film showed an increase in strain from 0 to approximately 2% as the
tilt angle was varied from 0° to 45°. This workflow detected the
induced strain in the simulated a-Ta structure, shown in Fig. 2(b). For
the simulated data, the maximum theoretical relative strain is 3.2%
(e22(0) = 3.2 x sin?(0)), which would be reached at a tilt of 90°
(experimentally inaccessible), shown as the green dashed line in Fig. 2.
This theoretical relationship is derived from considering infinitesimal
strain in rotated coordinates.”” The green dashed line in Fig. 2 indi-
cates the theoretical strain along the ¢,, direction as a function of tilt
angle for the simulated a-Ta data, which is in good agreement with the
measurement for the measured tilt values.

As illustrated in Fig. 1, the x-oriented strain (&,,) is perpendicular
to the tilt axis and remains constant as a function of tilt angle. Because
&xc 18 constant across tilt angles, the relative strain compared to the
zero-tilt condition is approximately zero for all tilts. Based on our &,
and &, strain values and their deviations from zero relative strain, the
precision of the strain measurement is approximately 0.2%. As shown
in Fig. 2(a), the experimental a-Ta strain values are below this thresh-
old, confirming that the experimental a-Ta sample is isotropic to
within our measurement’s sensitivity.

Variational analysis was also carried out to determine the fea-
sibility of measuring MRO in the in- and out-of-plane directions.
To do this, each diffraction pattern for a given tilt angle was first
elliptically corrected based on the elliptical fit of the average dif-
fraction pattern. This removed any ellipticity in the diffraction pat-
terns due to either microscope misalignment or strain. The
variance as a function of scattering vector was calculated for the
four tilt angles, 0°, 15°, 30°, and 45°. The normalized variance,
V(k), was calculated as™

ARTICLE scitation.org/journal/apl
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FIG. 2. (a) Strain as a function of tilt angle for the experimental a-Ta. Change in rel-
ative strain was below the +0.2% margin of error, indicating that the film is strain
isotropic. (b) Strain as a function of tilt angle (degrees) for simulated a-Ta. The 0°
tilt strain is set to zero for all orientations. The Z’-oriented strain changes with the
tilt angle. The green dotted curve is the mathematical prediction of the z’-oriented
strain as a function of tilt angle.

(P(k, 1) — (I(k,1))*
(1(k,1)” ’

where I is the measured intensity at the scattering vector k for position
on the sample r. Variance curves were computed for each tilt angle fol-
lowing the method outlined by Hwang and Voyles,”' in which the
radial average is computed for each scanning nanodiffraction pattern
to produce a single mean intensity value for each k and scanning
nanodiffraction pa‘[tern.31 Then, the normalized variance of the annu-
lar mean is computed from the mean patterns. The variance curves
are plotted in Fig. 3 with and without strain correction for simulated
a-Ta and with strain correction for experimental a-Ta.

To approximate the signal from the experimental a-Ta without
the a-SiN,, capping and membrane layers, the mean a-SiN,, intensity
for a specific tilt was subtracted from each of the experimental a-Ta
images from that tilt angle. The intensity-corrected experimental a-Ta
images were then analyzed using the variance computation process
described above. The normalized variance curves are shown in Fig. 3.
The dotted lines are the a-SiN, variance signals that were subtracted to
produce the solid line curves shown in the same plot.

The variance curves of the experimental a-Ta are compared by
the peak height and the ratio of the normalized variance of peak 1
(located around 2.66 nm™) to peak 2 (located at 4.44 nm™). The peak
in the variational data varies with the tilt angle. To determine whether

V, (k) = 6]
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0.08

0.10 : ' : - - :
k (nm 1)

FIG. 3. Variance as a function of k for the (a) experimental a-Ta film and (b) simu-
lated a-Ta structure. (a) The experimental a-Ta curves have had the mean a-SiN,
signal from the control samples a-Ta subtracted. The dotted lines show the a-SiN,
contribution that was subtracted away. The first and second peak positions differ
between the experimental and simulated data by approximately 0.36 nm™". (b) The
inset in the simulated data plot shows the difference between elliptically corrected
and uncorrected data (black dashed lines) with a vertical offset.

this was simply a result of the effective increased film thickness due to
tilting resulting in decreased variance or if multiple scattering was
influencing the peak heights, we calculated the ratio between peak 1
and peak 2 and used this as a metric for the presence of inelastic scat-
tering.”* Table I gives the variance ratio of the first peak to the second
peak and the relative percentage of the height ratio. Peak 1, corre-
sponding to the average bond length, occurs at a scattering vector of
2.66nm™" (mean bond length of 3.76 A) for all peaks and peak 2
occurs at a scattering vector of 4.40 nm™! (2.27 A) for tilts of 15°, 30°,
and 45°, but at 449 nm™" (2.23 A) for a tilt of 0°. The ratio of the vari-
ance of peak 1 to the variance of peak 2 decreases with the tilt angle.
Therefore, while increasing the sample thickness will decrease varia-
tional intensity in FEM measurements, it is likely that multiple scatter-
ing resulting from the increased thickness is also occurring and
influencing variance peak intensity.”” Analysis of peak 1 for each tilt

TABLE I. Variance peak height ratios for experimental a-Ta film.

Tilt angle (°) Peak 1: peak 2 Relative ratio
0° 3.40 100%
15° 3.35 98.7%
30° 3.29 96.7%
45° 3.11 91.6%

ARTICLE scitation.org/journal/apl

shows no changing peak geometry or horizontal shift of the peak loca-
tion, supporting the strain portion of the study that indicates that the
experimental film is isotropic.

The simulated a-Ta structure with strain correction shows a
similar trend to the experimental data. The average bond length of the
simulated data is 3.02nm™" (3.31A). In Fig. 3, the data for all simu-
lated tilts differ by 0.36 nm™ from the experimental data. We attribute
the difference in mean scattering vector to differences in atomic pack-
ing between the experimental and simulated Ta.

The inset in Fig. 3 shows how elliptical correction affects the vari-
ance curves in the simulated FEM data. Although we hypothesized
that determining and removing the strain contributions to the FEM
signal allow for more accurate calculations of variance for each stack
of tilted data, there is a negligible difference between the corrected and
uncorrected variance curves. We attribute this to the normalization
performed in Eq. (1), which counteracts any changes due to ellipticity
in the variational data. While we find no large changes in the FEM
results after removing the effects of strain, elliptical corrections may be
required to interpret fine features in FEM data.

In this study, we developed a protocol to measure and remove
the effects of strain for accurate determination of MRO from thin film
FEM data, while being sensitive to differences in bond lengths in the
in- vs out-of-plane directions. Our workflow accounts for any changes
in MRO due to structural anisotropy in bond lengths in a deposited
thin film. We observe that multiple scattering influences variational
peak height in an unpredictable manner. We also demonstrated, in
simulated data, the ability to measure relative out-of-plane strain in
thin films from scanning nanodiffraction data and establish a sensitiv-
ity limit of +0.2% relative strain for our data, likely a result of the low
signal-to-noise ratio of the amorphous diffraction rings. For this rea-
son, other methods are required to measure small changes in the aver-
age bond length in the in- vs out-of-plane directions for these films.
Using these methods, we determined that any differences in the in-
and out-of-plane strains in the experimental a-Ta were below the level
of sensitivity of our method. For the experimental a-Ta, changes in the
MRO as a function of tilt angle are obscured by effects of changing
thickness and diffracted intensity. However, the variance curves show
consistent peak features across all tilt angles, indicating that the aver-
age bond length of the MRO is consistent across the measured tilts.
Through the combined analysis of simulated and experimental a-Ta,
this work provides a method for accounting for ellipticity in variance
calculations and measuring relative change in strain as a function of
orientation within a film.
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DATA AVAILABILITY

The data that support the findings of this study are openly avail-
able in Zenodo at https://doi.org/10.5281/zenodo.3836640, Ref. 34.
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