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Abstract

Time and frequency offset estimation is addressed in an
OFDM system that uses a cyclic prefix and pulse shaping.
Earlier work has presented a method that avoids the use
of pilots by exploiting the inherent correlation in the cycli-
cally extended OFDM symbol. In this paper this technique
is extended to include systems with pulse shaping. The
joint Maximum Likelihood estimator of time and frequency
offsets for such systems is presented and evaluated. An im-
plementable structure of the extended estimator is given.
Simulations show that it is possible to maintain the per-
formance when introducing pulse shaping into an OFDM
system.

1 Introduction

In this paper we consider a mobile communication sys-
tem based on Orthogonal Frequency Division Multiplexing
(OFDM) [1]. Time and frequency offset estimation are im-
portant topics in the design of OFDM systems, and often
give rise to challenging problems [2]-[4]. In, for example,
[6]-[9] estimators are presented that operate without the
use of pilots. In particular the joint Mazimum Likelihood
(ML) estimator for time and frequency offsets in OFDM
systems without pulse shaping was presented in [9].

Because pulse shaping has been proposed in OFDM sys-
tems for improving sidelobe suppression [10] in this paper,
we extend previous work on time and frequency offset esti-
mation to systems with pulse shaping.

The system under consideration is a time-divided multi-
user system for mobile communication. In this system the
users transmit in different time slots using all subcarriers.
The considered system also employs pulse shaping. The aim
of this paper is to present a structure for an estimator of
time and frequency offset, that supports the synchroniza-
tion of a mobile to the base station. We extend the signal
model in [9] to a more general model that covers arbitrary
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pulse shapes and interference from neighbouring time slots.
From this model we derive the joint Maximum Likelihood
estimator of the time and frequency offsets. For the deriva-
tion of the estimator we assume an AWGN channel, i.e.,
that the received OFDM symbols are disturbed by additive
white Gaussian noise only. The derivation of the estimator
is based on a single received symbol. We then show the
performance of the estimator for time-dispersive channels
in mobile environments through simulations.

The paper is organized as follows. Section 2 gives a math-
ematical model of the estimation problem. The associated
ML estimator of time and carrier frequency offsets and an
implementation structure are presented in Section 3. In
Section 4 we will give interpretations and choices for the
power profile of the received signal. Simulated performance
results for the estimator are presented in Section 5. Finally,
we conclude the paper in Section 6.

2 Signal model

The purpose of the model is to estimate time and frequency
offset. The OFDM symbol is corrupted by white Gaussian
noise and may be preceded and followed by other OFDM
symbols. We model our symbol and its neighbour symbols
in adjacent time slots by means of an expected power profile.
This function depends on the pulse shape employed in the
system, the probability that an adjacent time slot is being
used, jitter in the arrival times of the adjacent pulses, etc.
In this and the following section we present a mathematical
model and derive the estimator for an arbitrary choice of the
power profile. Interpretations and examples of particular
profiles are developed in Section 4.

In an OFDM system with a reasonably large number of
tones, the sampled baseband time-domain OFDM signal
has statistical properties similar to a discrete-time Gaussian
process [11]. In our model we assume that the transmitted
signal s(k) is a Gaussian process' with variance o2. Let

L samples of the N-sample signal s(k) be repeated as the

1The Gaussian assumption determines the optimality for the estimator
derived in Section 3.
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cyclic prefix, i.e., s(k) = s(k+N), k€ [0,L—-1]and L < N.
The length of one OFDM symbol is thus N + L samples of
which L samples constitute the cyclic prefix. Our estimator
will be derived assuming an infinite observation interval.

We model the received signal r(k) as

r(k) = g(k — 0)s(k — 0)e?>™*/N 4 n(k). (1)
The attenuation g(k) models the power profile and the para-
meters § and € represent the time and the carrier frequency
offsets respectively. The function n(k) is additive complex
white Gaussian noise at the receiver.

We assume that the adjacent OFDM symbols' may come
from other users. Hence they have different timing offsets,
and thus we make no use of the redundant information in
their cyclic prefixes. Time and frequency offsets will be
estimated based on one symbol, as if they were statistically
independent in time. This method could be extended with
averaging of the likelihood function or filtering the estimates
if correlation between symbols exists.

3 Estimator of time and frequency
offset

In order to derive the optimal joint ML estimator of the time
offset § and the carrier frequency offset €, we investigate
the log-likelihood function of the received signal vector r £
[r(1),7(2),...,7(c0)]. We follow the same procedure as in
[9]. The log-likelihood function can be expressed as the
logarithm of the conditional probability density function of
the observed vector r, as in

A(0,) =logf(r]6,e). (2)

The samples in r are mutually uncorrelated except for
those samples that are repeated in the cyclic prefix. The
joint probability density function for (r(k),r(k + N)), k €
(6,6 + L—1] (samples coupled through the cyclic extension)
is denoted by f (r(k),r(k + N)) while f (r(k)) denotes the
density function for other values of k. Notice that f() is
used both for one- and two-dimensional distributions.

Using the correlation due to the cyclic prefix in the re-
ceived signal, the log-likelihood function becomes

A0

3

(3)
where [ = (0,0 + L — 1] and I' = [#+ N,06 + N+ L — 1]
are the intervals coupled through the cyclic prefix. A more
convenient form for the log-likelihood function is

=log | JT£(r(

kel

r(k+N) [[ f@k)

kgruly

0+L—-1

Z log

f(r(k) (k+ N))

Ai.e) = P k) F (R N>>

+ Z log f (r(k
(4)

where the first sum stems from the cyclic prefix and the
second primarily considers the power profile of the received
symbol. Notice that, in this case as opposed to the case in
[9], the second sum is dependent on the timing offset §. This
is due to the pulse shape.

The probability density functions are outlined in Appen-
dix A. By substituting them in (4) and omitting the factors
that are independent of § and ¢, the log-likelihood function
can be rewritten as

A(0,€) = |v(0)] cos (2me + £v(8)) + B(0) (5)
where
0+L—1
v8) = Y mk-Or(k)yrT(k+N),  (6)
k=0
BO) = D halk—0)Ir(k)?, (7
k=-—o0

The two functions v(#) and () can be calculated by means
of two filters with the statistics r(k)r*(k + N) and |r{k)|*
as inputs. The filter coeflicients are

29(k)g(k + N)

hi(k) = , (8)
g(k)2 + g(k+ N)2 + =
SNRg(k+N)2+1
~SNRGEE TN kel
_ k +1
ha(k) =\ —swrgwra-amE kel 2O
1 !
T SNRg(k)2+1 k¢ Tul

and depend on the expected power profile g(k)? and on the
Signal-to-Noise Ratio, SNR= 02 /02.

The filter hy is not implementable in the present form,
because the filter coefficients in the interval k ¢ T U I " are
different from zero, although the pulse shape is finite-length.
We can, however, make this filter implementable by adding
the constant m > Ir(k)|* to the log-likelihood

function. The coefficients of the new filter hy become

Ay +S8NR%*g(k+N)%g2 -4,

) yreye— kel
hz(k’) = _ Ao +SNR gg’z_mN) 9oo —O1 kel , (10)
— Ly k¢ Tul
where
A; = SNRg(k)?+1, (11)
A, = SNRg(k)? +SNRg(k+ N)* +1 (12)
As = SNRg(k)? 4+ SNRg(k — N)2+1 (13)
Ao = SNRg: +1, (14)

The joint ML-estimate of the OFDM of time offset § and
the frequency offset ¢ is obtained by maximizing the log-
likelihood function,

)
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Figure 1: Structure of the estimator
EML = arg mgx{h(e” + B8(0)}, (15)
~ -1 ~
€, = %&7 <9ML) : (16)

The estimator can be realized with the structure of Fig-
ure 1. The filter hy, used in (6), implements the first term of
the argument of equation (15), and concerns the correlation
introduced by the cyclic prefix. The second filter hs, used
in (7), can be viewed as a filter matched to the power profile
and collects information supplied by the time-varying signal
power.

4 Power profile

In this section we consider design criteria that affect the
choice of the expected power profile g(k)2. The pulse shape
employed by the transmitter is of importance. We know
that the received symbol, arriving at time 8 with a frequency
offset ¢, has this pulse shape. An obvious choice is that g(k)
takes the values of this pulse shape on k € [0, N + L — 1].

Outside the interval k € [0, N + L — 1] the power profile
g(k)? should ideally correspond to the actual received signal
power. Neighbouring OFDM symbols, however, are likely
to appear with time and frequency offsets, unknown to our
estimator. More importantly, in a multiuser system, there
may not be a neighbouring OFDM symbol. The profile g(k)
should be chosen to make the estimator robust against these
uncertainties. In our simulations we have chosen to model
the signal power of the last half of the preceding OFDM
symbol and the first half of the following OFDM symbol.
For samples further away, the profile is extended at a con-
stant level. Thus, we allow our estimator to exploit informa-
tion carried by the signal power close to our symbol, while
disregarding information carried by samples further away.
In order to account for the possible absence of a neighbour-
ing symbol, we weigh the expected power profile outside the
OFDM symbol of interest with an a priori probability that
a neighbouring time slot is used. This probability may be
interpreted as a system load.

In this model the jitter in time offset from neighboring
symbols is not considered. This jitter can be included in our
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Figure 2: The function g(k) for three different choices of
system load, 0 (top), 0.5 (middle), and 1 (bottom).

model by averaging with an a priori probability function of
the neighbouring symbols arrival time.

Figure 2 shows the profile g(k) based on the Tukey pulse
shape [12] for three choices of the system load. The upper-
most part of Figure 2 shows g(k) for a system load equal to
zero. For a system load equal to one, g(k) is shown in the
lowermost part of Figure 2. Here, the adjacent time slots are
used by other users. The middle picture of Figure 2 shows
g(k) for a system load equal to 0.5, modelling uncertainty
about the presence of neighbouring pulses.

5 Performance Simulations

We evaluate the estimator in a system where symbols are
transmitted continuously (system load equals one), and do
not overlap. The system has N = 1024 tones and a cyclic
prefix of L = 128 samples. We consider two pulse shapes:
the rectangular pulse shape as in [9] that carries no infor-
mation in its power profile when the system load equals one,
and the Tukey pulse shape where the outermost 32 samples
on each side of the rectangular pulse shape are multiplied
with a raised cosine. In the simulations we evaluate the es-
timator with the same pulse shape for which the estimator
is derived.

Two channel models are used, the AWGN channel and the
ETSI channel environment *Vehicular B’. Figure 3 shows the
simulated performance results for the AWGN channel. The
curves show that the performance of the estimators is in
the same order of magnitude in systems with and without
pulse shaping. The loss in correlation due to the amplitude
reduction in the redundant parts is partly compensated by
the information in the time-varying power profile.

Figure 4 shows the performance of the estimator for the
ETSI channel environment ‘Vehicular B’ {13]. The ETSI
channel environment has an exponential decaying impulse
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Figure 3: Performance of the time and frequency estimator
for an AWGN channel, using the rectangular (solid) and the
Tukey pulse shape (dashdotted).

response and fading characteristics according to the Jakes’
model {14]. All other parameters are as above.

As expected, the estimator’s performance decreases com-
pared to the AWGN channel. The correlation properties of
the received signal are changed due to the channel disper-
sion and this effect is not considered in our signal model.
For the time offset estimation, the Tukey pulse shape may
be more robust against the dispersion than the rectangular
pulse shape. The rectangular window clearly has superior
performance for the AWGN channel, but suffers from a high
error floor for the dispersive channel. The increase in the
error floor is due to two factors: the peak of the likelihood
function is broadened by the dispersion and the data on the
sides of the cyclic prefix mix with the repeated parts and
act as strong additive noise.

For the AWGN channel the estimator performance may
be improved by averaging the log-likelihood function over
several OFDM symbols before detecting the maximum.
For fading channel environments, performance improvement
due to such averaging depends on the fading characteristics
of the channel.

Time

Variance of Theta

y e s . S -
0 5 10 15 20 % kil
SNRindB
Frequency

Eiriiiiiig

Variance of Eps

10‘7... R
0 5 10 15 2 % K]

SNRindB

Figure 4: Performance of the time and frequency estimator
for the ETSI channel *Vehicular B’, using the rectangular
(solid) and the Tukey pulse shape (dasdotted).

6 Conclusions

In this paper the estimation of a time and frequency offset
in a multi-user OFDM system is considered. The joint ML
estimator is derived and an estimator structure is proposed.
The estimator is based on the redundancy of the signal due
to the cyclic prefix and on the power profile due to pulse
shaping.

We draw two conclusions from this investigation. First,
it is possible to extend the analytic techniques earlier em-
ployed in [9], deriving an implementable joint ML estimator,
to systems with pulse shaping. Second, when introducing
pulse shaping into an OFDM system it is possible to main-
tain the quality of the synchronization.
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A Probability density functions

We define the two-variable, complex vector
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. an)

(2]

r(k) ]
r(k+ N)

The different probability density functions used in equa-
tion 4 can be expressed as

f(x) =kyexp (%IXHC‘lx) (18)
— |z
e =mew () 09

=k ol 20
f(Z2) = K3 €Xp Ugg(k N _0)2 +O’% ’ ( )

where 02 = E {|s(k)|2} and 02 = E {|n(k)[2} . Here kq,

ky and k3 are positive constants and C~! is the inverse of
the covariance matrix of the samples coupled through the
cyclic prefix. In order to calculate this covariance matrix the
correlation properties of the received signal are investigated.
Thus, for k € I, the different entries of the covariance matrix

are

C= [ Ci1 C12 ] , (21)
C21 €22

ci1 = E{z1z7}
= olg(k—0)*+a%, (22)

ci2 = E{ziz}}
= o2g(k—O)g(k+ N —8)e™2™,  (23)

C21 = E{l‘;xz}
= oZg(k+ N - 0)g(k - 0)e’*™, (24)

Cog = F {11321?;}
= o2g(k+ N - 0)*+0o2. (25)

QOutside this interval the samples of the received signal

are uncorrelated (c12 = c2; = 0).
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